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A.V. Filimonov 1, A.I. Rudskoy 1, A.A. Naberezhnov 1,2,  
S.B. Vakhrushev 1,2, A.E. Fotiadi 1, E.Yu. Koroleva 1,2,  

I.V. Golosovsky 3, Yu.A. Kumzerov 1,2, B. Nacke 4

1St. Petersburg State Polytechnical University 

29 Politechnicheskaya St., St. Petersburg, 195251, Russia 
2 Ioffe Physical Technical Institute 

26 Politechnicheskaya St., St. Petersburg, 194021, Russia 
3 Petersburg Nuclear Physics Institute, 

Gatchina, Leningrad District, 188300, Russia 
4 Leibniz University of Hannover, ETP 

4 Wilhelm-Busch-Str., 30167 Hannover, Germany

NANOCOMPOSITE MATERIALS  
ON THE BASE OF DIELECTRIC POROUS MATRICES

А.В. Филимонов, А.И. Рудской, А.А. Набережнов,  
С.Б. Вахрушев, А.Э. Фотиади, Е.Ю. Королева,  

И.В. Голосовский, Ю.А. Кумзеров, Б. Наке

Нанокомпозитные материалы  
на бАзе диэлектрических пористых матриц

The correlations between physical properties and structure of various types of nanocomposite magnetic 
and ferroelectric materials on the basis of natural and artificial porous have been studied by different 
experimental methods. The temperature evolution of the structure, order parameter and dielectric response 
are studied as functions of characteristic size of nanoparticles. It is shown the existence of crossover of phase 
transition (PT) from the first order to the second one for ultra-small ferroelectric and magnetic particles. 

nanocomposites, porous matrices, neutron diffraction, dielectric 
response.

Рассматривается влияние условий искусственно ограниченной геометрии на макроскопические 
свойства, кристаллическую структуру и фазовые переходы в нанокомпозитных материалах на основе 
пористых матриц с нанометровыми каналами, содержащих внедренные сегнетоэлектрические и маг-
нитные материалы. Показано, что для ряда материалов наблюдается изменение рода фазового пере-
хода, температуры перехода в зависимости от размера наночастицы и характера атомных колебаний. 
Показано, что для ряда нанокомпозитных материалов, содержащих сегнетоэлектрики, наблюдается 
резкий рост эффективной диэлектрической проницаемости ε в высокотемпературной фазе.

нанопористые структуры, нейтронная спектроскопия, нанокомпози-
ты, диэлектрическая спектроскопия.
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in a restricted geometry). This permits us to 
use some experimental methods that require a 
large amount of nanostructures (for example, 
neutron scattering, heat capacity measurements 
etc.). 

Such NCM have been extensively studied 
during the last years, and it is shown that 
the reduction of physical size from the 
microscopic scale down to the meso- and 
nanoscopic scales results in a change of the 
majority of physical properties of NCM, such 
as temperature and type of phase transitions 
(PT) [1–6], dielectric permittivity [7–9], 
atomic mobility of constituent ions [10–12],  
liquids flowing in a confined geometry  
[12, 13] and so on. One of the important 
aspects of NCM is phase stability as a function 
of spatial dimension, geometry, topology and 
the size of nanoparticles. The properties of 
NCM and, in particular, various types of 
PT (superconducting [14–16], superfluid 
[17, 18], melting-freezing [6, 19–24], and 
other PTs [4, 7, 25–33] in different NCMs) 
have been extensively studied by calorimetry 
[19, 21, 32], NMR [23, 33–34], ultrasonic 
[35] and dielectric [7–9, 25] measurements, 
Raman [36, 37], X-ray [26, 28, 30, 38] and 
neutron scattering [4, 6, 11, 39, 40–48], 
differential thermal analysis [49], etc. It has 
been shown that NCMs can form either a 
system of isolated particles [6] or a net of 
interconnected dendrite clusters [44, 45], 
and their physical properties differ drastically 
from those in corresponding bulk samples and 
strongly depend on different characteristics 
of porous matrices and embedded substances 
such as pore size and geometry, wetting 
ability, surface tension, interaction between 
NCM and the surface of the host matrix, and 
so on.

This contribution is a review of properties 
and structure peculiarities of magnetic and 
ferroelectric nanocomposite materials created 
on the basis of various artificial and natural 
porous matrices such as porous glasses (3D 
dendrite interconnected net of nanochannels), 
artificial opals (3D regular net of nanocaverns), 
chrysotile asbestos (quasi-1D nanowires), 
MCM-41 and SBA-15.

I. Introduction

The physical properties of nanostructured 
materials are one of the «hot» points of mo-
dern solid state physics, and they are not only 
of fundamental interest but also of practical im-
portance. Indeed, it is shown that finite-size ef-
fects result in drastic changes of physical prope-
rties of ultra-dispersed materials. The observed 
phenomena become especially significant if the 
characteristic size of the dispersed particles be-
comes comparable with the correlation length 
of the order parameter critical fluctuations, 
and the development of new nanotechnologies 
stimulates strongly the studies of various nano-
structured and ultra-dispersed substances. 

The experimental implementation of new 
effects in the physics of nanostructures relies 
upon our ability to create new types of struc-
tures and devices. Our understanding of ma-
terial processing in the pursuit of ultra-small 
structures is steadily advancing. Epitaxial 
growth and lateral microstructuring techniques 
have made it possible to create low-dimension-
al electronic systems with quantum-confined 
structures, i. e., quantum wells, quantum wires, 
and quantum dots.

There are other methods of preparation of 
such dispersed substances, and one of them 
is intruding materials into artificial or natural 
porous matrices. Embedding substances into 
various porous matrices has some advantages 
in comparison with other methods:

(a) This method gives a possibility to 
produce nanostructures with a large range 
of controlled characteristic sizes from ~ 1 to  
~300 nm.

(b) It is possible to prepare nanostructures 
with various geometry and topology: three-
dimensional (3D) dendrite and regular structures, 
2D film-like structures, 1D nanowires or 0D 
small nanoparticles.

One can produce nanoparticles of 
various substances and compounds: metals, 
ferroelectrics, dielectrics, insulators, 
semiconductors, superconductors, magnetic 
materials and so on.

It is possible to prepare a very large 
amount (up to several cubic centimeters) of 
nanocomposite materials (NCM) (or materials 
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II. Nanocomposites with Magnetic Ordering

The magnetic nanoparticles are of great 
interest because of their unique physical 
properties in terms of practical applications. It 
is shown that these properties drastically change 
in the conditions of restricted or confined 
geometry. These conditions assume:

the number of atoms at the surface of 
nanoparticles becomes comparable with the 
total number of atoms;

particle size is comparable with the length 
of the magnetic and atomic interaction.

Although the integral methods (e. g., Möss-
bauer spectroscopy, SQUID measurements and 
others) have the higher luminosity and sensi-
bility in contrast with diffraction, the physical 
interpretation of any experiment is impossible 
without knowledge of detailed magnetic and 
atomic structure of nanoparticles. Obviously, 
similar information can be obtained by the dif-
fraction methods only, because the electronic 
(or other) microscopy does not provide the 
proper accuracy and resolution.

As host matrices we have used porous glass-
es with average pore diameter of 70 ± 3 Å,  
SBA-15 matrices with channel diameters of 
47 – 87 Å and MCM-41 matrices with chan-
nel diameters of 24 – 35 Å. MnO, CoO and 
Fe2O3 were synthesized into the matrices by a 
chemical bath deposition method. Manganese 
oxide was selected since the magnetic behavior 
of the bulk had been well studied. This oxide 
has an antiferromagnetic structure, for which 
the magnetic and nuclear Bragg reflections are 
well separated [50, 51]. The magnetic order in 
bulk MnO occurs by the first order transition 
at 117 ± 1 K [52], accompanied by a distortion 
of the cubic structure [51, 53].

A. The Magnetic Order inside and  
on the Surface of Nanoparticles 

1. Reduction of Magnetic Moment 
First neutron diffraction experiments with 

nanoparticles in the condition of «a restricted 
geometry» had been performed with the classic 
antiferromagnet MnO embedded into porous 
glass [4]. Manganese oxide is very suitable for 
the studies of magnetism in «the restricted ge-
ometry». First, the oxide has a simple antifer-
romagnetic structure, for which the magnetic 

and nuclear Bragg reflections are well separat-
ed. Secondly, MnO is easily synthesized inside 
the cavities. Thus, it is possible to introduce 
a large quantity of oxide sufficient to perform 
neutron research. And thirdly, manganese has 
a negative nuclear scattering length, while the 
oxygen has a positive scattering length. This 
provides a good contrast in the neutron diffrac-
tion that allows controlling stoichiometry with 
high accuracy.

At last, ion Mn2+ has a large magnetic mo-
ment of 5 μB/ion. The magnetic order in the 
bulk MnO occurs by the first order transition 
at ~ 117 K, accompanied by a distortion of the 
cubic structure [53]. Indeed, new Bragg reflec-
tions appearing below 122 K (Néel tempera-
ture) show the onset of the correlated magnetic 
order in the embedded nanoparticles (Fig. 1). 
The diffraction lines are broadened with respect 
to the instrumental resolution, indicating that 
the correlation length is finite. The observed 
diffuse background is due to the porous silica 
glass. The indexing of the observed magnetic 
reflections corresponds to antiferromagnetic 
ordering similar to that for the bulk MnO. The 
shape of the reflections below the Néel tem-
perature indicates structural distortions and 
matches to the trigonal distortion of a cubic 
lattice. 

From the intensity of the magnetic Bragg 
reflections, the ordered magnetic moment at  
10 K was found to be 3.84(4) μB/ion. This value, 
averaged over the magnetic region, turns out 

Fig. 1. Neutron diffraction patterns  
of MnO embedded into a porous glass.  

The stripes mark the positions of Bragg reflections  
corresponding to the trigonal distorted lattice. The solid 

line corresponds to the calculated profile. In the inset the 
fragment of a typical micrograph of pore network  

in porous glasses is shown
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to be noticeably smaller than the experimental 
value of 4.892 μB/ion reported for MnO. 

Moreover, the average size of a magnetic 
cluster turns out to be significantly smaller than 
the average size of a nanoparticle (Fig. 2). In 
the diffraction experiment, the surface spins, 
disordered on atomic scale, do not contribute 
to the coherent magnetic Bragg reflections. 
Therefore, the reduction of the net moment 
can be easily explained by random moment 
canting. The difference between Dmag and Dnucl 
could be due to several factors. It could result 
from a breakdown of large magnetic aggregates 
into smaller ones because of the necks or other 
irregularities in porous media. Another expla-
nation could come from the random canting 
of spins at the surface of the nanoparticle near 
the pore walls and the formation of a «layer» 
with spin disorder. As a result, the orientation 
of the surface magnetic moments could be al-
tered from that in the core. Such disordering 
is a well-established phenomenon for nanopar-
ticles.

2. The Electron Spin Resonance  
(ESR) in MnO

ESR in MnO inside porous media clear 
shows the existence of the local spin ordering 
[54]. The analysis of the ESR signal from con-
fined MnO shows two signal components, one 
of which corresponding to crystallized MnO, 
while another component is due to MnO in 
an amorphous state. Such analysis allows us to 
investigate the magnetic behavior of the crys-
tallized and amorphous parts of the embedded 
MnO separately.

The ESR signal associated with the crystal-
line MnO within porous glass shows a behavior 
having many similarities to the bulk. However, 

in contrast to the bulk (compare (a) and (c) 
panels in Fig. 3), the strong ESR signal due to 
disordered surface spins is observed below the 
transition.

3. Magnetic Moments in Different Crystal-
lographic Positions in Maghemite γ-Fe2O3 
Classical ferrimagnetics, iron oxides, in 

particular maghemite (γ-Fe2O3), are wide-
spread in nature. They have been known since 
ancient times and are widely applied at pres-
ent [55]. Neutron diffraction experiments with 
maghemite show that the oxide, incorporated 
within porous glass, has the spinel structure 
with unoccupied positions, which corresponds 
to the known structure of maghemite [56]. 

The spinel structure contains two types of 
voids: tetrahedral (eightfold A position) and 
octahedral (16-fold B position). Magnetic ions 
can occupy both positions (Fig. 4). Maghemite 
has the structural formula 

(Fe3+)[Fe3+
5/6□1/6]2{O

2–}4. 

In this formula, the parentheses and square 
brackets refer to the tetrahedral and octahe-
dral voids, respectively, and the symbol □ cor-
responds to vacancies. 

Fig. 2. Temperature dependencies of the volume-
averaged diameters of magnetic (Dmag) and nuclear 
(Dnucl) regions, solid and open circles respectively

Fig. 3. Intensity (a) and lineshape (b)  
of the ESR signal from the bulk MnO. Intensity 

(c) and linewidth (d) of the ESR signal from MnO 
confined to a porous glass.  

Open circles correspond to the signal from crystalline 
MnO and solid circles correspond to the signal from 

amorphous MnO 

а) b)

c) d)
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It appears that the magnetic moments in 
confinement are noticeably different in the A 
and B positions, although Fe3+ does not carry 
any spin moment and crystal field effect should 
be negligible. Such effect is not observed in the 
bulk and results from the size-effect. 

Let us consider the nearest environment of 
the magnetic ions at two positions. The mag-
netic ion in the A position has 4 neighbors 
in the same positions with the same moment 
direction and 12 neighbors in the B position 
with the opposite spin direction. The ion in 
the octahedral B position has 6 neighbors with 
the same spin direction in B positions and 6 
neighbors with the opposite spin direction in 
A positions. Assuming the same spin values in 
the A and B positions, and taking into account 
the spin directions, the exchange integrals 
in the A and B positions are proportional to  
JA = –12JAB + 4JAA and JB = –6JBA + 6JBB, 
respectively. Substituting the exchange integral 
values known for the bulk (we suppose that they 
are close to those in confinement) maghemite, 
we obtain JA/JB = 2.19. Thus, the moment in 
the B position is bound two times more weakly 
by the exchange interaction in respect with the 
A position. The more weakly bound spin in the 
B position must evidently be more disordered 
due to the breakings of local symmetry, and, 
consequently, its mean value is lower.

4. The Coexistence of two Magnetic Phases 
This coexistence takes place because of the 

different constants anisotropy on the surface 
and in the cores of hematite nanoparticles con-

fined to porous glass [57]. The bulk hematite 
has the corundum crystal structure and presents 
two-sublattice antiferromagnet with the Néel 
temperature of 950 K. At 260 K hematite un-
dergoes a spin-reorientation transition known 
as the «Morin transition». Below the transi-
tion the moments in two magnetic sub-lattices 
are exactly antiparallel and aligned along the 
rhombohedral [111] axis (c-axis in the hexago-
nal setting) (AF phase). Above the transition, 
the moments lie in the basal plane (111) with 
a slight canting resulting in a weak net mo-
ment originating from Dzyaloshinskii – Mori-
ya anisotropic super-exchange interaction (WF 
phase). The spin flip is related to a competition 
of two terms with different temperature depen-
dences: the magnetic dipolar interaction and 
the single-ion anisotropy arising from higher 
order spin-orbital effects that leads to the dif-
ferent sign of the anisotropy constant. 

It turns out that the magnetic contributions 
into the neutron diffraction patterns from the 
hematite nanoparticles measured at 300 K and 
at 10 K are similar. It means that at least down 
to 10 K there is no any phase transition in con-
fined nanoparticles. In other words, «Morin 
transition» is suppressed in the «restricted geo-
metry». 

Analysis of the observed intensities of the 
magnetic reflections shows that they substan-
tially differ from the intensities which corre-
spond to the single WF or to the single AF 
phases. The observed patterns can be equally 
well described by two models which are indis-
tinguishable in the frame of the neutron pow-
der diffraction. 

The first model assumes that the result-
ing moment tilts from the rhombohedral axis. 
The alternative model assumes two magnetic 
phases: in one phase the magnetic moments 
are aligned along the rhombohedral axis, as in 
the bulk hematite below the Morin transition  
(AF phase), and in the other phase the mag-
netic moments are confined to the perpendicu-
lar plane, as in the bulk hematite above the 
Morin transition (WF phase).

The data analysis of the neutron diffraction 
taking into account the results of Mössbauer 
spectroscopy supports the last model of the two 
co-existing magnetic phases, corresponding to 
the phases which in the bulk hematite exist 

Fig. 4. Crystal structure of spinel  
with tetrahedral (A) position (in black)  
and octahedral (B) position (in grey)



14

St. Petersburg State Polytechnical University Journal. Physics and Mathematics No. 4-2(182) 2013

separately above and below the Morin transi-
tion. In the case of a nanoparticle, one phase 
exists at the surface, while another one exists 
in the core, because of the difference in the 
anisotropy constants. 

B. Magnetic Phase Transitions 
 in the «Restricted Geometry» 

1. Сontinuous Transition  
in the Nanostructured Nanoparticles 

The temperature dependencies of the mag-
netic moment of the embedded nanoparticles 
MnO and that in bulk are shown in Fig. 5 [4]. 
Fitting the observed magnetic moment depen-
dence with the power law 

m(T) ~(1 – T/TN)
β 

yields the Néel temperature TN =122.0(2) in 
contrast with TN of 117 K in the bulk. 

In Fig. 5 it is clearly seen that the 
discontinuous, first order transition in the 
bulk becomes continuous in the «restricted 
geometry». Rigorously, singularities at phase 
transitions occur in the thermodynamical 
limit only, when the system is infinite along 
some directions in space [58]. If the system is 
finite along all dimensions, it cannot exhibit 
a singular behavior. Computer simulation of 
phase transition in finite-size systems confirms 
this general idea.

There is extensive literature which shows 
that continuity and «smoothing» («rounding») of 
the phase transition in the «restricted geometry» 
is a general phenomenon that comes from 
the restrictions on the length of the magnetic 
fluctuations by the size of nanoparticles  
[59, 60]. 

Indeed, the correlation length ξ when 
approaching the transition from the above can 
be described by a power law:

( ) (0) 1 .
( )C

T
T

T bulk

ν

ξ = ξ −

Here ν is so-called critical exponent. In the 
case of a finite system, the ξ(T) at transition 
temperature TC is restricted by the characteristic 
size of the nanoparticle L: 

( ) (0) 1 .
( )C

C

T
T L

T bulk

ν

ξ = = ξ −

It immediately follows that TC in confinement 
should be lower than the TC in the bulk: 

1/
(0)

( ) 1 .C CT T bulk
L

ν
ξ = −  

Really, this law is observed in all known 
cases (see, for example, confined CoO [61]). 
However, the nanostructured compounds with 
Mn2+ ions do not obey this law. Probably, it is 
connected with the specific electronic structure 
of Mn2+. Up to now, there has been no clear 
explanation of this phenomenon. 

2. Evolution of the Magnetic Phase  
Transition in MnO, Nanostructured within  

the Channels of MCM Matrices 
Unusual behavior was observed for nano-

particles of MnO nanostructured within the 
channels of the MCM-41 matrices in the form 
of thin nanoribbons. In Fig. 6, the temperature 
dependencies of the normalized magnetic mo-
ment for MnO confined within the channels 
of different diameter are shown. The solid line 
corresponds to a fit with the power law 

m(T) ~(1 – T/TN)
β. 

Critical exponent β corresponds to the defi-
nite theoretical model of the magnetic system. 
For example, β = 0.5 corresponds to so-called 
mean-field theory, when in a three-dimensional 
system all possible magnetic bonds are working. 

Fig. 5. Temperature dependence  
of the scaled magnetic moment of MnO  
embedded in porous glass (solid circles)  

and of the bulk MnO (open circles).  
The solid line corresponds to a fit with the power law. 
The moment dependencies on a logarithmic scale are 

shown in the inset
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а) b)

From neutron and X-ray powder diffrac-
tion, it follows that the lengths and thinnesses 
of the nanoribbons are similar for all matrices. 
Therefore, the channel diameter is the only 
characteristic parameter which defines the di-
mension of the system. In Fig. 7, the chan-

nel dependence of the critical exponent β and 
TN are shown. It is seen, that with the chan-
nel diameter decrease the critical exponent β 
decreases, and this corresponds to a decrease 
of the dimensionality of the magnetic system. 
In other words, with the channel decrease the 
system anisotropy increases and magnetic sys-
tem of a nanoparticle becomes more and more 
close to the one-dimensional model.

Nanoparticles confined within large chan-
nels are expected to behave as constrained 
three-dimensional systems. However, with a 
decreasing channel diameter, one expects a 
crossover with one-dimensional behavior. In 
this case, the magnetic fluctuations should de-
stroy the long-range magnetic order, and TN 
should go to zero. However, in our case we see 
that TN does not extrapolate to zero with the 
decreasing channel diameter (Fig. 6). 

C. «Exchange Biased» Magnetic Moment  
in the «Core-Shell» Systems 

Such systems present the antiferromagnetic 
core of MnO with a thin layer of ferrimagnetic 
γ-Mn2O3 [62, 63]. Remarkably, while the MnO 

Fig. 6. Temperature dependences of the magnetic moment for MnO confined within the channels  
of different diameters. The solid lines correspond to a fit with the power law 

Fig. 7. Dependencies of the Néel temperature  
TN (a) and exponent β (b) on channel diameters 

from the fitting with the power law
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core is found to have a TN not far from its bulk 
value (117 K), the magnetic order of the fer-
rimagnetic shell persists far above TC (43 K) of 
the bulk. In Fig. 8, the temperature evolution 
of the characteristic magnetic reflection is dis-
played.

It is clearly seen that the magnetic signal, 
which is proportional to the square of the fer-
rimagnetic moment observed above TN and TC, 
grows up to the room temperature. 

We attribute the observed stable magnetic 
moment in the ferrimagnetic γ-Mn2O3 shell 
to the exchange coupling between the antifer-
romagnetic MnO core and the ferrimagnetic 
shell, as it has been observed in the film layered 
systems. This phenomenon should be consid-
ered as a proximity effect, when the net fer-
romagnetic moment due to the local violation 
at the surface (interface) of antiferromagnetic 
core biases the ferrimagnetic constituent. 

III. Ferroelectrics in a Restricted Geometry

For NCM with embedded ferroelectrics, 
very interesting and sometimes surprising re-
sults have been obtained during the last years. 
In particular, the dielectric measurements of 
NaNO2, KH2PO4 (KDP), KD2PO4 (DKDP), 
Roshelle salt, KNO3 within porous glasses and 
artificial opals have shown the unexpected 
growth of the real and imaginary parts of the 

dielectric susceptibility ε above the temperature 
TC of the ferroelectric PT [7–9, 27, 44, 64]. In 
such a situation, the increase of the imaginary 
part of ε could be attributed to the appearance 
of conductivity, but in this case the microscop-
ic origin of such conductivity was absolutely 
unclear. The most remarkable result was the 
giant growth of ε (up to 108 at 100 Hz) upon 
approaching the bulk melting temperature that 
was observed for NaNO2 embedded in artificial 
opals. 

These experimental results were the starting 
point for a detailed study of the temperature 
evolution of structure of confined NaNO2. To 
understand the microscopic nature of observed 
giant growth of dielectric permittivity in para-
electric phase, we have performed the complex 
study of the structure and properties of these 
NCM including neutron scattering, measure-
ments of heat capacity, NMR, small angle 
neutron scattering (SANS), dielectric measure-
ments, etc.

A. Samples 

Sodium nitrite belongs to order-disorder fer-
roelectrics and undergoes the first order phase 
transition at TC ≈ 437 K. At room temperature 
(RT), NaNO2 has a body centered orthorhom-
bic lattice (a = 3.57 Å, b = 5.578 Å, c = 5.39 Å)  
with two molecules per unit cell, and its space 
group is Im2m. In the low-temperature fer-
roelectric phase, the spontaneous polarization 
points along the b-axis and appears due to a 
partial alignment of NO2 groups along this axis, 
accompanied by the displacement of sodium 
ions. At high temperature (above TC), a mir-
ror plane perpendicular to the b-axis appears, 
and the space group changes into Immm. Bulk 
sodium nitrite melts at 554.1 K. 

KDP and medium deuterated DKDP have 
tetragonal structure at the ambient temperature 
and undergoes a phase transition at about 123 K 
to ferroelectric phase with the space group (SG) 
Fdd2. The high-deuterated DKDP undergoes fer-
roelectric phase transition at 223 K. In the bulk 
KNO3 crystals, ferroelectric phase is observed 
only when cooling at atmospheric pressure in the 
temperature range from 383 K to 398 K.

As porous matrices, we have used porous 
glasses with average pore diameters of 320 ± 20,  
46 ± 5, 20 ± 3, 7 ± 1 and 3.0 ± 0.5 nm, ar-

Fig. 8. Temperature dependence of the intensity  
of the magnetic peak (shown in the insert) with the 
next contributions from the MnO core: reflections 
(1/2, 1/2, 1/2), (1/2, –1/2, –1/2) and from the 

γ-Mn2O3 shell: reflections (1, 0, 1) and (–1, 0, 1).  
The contribution from the MnO core calculated from  

the profile analysis is shown by triangles
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tificial opals and chrysotile asbestos with the 
average diameter of channels of 6 ± 1 nm. The 
samples with nanostructured NaNO2 and KNO3 

were produced by immersion of empty vacuum 
dried porous glasses in the melted NaNO2 (or 
KNO3) for several hours. Due to high wetting 

ability these salts penetrate into the pores and 
fill about 22 – 25 % of total sample volume. 
KDP, DKDP and Rochelle salt were prepared 
from water solutions of the salts. The filling in 
this case was about 10 % of the total sample 
volume.

Fig. 9. Temperature dependences of real ε' and imaginary ε'' parts of dielectric 
response for NaNO2 within 7 nm porous glasses at different frequencies

Fig. 10. Temperature dependences of NCM conductivity; Ea ≈ 0.96 eV
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B. Dielectric Data 

In Fig. 9, the temperature dependences 
of real ε' and imaginary part ε'' of dielectric 
permittivity of NCM with NaNO2 embedded 
into 7 nm porous glasses are presented. At low 
frequencies, the exponential growth of ε is ob-
served. At 0.1 Hz the value of ε' achieves 108 
at 490 K, but we have not observed the peak 
corresponding to the ferroelectric PT in the 
ε(T) dependences. It links with great growth 
of conductivity in the vicinity of PT due to 
high mobility of sodium ions approaching (and 
above) TC. The anomalies at TC are observed 
on dependency dε' /dT only. From the analy-
sis of dispersion curves, we have determined 
the parameters of relaxation phenomena and 
the value of DC (direct current) conductivity 
σ(T) of NCM. This dependency is presented in  
Fig. 10 and follows Arrhenius law with activa-
tion energy ~ 1 eV.

C. Structure Evolution and Phase Transitions 

The diffraction patterns at 300 K, 420 K 
(below TC) and 460 K (above TC) for sodium 
nitrite within 7 nm glasses are presented in Fig. 
11. At all temperatures the structure of embed-
ded sodium nitrite corresponds to the orthor-
hombic structure of the bulk NaNO2, but in 

addition to normal diffraction peaks, a diffuse 
background due to scattering on porous silica 
glass is also observed. The widths of the ob-
served diffraction peaks are larger than the in-
strumental resolution, but clearly smaller than 
the value expected for scattering on isolated  
7 nm particles. The average size (≈ 45 nm) of 
clusters was determined from the structure re-
finement and was found to be practically tem-
perature independent up to 460 K. Heating 
through TC results in the decrease of intensity of 
most peaks at large scattering angles 2θ, i. e. at 
large h k l, and this effect is much stronger than 
in the bulk material. Above 523 K, we did not 
observe any diffraction peaks corresponding to 
the sodium nitrite structure, i. e. nanocompos-
ite NaNO2 melted entirely below the bulk Tmelt. 
In the case of NaNO2, there are two principal 
distinguishing groups of Bragg peaks: the inten-
sity of diffraction peaks is proportional to

|F|2 = F 2
real + η2(T) × F 2

im,

where Freal and Fim are the real and imaginary 
parts of the structure factor F, and η is the or-
der parameter for the ferroelectric phase. 

For sodium nitrite, there are two families 
of reflections with different dependences on η: 
the first ones where Fim ~ 0 or F 2

im << F 2
real 

(for example (110), (011), (101) and (200)) are 

Fig. 11. Neutron diffraction patterns at 300 K, 420 K and 460 K. The arrows indicate 
the positions of (022), (132) and (123) Bragg peaks in the ferroelectric phase
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Tab l e 

Real and imaginary parts of the structure factor  
for sodium nitrite in the ferroelectric phase  

for different reflections

h k l F 2
real F 2

im

0 1 1 2.83 0.02
1 1 0 6.74 0.07
1 0 1 8.17 0
2 0 0 8.18 0
0 2 0 10.82 0.009
1 1 2 0.006 0.687
0 2 2 0.254 3.864
0 1 3 0.01 1.065
1 3 0 0.36 0.266
2 2 0 3.81 0.054
1 3 2 0.054 2.762
1 2 3 0.3 2.718
0 4 2 0.028 5.128

independent from the order parameter, and the 
second ones (the part of them marked by ar-
rows in Fig. 11) where F 2

im >> F 2
real ((022), 

(123), (132)). The values of F 2
im and F 2

real for 
different reflections in the ferroelectric phase 
are presented in the Table. It is easy to see 
that the intensities of these peaks are practi-
cally proportional to η2. The curves η(T) for 
NCM (Fig. 12) can be well fitted by the power 
law (1 – T/TC)

β with TC = 418.5 ± 3.5 and  
423.6 ± 2.1 K for the 3 and 7 nm porous 
glasses correspondingly. The critical exponent 
β is equal to 0.33 ± 0.04 for both NCMs. This 
value of β is in a good agreement with the val-
ue (0.362 ± 0.004) obtained for the 3D Ising 
model [66] by computer simulation of finite-
size scaling for a second order PT. The η(T) 
curve for NCM for the 20 nm porous glass dif-
fers principally from those for nanocomposites 
with 3 and 7 nm pores and looks similar to 
the dependence obtained for the bulk [65]. The 
crossover of PT for small nanoparticles from the 
first order to the second order was confirmed 
by measuring heat capacity [67]. In Fig. 13,  
the temperature dependences of the unit cell 
volume for all types of NCM and for the bulk 
are presented. These curves for NCM are vis-
ibly different from that for the bulk. The ap-
pearance of the fast increase of the volume for 

all NCMs is observed at ~380 K, i. e. below TC, 
and at high temperature these values exceed 
the unit cell volume of bulk sodium nitrite in 
the vicinity of the melting point. Such a behav-
ior can be considered as an evidence of lattice 
«softening» in NCM with 3 and 20 nm pores as 
it was proved earlier for sodium nitrite within  
7 nm glasses. This essential increase of unit cell 
volume by ~8 % (and decrease of density) must 
lead to visible change of contrast at SANS. In-
deed, it is easy to see in Fig. 14 that upon heat-

Fig. 12. Temperature dependences of the order 
parameter for the bulk (black squares) [65] and 

NaNO2 embedded into porous glasses with average 
pore diameters 30 Å (stars), 70 Å (open triangles) 

and 200 Å (open circles)

Fig. 13. Temperature dependences of the unit 
cell volume for 3 nm (black squares), 7 nm (open 

squares) and 20 nm (open rhombuses) porous 
glasses and the massive sodium nitrite

.

.

.

.

.

.



20

St. Petersburg State Polytechnical University Journal. Physics and Mathematics No. 4-2(182) 2013

ing through TC (~164 °C), the contrast changes 
half as much at Q ≈ 0.018 Å–1.

D. Thermal Vibrations and Pre-Melted State 

Analysis of neutron diffraction patterns 
permits us to obtain information concerning 
thermal motions of constituent ions of sodium 
nitrite within porous matrices.

The results at 420 K (below TC) and 460 
K (above TC) are presented as ellipsoids of 
50 % probability in Fig. 15 and as ellipsoids 
of 5 % probability in Fig. 16 (inasmuch as 
oxygen thermal displacements are very large 
for a porous sample). For the bulk material, 
these ellipsoids are close to a sphere at all 
temperatures, and the amplitudes of thermal 
motion do not change practically on heating 
throughout TC. For confined sodium nitrite 
below TC, these ellipsoids are clearly anisotro-
pic and slightly larger than for the bulk, but 
upon heating through TC, the picture changes 
drastically. In the paraelectric phase (above 
TC), the vibrations of Na and N form practi-
cally flat disks perpendicular to the b direc-
tion for Na and the a direction for N as a 
result of mixed rotation around the a and c 
axes, while oxygen ions form very stretched 
ellipsoids predominantly along the a and c 
directions, as should be expected at increas-

ing rotation around the b axis. The values of 
oxygen thermal displacements along the c and 
a directions at 460 K (above TC) are equal to 
1.21 and 0.93 Å, respectively (i. e., more than 
25 % of O–O (3.34 Å ) distance for neigh-
boring NO2 groups). These values essentially 
exceed the Lindemann criterion for melting. 
This experimental fact (and the sharp growth 
of unit cell volume upon heating through TC) 
permits to conclude that above TC and up 
to melting (~525 K), a specific volume pre-
melted state with high mobility of constituent 
ions is formed in confined sodium nitrite at 
the temperature more than 100 K below the 
bulk Tmelt. It is necessary to underline that this 
pre-melted state is not connected with very 
spreading surface (we have observed the dif-
fraction peaks essentially above TC), but it has 
a volume character and probably originates 
from some size effect of yet unclear nature. 
Measurements of NMR on 23Na isotope con-
firm the growth (by ~20 times) of sodium mo-
bility in this NCM upon heating [68].

Fig. 14. Temperature dependences of intensity  
of SANS for NaNO2 within 7 nm porous (glasses).  

Black line corresponds to scattering on empty porous 
glasses

Fig. 15. Ellipsoids of thermal motions for the bulk 
(left) and confined within 7 nm porous glasses 

(right) NaNO2 below TC

Fig. 16. Ellipsoids of thermal motions for the bulk 
(left) and confined within 7 nm porous glasses 

(right) NaNO2 above TC

A–1
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E. Size Effect and Metastable Phases 

The neutron diffraction patterns for high-
deuterated DKDP show strong broadening of 
Bragg reflections due to a size-effect leading to 
large peak overlapping. Surprisingly, the mea-
sured patterns at all the temperatures appear to 
be inconsistent with the profiles simulated in the 
frame of the orthorhombic 2Fdd  and tetragonal 

42I d  space groups (SG). From the comparison 
of the obtained diffraction patterns with the sim-
ulated ones, calculated for different crystal struc-
tures reported for DKDP (KDP) (see Table),  
it follows that the observed patterns can be best 
fitted by the monoclinic crystal structure with 
SG 12P and the unit-cell parameters close to 
the ones reported in [69] for high-deuterated 
DKDP. Unfortunately, the hydrogen positions 
for this monoclinic structure are unknown. 
Moreover, due to low symmetry and strong 
peak overlapping, it is impossible to refine these 
positions from our data. Therefore, we have re-
fined the averaged diameter (size) of the embed-
ded nanoparticles and the unit-cell parameters 
only in the so-called «matching mode» by the 
FULLPROF program. The temperature depen-
dences of these parameters are shown in Fig. 17 
and there are no anomalies in the temperature 

interval of 90 – 308 K, i. e. the ferroelectric 
phase transition is absent in this temperature 
span for confined DKDP. It is shown that the 

Fig. 17. Temperature dependences of refined  
averaged diameter of nanoparticles (a); unit cell 

parameters for monoclinic cells (b): a (solid 
circles), b/2 (open circles) and c (triangles); 

monoclinic angle β (c) for high-deuterated DKDP 
embedded into 7 nm porous glasses

Fig. 18. Temperature dependences of the real part of dielectric permittivity  
for KNO3 within various porous glasses on cooling and heating

a)

b)

c)
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monoclinic modification of the high-deuterated 
K(D1–xHx)2PO4 can exist at room temperature 
[70, 71] and crystallize from the high-deutera-
ted (≈ 98%) aqueous solution only [70], but at 
ambient conditions this modification transforms 
into the tetragonal form in a few days [71]. Our 
samples with DKDP were crystallized from the 
aqueous solution too and were prepared some 
months before the beginning of the experiment 
and stored at ambient conditions. Therefore, 
the stability of the observed monoclinic phase 
is surprising. It is possible that such stability is 
associated with the size-effect and/or with pecu-
liarities of the interaction of DKDP with porous 
matrix [72 – 74].

Some years ago, it was shown that thin 
films of KNO3 exhibit ferroelectric properties 
at room temperature [75]. One of the simple 
ways to produce nano-sized ferroelectrics is 
introducing them into the porous glass matrices. 
As it is shown in the paper [64] for KNO3 
embedded into porous glasses, decreasing the 
pore diameter from 320 nm down to 46 nm 
leads to broadening the temperature range in 
which the metastable ferroelectric phase exists. 
In Fig. 18 the temperature dependencies of ε' on 
heating and cooling for KNO3 embedded into 
320, 46 and 7 nm porous glasses are presented. 
It is easy to see that the increase of nanoparticle 

sizes leads to smearing PT and to increasing 
thermal hysteresis. For NCM with 7 nm pores, 
a sharp growth of ε' due to potassium nitrate 
melting within pores is observed and Tmelt in 
this case is essentially smaller than it is in the 
bulk (600 K). 

IV. Summary

We have studied the physical properties 
and crystal structure of various ferroelectric 
and magnetic NCMs on the basis of porous 
matrices with different average pore diameters, 
and we can define some common features for 
these materials.

Embedding from wetting melt and 1.	
chemical embedding produce nonspherical 
clusters with the average diameter which is 
larger than the pore diameter.

For some NCMs, there is a critical size 2.	
of nanoparticles when the crossover of PT type 
is observed.

Examined ferroelectric NCMs with 3.	
small particles demonstrate the giant dielectric 
permittivity in the paraelectric phase.

A new volume pre-melted state with 4.	
extremely large thermal motions of constituent 
ions has been recovered for sodium nitrite.

The confinement can stabilize the phases 5.	
that are usually metastable.
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Ф. Вагнер, В.Ю. Сергеев, П.Р. Гончаров

ЛАБОРАТОРИЯ ФИЗИКИ УЛУЧШЕННОГО УДЕРЖАНИЯ ПЛАЗМЫ  
ТОКАМАКОВ САНКТ-ПЕТЕРБУРГСКОГО ГОСУДАРСТВЕННОГО  

ПОЛИТЕХНИЧЕСКОГО УНИВЕРСИТЕТА

Within the Research Laboratory of the Physics of Advanced Tokamaks, which has been founded in 2011 
on the basis of a MEGA-Grant, the two groups from the University and the Ioffe Institute cooperate on 
the three tokamaks, Globus-M, TUMAN-3M and FT-2. The research of both partners benefitted from the 
means of the MEGA-Grant. The laboratory has given itself a transparent governing structure and its annual 
outcome is assessed by an international advisory committee. A graduate school has been founded to ensure 
proper education. The Laboratory could serve as a model for integrated research and education centre in 
Russian thermonuclear program. The urgent need to modernize the Russian fusion devices has become 
obvious. 

RESEARCH LABORATORY, THERMO-NUCLEAR FUSION, TOKAMAK DEVICES, PLASMA 
CONFINEMENT, PLASMA DIAGNOSTICS, PLASMA HEATING, THEORY AND EXPERIMENT, 
EDUCATION WITHIN RLPAT.

В рамках Лаборатории физики улучшенного удержания плазмы токамаков, организованной в 
2011 на основе МЕГА-гранта, две группы из Университета и из ФТИ имени А.Ф. Иоффе РАН объ-
единили свои усилия в работах по трем токамакам: Глобус-М, ТУМАН-3М и ФТ-2. Исследования 
обоих партнеров обеспечиваются из средств МЕГА-гранта. Лаборатория сформировала прозрачную 
структуру управления. Результаты ее работы ежегодно оцениваются Международным консультатив-
ным комитетом. Была создана школа для обеспечения выпускников Университета специальным об-
разованием. Лаборатория может служить моделью интеграции исследований и образования, необ-
ходимых в Российской термоядерной программе. Кажется очевидной настоятельная необходимость 
модернизации российских установок термоядерного синтеза.

ИССЛЕДОВАТЕЛЬСКАЯ ЛАБОРАТОРИЯ, ТЕРМОЯДЕРНЫЙ СИНТЕЗ, ТОКАМАКИ, УДЕР-
ЖАНИЕ ПЛАЗМЫ, ДИАГНОСТИКА ПЛАЗМЫ, НАГРЕВ ПЛАЗМЫ, ТЕОРИЯ И ЭКСПЕРИ-
МЕНТ, ОБУЧЕНИЕ В РАМКАХ RLPAT.

I. Introduction

The Research Laboratory of the Physics of 
Advanced Tokamaks (RLPAT, www.rlpat.ru) 
has been founded in 2011 at the St. Petersburg 
State Polytechnical University on the basis 
of a MEGA-Grant from the Russian govern-
ment (Agreement No. 11.G34.31.0041). The 

grant has been awarded for 2 years and termi-
nates 31.12.2013. The mission of the RLPAT 
is: «to organize a scientific laboratory in the 
University for investigating experimentally and 
theoretically regimes with improved plasma 
confinement; to provide it with equipment for 
such investigations; to actively involve gradu-
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ate and post-graduate students in the scientific 
work». The speciality of the organization of 
the laboratory is that it strengthens the tradi-
tional cooperation between SPbSPU and the 
Ioffe Physical-Technical Institute of the Rus-
sian Academy of Sciences in the field of fusion 
research. Russian science enjoys an extremely 
fruitful history in fusion research; the develop-
ment of the tokamak confinement concept is 
one of the science legacies of Russia. The cul-
mination of this effort is the realization of the 
experimental fusion reactor ITER based on the 
tokamak concept. Russia is one of the seven 
ITER partners and contributes within 10 % of 
the costs. The great history of fusion research 
of Russia is the background of our efforts and 
represents strong responsibility and commit-
ment. 

II. Organization of the RLPAT

The laboratory comprises about 100 mem-
bers with nearly equal parts from SPbSPU and 
the Ioffe Institute. It is structured into 7 scien-
tific groups, 4 from SPbSPU and 3 from the 
Ioffe Institute:

Group of «Plasma fuelling and exhaust 1.	
and related diagnostics», headed by Prof.  
V. Sergeev of SPbSPU;

Group of «Theory and modeling of 2.	
edge plasma of tokamaks», headed by Prof.  
V. Rozhansky of SPbSPU; 

Group of «Tokamak plasma turbulence», 3.	
headed by Prof. V. Bulanin of SPbSPU;

Group of «RF plasma heating», headed 4.	
by Prof. G. Sominski of SPbSPU;

«Globus-M» – group headed by Dr.  5.	
V. Gusev from the Ioffe Institute; 

«FT-2» – group headed by Prof.  6.	
E. Gusakov from the Ioffe Institute; 

«TUMAN-3M» – group headed by Prof. 7.	
S. Lebedev from the Ioffe Institute.

Groups 1, 2 and 5 are the only ones in Rus-
sia with experience in divertor tokamak phys-
ics. Groups 3 and 5 are the only ones working 
in Russia in the field of turbulence and flow in-
teraction with spontaneous H-mode – the op-
erational regime of ITER; Groups 6 and 7 also 
contribute to the understanding this important 
topic. Group 4 specializes in the technology of 
gyrotrons – an important way to heat a future 

fusion reactor by electron-cyclotron-resonance 
heating. Russian industry is also very strong 
(GYCOM company) in gyrotron development. 
Groups 5 and 6 study non-inductive current 
initiation and current drive – again in a field 
of relevance for ITER and a fusion neutron 
source, FNS. Groups 5 and 7 are involved in 
fast ion confinement issues.

The RLPAT has given itself a governance 
structure based on the postulate that all execu-
tive and scientific decisions should be carried 
out in a transparent form after thorough dis-
cussion within the Executive Committee or the 
Scientific Committee, respectively. The Execu-
tive Committee has four members from SPb-
SPU and Ioffe Institute and is chaired by the 
«Leading Scientist», F. Wagner, or his deputy, 
V. Sergeev. The Scientific Committee is formed 
by the group leaders of the RLPAT. The gov-
ernance structure of the RLPAT is such that its 
leadership can easily be transferred to someone 
from the University or the Ioffe Institute. It 
does not require the presence of the Leading 
Scientist forever. 

To ensure regular progress control along 
international standards, an International Ad-
visory Committee (IAC) has been formed. Its 
members are W. Morris (chair, UK), H. Wil-
son (UK), S. Kaye (USA), B. Kuteev (Russia), 
A. Litvak (Russia). The foreign members come 
from the field of spherical tokamaks which 
Globus-M also belongs to. The IAC has had 
two meetings up to now, one in 2012, and one 
in 2013. It operates along specific «Terms of 
References» defined by the Executive Commit-
tee and it summarizes its findings and recom-
mendations in a report which is sent to the 
heads of university, the Ioffe Institute and to 
the RF ministry of education and science.

If properly financed, e. g. in an institutional 
form as it is necessary for fusion with its long-
term objectives, the RLPAT represents a struc-
ture which formalizes the cooperation between 
SPbSPU and an Academy institute. This coop-
eration is supposed to ensure filling two gaps 
in the Russian fusion program – participating 
in new devices like the upcoming Globus-M2 
tokamak and educating young people in fusion 
physics. There is a tremendous need in per-
forming the both tasks.



32

St. Petersburg State Polytechnical University Journal. Physics and Mathematics No. 4-2(182) 2013

II. Research of the RLPAT

With the MEGA-Grant, the tokamak de-
vices of the Ioffe Institute could not be modern-
ized, but the diagnostics and heating periphery 
with which the SPbSPU staff cooperates with 
could be improved. According to the Russian 
fusion program which aims at a fusion energy 
source in the cooperation with ITER and at a 
fusion neutron source as a national goal, the 
research of RLPAT centers around the needs of 
ITER and the FNS. The programmatic guide-
line for the work within the RLPAT is the sce-
nario to use the potential of spherical tokamaks 
in terms of creating a neutron source. This 
development would be carried out with strong 
partners in Europe and the USA. The strat-
egy of the Ioffe Institute is to replace, in near 
future, the present spherical tokamak, Glo-
bus-M, by the upgrade into Globus-M2 and 
finally to aim at Globus-M3, a non-nuclear 
device which could accompany a nuclear one 
to be built elsewhere, where the corresponding 
nuclear licensing is possible. Globus-M2 and 
more so Globus-M3 could explore the physics 
of anisotropic, strongly beam-driven plasmas.

The major topics where the RLPAT can 
contribute at present to such a strategy are:

the study of plasma confinement, specifi-
cally the conditions for this and the transition 
physics of the H-mode. The most successful 
paradigm to explain the H-mode transition is 
the non-linear interaction of turbulent eddies 
which adopt sufficient anisotropy between ra-
dial and poloidal flow components so that the 
Reynolds stress develops at the plasma edge 
whose induced zonal flow adds to the L-mode 
background mean flow. As a consequence 
of sheared flow, the turbulence is ultimately 
quenched, the local confinement improved 
and a large ion pressure gradient appears at the 
plasma edge. Its related electric field stabilizes 
the new boundary conditions of low turbulence. 
In all the three tokamaks of the Ioffe Institute, 
the oscillatory form of the zonal flow (local 
ExB plasma poloidal flow), so called GAMs, 
due to the background turbulent field, are ob-
served [1, 2]. The recent discovery of GAMs 
in Globus-M [1] has been achieved by the new 
microwave Doppler reflectometry system from 
the MEGA-Grant. 

As the GAM frequency depends on the ion 
mass, the study of GAMs has been linked to 
that of the isotopic effect on confinement. This 
is an important field because this effect forces 
ITER to operate during the non-nuclear phase 
with helium, as the H-mode is not expected in 
hydrogen. RLPAT has an excellent potential for 
further exploring the inherent physics of the H-
mode: Globus-M operates with a spontaneously 
developed H-mode but does not show an iso-
topic effect on confinement [4]; TUMAN-3M  
can operate with an induced H-mode [5] and 
displays an isotopic effect [unpublished]. Both 
devices show GAMs which disappear – as ex-
pected – when the H-mode sets in. FT-2 can 
develop an alternative good confinement re-
gime to compare with and has specific diag-
nostic means to explore the non-linear relation 
of turbulence and GAMs, and has interesting 
observations regarding the isotopic effect [6]. 
This is an ongoing research field.

Other important areas of confinement re-
search are the strong density dependence of an 
energy confinement time τE in case of Globus-M 
compared to the saturation effects observed in 
the other two devices, and the trade-off be-
tween strong plasma current Ip scaling of τE in 
case of larger aspect ratio and strong toroidal 
magnetic field Bt scaling in case of spherical 
tokamaks [7, 4, 9]. In this context, the density 
profile shape may play a significant role (e. g. 
for the stabilization of so-called ηi-turbulence). 
The new pellet injector purchased from the 
MEGA-Grant and mounted onto TUMAN-
3M will help clarifying these issues. 

Another important issue for both ITER and 
the FNS is fast ion confinement. This can be 
studied in Globus-M and TUMAN-3M. In 
TUMAN-3M, the classical aspects of ion con-
finement and slowing down can be explored in 
the future with a new NPA from the MEGA-
Grant. Critical for ion confinement is the ra-
dial plasma location [8]. The aspects of the 
toroidal field ripple have to be investigated in 
more details. In Globus-M, the heating ions 
are not well confined owing to the low current 
and magnetic field [9]. This is clearly shown by 
neutron and by spectrally resolved charge ex-
change measurements. Though, this is a strongly 
negative aspect for plasma heating; it seems, on 
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the other hand, that this condition renders the 
beam confinement to respond sensitively to the 
MHD properties of the discharge. Both, saw-
teeth and Alfven Eigenmodes, lead to fast ion 
redistribution and losses. This sensitivity can be 
used to understand better how the mode-fast 
particle interaction happens on a microscopic 
scale and causes ion losses. These studies are 
of utmost importance both for ITER and an 
FNS because beam current drive is essential 
and necessitates perfect beam ion confinement 
also during MHD active periods.

Steady-state operation is even more man-
datory for an FNS aiming more at large fluenc-
es than at pure fusion. Therefore, all current 
drive issues are of highest relevance. The theory 
group of the Ioffe Institute and the groups of 
both Globus-M and FT-2 tokamaks are well 
prepared to study lower hybrid current drive. An 
exciting period is ahead of Globus-M because a 
novel antenna arrangement which allows poloi-
dal wave launch will be operated soon [10]. 
New klystrons, provided by the MEGA-Grant, 
will improve the conditions of Lower Hybrid 
heating and current drive in this device.

In FT-2, the onset of ion heating by LH 
waves which stops the bulk electron interaction 
and diminishes the current drive efficiency has 
been shown to be shifted to larger density val-
ues by replacing hydrogen with deuterium. This 
is a highly relevant experimental verification of 
the theoretical expectation. It will be interest-
ing to see to what extent this aspect also affects 
non-inductive current build-up. This technique 
is mandatory for spherical tokamaks operated 
without explicit ohmically heating system. Ad-
vancement in this area requires a close coop-
eration between the three teams: Globus-M, 
FT-2 and the theory group. 

A highlight in the fusion related research 
of SPbSPU is edge and divertor modeling. The 
working horse for this purpose is the B2SOLPS 
code series [11]. This code is the world-wide 
standard for edge modeling thanks to its ad-
vanced physics e. g. its including the effects of 
drifts. Because the Russian fusion program does 
not possess a powerful divertor device, most of 
the modeling and advancements of the code 
are driven by external interests. The latest step 
in this development is the cooperation with 
ITER and the development of a custom-made 

code version B2SOLPS-IO. Thanks to the in-
creasing diagnostic possibilities of Globus-M to 
study the edge and divertor plasmas, also some 
of the modeling activities are concentrating on 
this device now and, starting from it, on mod-
eling the next step, Globus-M2. 

In order to improve modeling, the diagnos-
tic capabilities for the plasma edge were im-
proved thanks to the MEGA-Grant support 
and will be further improved. The most crucial 
edge parameter is the scrape-off layer width in 
the plasma mid-plane. The existing data predict 
a width in the mm-range for ITER. This is a 
tremendous threat for the safe and steady-state 
operation of a fusion device and more research 
is urgently needed in this field. In the frame 
of the RLPAT, the first power deposition pro-
files at the Globus-M divertor target have been 
measured [12]. These studies will be comple-
mented by a new diagnostics, a supersonic He 
beam which allows the simultaneous measure-
ment of the density and electron temperature 
in the divertor chamber of Globus-M.

The group «RF plasma heating» of the  
RLPAT deals with the improvement of gy-
rotron technology. Gyrotrons are used for 
ECRH. This is a sophisticated technology 
used both in tokamaks and stellarators and 
also foreseen for ITER. ECRH allows heating 
without complex plasma-antenna matching as 
well as current drive and MHD control. The 
RLPAT group is engaged in improving the 
electron beam quality and enhancing gyrotron 
efficiency [13], developing electron beam di-
agnostics [14] cold field emitters [15]. It works 
in close cooperation with the developers and 
manufacturers of high-power gyrotrons from 
IAP RAS and Gycom (Russia), and Karlsruhe 
Institute of Technology (KIT, Germany). Of 
specific interest is the diagnostics of the heli-
cal electron beam, which allows to understand 
better the physical processes possibly leading 
to higher efficiency gyrotrons [13, 14]. With-
out a suppressed collector and without space-
charge oscillations, a record efficiency of 46 
% has recently been obtained with multi-sec-
tional control electrodes and high uniformi-
ty and emission efficiency of the thermionic 
cathodes. Another area of applied research 
is the development of cold field emitters for 
mm-wave and THz gyrotrons [14].
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IV. Education within RLPAT

A Graduate School has been founded with 
full recognition by the university. It embraces 
about 25 graduates. In regular meetings, they 
present the progress of their work to their su-
pervisors as well as to other professors of the 
school who are available. Presentations and 
discussions are held in English. The advantage 
of training via a Graduate School is that the 
graduates benefit from the knowledge, expe-
rience and contributions of all the professors 
of the school. In addition, the students train 
themselves in soft skills like presentation tech-
niques and language capability. Deficiencies in 
supervision are more easily detected in such a 
cooperative structure. The student members of 
a graduate school are more ready to form a 
scientific community, which allows the better 
integration of newcomers. The graduate school 
invites external speakers who cover special top-
ics. This year, five lecturers were invited cover-
ing topics like ITER physics, diagnostic tech-
niques, stellarator and mirror machine physics. 
The lectures are available via the RLPAT Web 
page. Successful students of the graduate school 
have been singled out to present their material 
at international conferences. A separate budget 
has been set aside for this purpose.

V. The Russian Fusion Program  
and the Need for RLPAT

For a long time, Russia was leading in toka-
mak fusion research. In the last decades, Russia 
has lost its leading role at least in experimen-
tal work. The devices of the Russian tokamak 
program are old and do not contribute to the 
solutions of present and urgent problems as they 
are internationally defined and tackled, e. g. in 
the frame of the ITPA activity. As an outsid-
er, one can recognize the existence of a fusion 
program in Russia – the participation in ITER 
and the development of a fusion neutron source. 
However, it is difficult to recognize, however, 
a clear national strategy: how to implement an 
experimental program, which would allow tack-
ling the open scientific issues in broad front or 
an administrative structure, which would allow 
implementing such a strategy. 

From the seven ITER partners, Russia has 
the lowest ratio of expenses for the national 

program to those of ITER. The Russian figure 
is 0.35; the average value of the other six part-
ners is 0.93. The threat is that Russia will not 
provide sufficient number of people trained in 
the most relevant fusion issues and being able 
to nationalize sufficiently the know-how gained 
with ITER. The consequence of the present 
scientific infrastructure situation is that the sci-
entific presence and visibility of Russian fusion 
scientists – at least in experimental research 
– is strongly limited. In the last IAEA Fusion-
Energy-Conference in 2012 in the USA, Rus-
sia was on position #6 among 7 ITER partners, 
in terms of their contributions and oral papers, 
and it was only followed by India. Two out of 4 
oral papers were given by RLPAT members.

Summarizing, there is a tremendous need 
of the Russian fusion program to expand the 
scientific activities in the fusion research and to 
educate a new generation of scientists capable 
of working within the national fusion program 
and with ITER. It is also necessary to broaden 
the capability to transfer the know-how gained 
by the operation of ITER into the national pro-
gram as it is the original intension connected 
with a commitment to ITER. For these goals, 
the RLPAT is the proper organizational form 
to strengthen the cooperative fusion research 
in St. Petersburg area. The first period of the 
MEGA-Grant has improved strongly the re-
search possibilities of the SPbSPU to do re-
search in the field of high-temperature fusion 
plasma physics in cooperation with the experi-
mental teams of the three tokamaks of the Ioffe 
Institute. RLPAT meets all criteria of a mod-
ern institution for research and education. It is 
structured in such a way that it can contribute 
to the advancement of fusion research along 
the major development branches: (1) basic fu-
sion research, (2) preparation of the Ioffe In-
stitute device Globus-M2, (3) contributions to 
the physics basis of the Russian project of the 
fusion neutron source and (4) to contribute to 
the identical physics needs of ITER. 

VI. Outlook

The IAC of the RLPAT wrote in its first re-
port: «In summary: the RLPAT presents a very 
special opportunity for fusion research in Rus-
sia, and it has made an excellent start». This 
was sufficient encouragement to apply for the 
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prolongation of the RLPAT functioning beyond 
the present two funding years. Fusion is a long-
term effort and therefore, the institutions work-
ing in this field need long-term support institu-
tionalized by national research priorities. Since 
Chernobyl and Fukushima, the attractiveness 
of fission as an energy source has reduced. 
At a power capacity based on the renewable 
wind and photovoltaic energies which add up  

to 25 % of the electric load at the end of 2012, 
Germany presently experiences the limitations 
of intermittent electricity supply. Then, there 
only remains fusion.
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This paper presents the results of investigations performed by the researchers of the Department of 
Physical Electronics in the laboratory headed by Prof. F. Wagner and supported by the Ministry of Education 
and Science of the Russian Federation on the basis of MEGA-Grant. Methods for the improvement of 
helical electron beam quality and for enhancement of gyrotron efficiency, new gyrotron electron beam 
diagnostics are discussed.
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PETERSBURG STATE POLYTECHNICAL UNIVERSITY, DEPARTAMENT OF PHYSICAL 
ELECTRONICS.

В статье представлены результаты исследований, выполненных сотрудниками кафедры физи-
ческой электроники в рамках межфакультетской лаборатории, возглавляемой проф. Ф. Вагнером 
и поддерживаемой мегагрантом Министерства образования и науки Российской Федерации. Об-
суждаются разработанные авторами методы повышения качества винтового электронного потока 
и эффективности работы гиротронов, а также новые методы диагностики электронных потоков в 
гиротронах.

ГИРОТРОН, ЭФФЕКТИВНОСТЬ, ВИНТОВОЙ ЭЛЕКТРОННЫЙ ПОТОК, ДИАГНОСТИКА, 
САНКТ-ПЕТЕРБУРГСКИЙ ГОСУДАРСТВЕННЫЙ ПОЛИТЕХНИЧЕСКИЙ УНИВЕРСИТЕТ, 
КАФЕДРА ФИЗИЧЕСКОЙ ЭЛЕКТРОНИКИ.

I. Introduction

The principal step in the practical 
application of millimeter and submillimeter 
waves is connected with the discovery of the 
mechanism of coherent radiation of electron 
oscillators rotating in a constant magnetic 
field [1]. This mechanism underlies operation 
of devices named cyclotron-resonance masers 
(CRMs) or gyrodevices. Unique possibilities of 
gyrodevices allowed to achieve megawatt-level 
power in millimeter wavelength range and to 
obtain high power in submillimeter and terahertz 
ranges, which is much more than the power of 

conventional vacuum microwave devices, such 
as magnetrons, klystrons, travelling wave tubes 
and others. Gyrotrons became essential tools in 
controlled fusion experiments for the purposes 
of plasma heating and electron current drive. A 
high-power electron cyclotron system operating 
at 170 GHz planned for the ITER tokamak 
should be mentioned as an example of such 
application. This system consists of up to 26 
gyrotrons. The specification for each gyrotron 
is to generate 1 MW or more during thousands 
of seconds. Gyrotrons are also used in material 
processing, particle acceleration, spectroscopy, 
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radar systems, etc (see, e. g., [2, 3]).
In a gyrotron, the megawatt power 

level can be achieved on condition that its 
subsystems operate in a regime of extreme heat 
load. Therefore, the efficiency and limiting 
capabilities of the electron-optical system, the 
microwave cavity, the radiation output unit 
and the collector determine total efficiency and 
maximum achievable parameters of a gyrotron. 
Typically, the efficiency of high-power gyrotrons 
does not exceed 30 – 35 % without depressed 
collectors [4]. One of the basic problems of 
high-power gyrotrons is to form a high-quality 
helical electron beam (HEB). The «classical» 
electron-optical system of gyrodevices consists 
of the magnetron-injection gun (MIG) and 
the region of growing magnetic field where the 
transverse energy of electrons increases. This 
system is used for the formation of a hollow 
beam with small electron orbits in a wide range 
of gyrotron operation. In a well designed and 
aligned system, the main factor of beam quality 
deterioration is connected with the action of 
the self-field of electron space charge resulting 
partially from non-uniformities of electron 
emission and from the development of various 
types of parasitic space-charge instabilities [5]. 
One of them is the low-frequency instability 
developing in the cloud of electrons reflected 
from the magnetic mirror and accumulated in 
the trap between the cathode and the cavity. 
This instability should be avoided because the 
reflection of electrons from the mirror and 
the development of parasitic low-frequency 
oscillations (LFOs) in the trapped space charge 
are the main obstacles for gyrotron operation 
in high pitch factor regimes and for the 
achievement of high gyrotron efficiency.

An integrated theoretical and experimental 
study of low-frequency collective processes in 
gyrotron electron beams and of the effect of 
these processes on the operation of gyrodevices 
was performed at SPbSPU [5–12]. New 
understanding was obtained of the nature of 
LFOs, of the mechanisms of their excitation 
and their influence on the HEB characteristics. 
Methods for suppressing parasitic LFOs by 
optimizing the distributions of electric and 
magnetic fields were developed and studied 
experimentally in a 74.2 GHz, 100 kW gyrotron. 
The data on influence of cathode emission non-

uniformities on the HEB characteristics allowed 
formulating the requirements for gyrotron 
cathodes needed for effective operation of high-
power gyrotrons. Currently, the mentioned 
investigations continue in the frames of the 
laboratory headed by Prof. F.  Wagner [13]. 
Our activity in the laboratory also concerns 
developing effective methods aimed at 
determination of the HEB characteristics in 
gyrotrons and at the development of cold field 
emitters for high-frequency gyrotrons. In this 
paper, we present the current status of gyrotron 
research in this laboratory.

II. Improvement of the Electron Beam Quality 
and Enhancement of Gyrotron Efficiency

One of the developed methods for sup-
pressing LFOs is based on the optimization of 
the electric field distribution in the MIG re-
gion [14]. This method was advanced by using 
a special control electrode insulated from the 
cathode unit. With this electrode it is possible 
to regulate the electric field distribution directly 
in an operating gyrotron. 

A. Trajectory Analysis of the MIG with  
a Control Electrode

In the simulations we have tested the elec-
tron-optical system of the SPbSPU gyrotron 
with the following operating-regime param-
eters: the accelerating voltage U

0 = 30 kV, the 
beam current Ib = 10 A, the cavity magnetic 
field B0 = 2.75 T, and the magnetic compres-
sion ratio B0/Bc = 18 (Bc  is the  cathode mag-
netic field). A part of the cathode unit in the 
region above the emissive strip was replaced by 
a control electrode. The distribution of electric 
field in the gun was varied by regulating the 
voltage Ucont between the control electrode and 
the cathode. The EGUN code was used in the 
2D simulation procedure.

The key parameter determining intensity 
of parasitic LFOs is the coefficient of electron 
reflection from the magnetic mirror that can 
be changed by varying the pitch factor α, the 
transverse velocity spread δv⊥, and the shape 
of the velocity distribution function F(v⊥) [10]. 
For fixed values of U0, Ib, B0, B0/Bc, the in-
crease of voltage Ucont in the range from –12 to 
+5 kV, as resulted from the simulations, causes 
an increase of both α and δv⊥. Fig. 1 shows the 
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dependencies δv⊥(Ucont) calculated for the pitch-
factor α = 1.4. This value of α was maintained 
by varying one of the parameters U0, B0 or  
B0/Bc. As follows from Fig. 1, the optimization 
of the electric field distribution by regulating 
the control electrode voltage allows to improve 
electron beam quality due to the reduction of 
the velocity spread component induced by dc 
space charge in the MIG region. Applying the 
optimal negative voltage to the control electrode 
can provide regimes of gyrotron operation with 
high pitch factors and without parasitic LFOs, 
which are promising for the achievement of 
high gyrotron efficiency.

B. Experiments on Suppression of LFOs  
in the Gyrotron with a Multi-Sectional  

Control Electrode

The measurements were made in the  

SPbSPU gyrotron equipped with a set of diag-
nostic tools for determining the HEB charac-
teristics, specifically the distributions of emis-
sion current density on the cathode surface, 
electron energy spectra in the collector region, 
and characteristics of low-frequency dynamic 
processes in the electron space charge [10]. The 
MIG design discussed above was implement-
ed in this tube. In the experimental version, 
the control electrode consists of four sections 
shifted one from another in azimuthal direction 
(Fig. 2). These sections are electrically isolated. 
Therefore, it is possible to regulate the electric 
field distribution in the gun region by varying 
the potentials of these sections. 

The intensity of parasitic LFOs was mea-
sured at the operating values of the working 
parameters U0, Ib, B0, B0/Bc and at different 
values of the potentials of the control electrode 

Fig. 1. Transverse velocity spread δv⊥ (rms-value) as a function of control electrode voltage Ucont 
for the pitch factor maintaining at α = 1.4 by the adjustment of voltage U0, magnetic field B0, 

and compression ratio B0/Bc

Fig. 2. Schematic drawing of the SPbSPU gyrotron gun region
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sections. In the case of connected sections, the 
electric field distribution is azimuthally qua-
si-uniform. For this scheme we observed the 
growth of the oscillation intensity with increas-
ing control voltage, which can be generally 
explained by increasing both the pitch factor 
and the velocity spread (see the data of the 
simulations). Additional suppression of LFOs 
(in comparison with the scheme of connected 
sections) was achieved when the azimuthal dis-
tribution of electric field correlated with the 
azimuthal distribution of the cathode emission 
current density je(θ). The distribution je(θ) for 
the studied emitter was similar to the distribu-
tions described in [10] and was characterized 
by reduced emission from the cathode area 
equal to approximately a quarter of the cir-
cumference of the emissive strip. This reduced 
emission was caused by an inhomogeneity in 
the heating of the emitter due to a gap in the 
cathode heater winding. The reduction of the 
emission current density results in a decrease 
of potential depression owing to the electron 
space charge and in an increase of the pitch 
factor and reflection from the mirror for the 
electrons emitted from this area. Section I of 
the control electrode (see Fig. 2) was located 
near the cathode area with reduced emission. 
As an example, we can indicate the following 
regime providing the high quality HEB: the 
cathode potential φc = – 30 kV, the potential 
of Section  I φI  =  –  29 kV, the potential of 
the other sections φII‑IV = –  26  kV. For this 
regime the LFOs amplitude was the same as 
for the initial regime without control voltage 
(φI‑IV = φc). However, the calculated pitch fac-

tor was higher (α = 1.5 and 1.4, respectively). 
Improvement of the HEB quality is thought 
to be the result of the decrease of the veloc-
ity spread caused by the cathode emission 
non-uniformity. Additionally, the mechanism 
of LFOs suppression due to the losses of the 
trapped electrons by their interception with the 
control electrode can also play a role [14].

C. Experiments on the Enhancement  
of Gyrotron Efficiency

In the next experiments the influence of 
potentials of the control sections on gyrotron 
output power and efficiency was studied. The 
measurements were made with a LaB6 cathode 
being characterized byrelatively high emission 
uniformity (emission spread δje  <  25  %). For 
this cathode the maximum value of gyrotron 
efficiency at the main TE12,3 mode was about 
42 % in the absence of any control voltage. Such 
a high efficiency was caused by suppression of 
the parasitic LFOs due to the optimization of 
the electric and magnetic field distributions [11]. 
Controlling the electric field distribution with 
the control electrode allowed to obtain further 
enhancement of the gyrotron efficiency. Fig. 3 
shows the dependencies of the efficiency η on 
the cavity magnetic field B0 in the zone of the 
TE12,3 mode for the control voltages Ucont =  0 
and–5 kV (the scheme of connected control sec-
tions). The regime with Ucont = –5 kV was char-
acterized by reduced LFOs amplitude, which 
allowed to increase the average pitch factor in 
HEB by increasing the compression ratio. This 
resulted in an enhancement of the efficiency. 
The maximum achievable value of η is equal to 

Fig. 3. Efficiency η at the main TE12,3 mode as a function of magnetic field B0 for different control 
electrode voltage Ucont (U0 = 30 kV, Ib = 9 A, B0/Bc = 18.35)
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~ 46 % (see Fig. 3). At present, the experiments 
on the enhancement of the gyrotron efficiency 
by the optimization of the electric field distribu-
tion are in progress. 

III. Diagnostics of Helical Electron Beam  
in Gyrotrons

A. X-Ray Diagnostics

Bremsstrahlung X-rays produce at the col-
lector can be used for the definition of elec-
tron energy distributions in gyrotrons and other 
microwave devices with high-energy electron 
beams. Knowledge of the energy distributions 
in electron beams can be helpful in the so-
lution of various practical problems, e. g. for 
benchmarking computer codes, for the control 
of beam adjustment accuracy (if spatially re-
solved data on electron spectra are available), 
for the development of depressed collector sys-
tems, and so on. The diagnostic technique is 
based on processing X-ray spectra measured 
with a spectrometer placed outside the gyrotron 
[15, 16]. This method is relatively inexpensive 
in realization and non-disturbing.

Successful proof-of-principle experiments 
were performed at the Karlsruhe Institute 
of Technology (Germany) with the 2 M W, 
170 GHz coaxial cavity short-pulse (< 10 ms) 
pre-prototype ITER gyrotron and with the 
1 MW multi-frequency (100–140 GHz) tun-
able gyrotron for the ASDEX Upgrade ECH 
system. In the multi-frequency gyrotron, the 

X-ray spectrometer was placed beyond the 
2-mm-thick aluminum window and collected 
photons elastically scattered in the aluminum 
layer. This layout allowed us to obtain spec-
tra of bremsstrahlung X-rays averaged over the 
complete collector surface.

Then the gyrotron was operated in a low-
current regime without any significant rf fields, 
and all electrons reached the collector with the 
same energy corresponding to the accelerat-
ing voltage, the measured X-ray spectra were 
in very good agreement with basic theory, i. e. 
with Kramers’ law and exponential attenuation 
of low-energy photons in aluminum (Fig.  4). 
This confirmed the correct performance of the 
technique and the equipment in use.

In the regimes of normal gyrotron operation 
electron energy was partially spent for mm-
wave pumping and the measured bremsstrah-
lung spectra were different. Fig. 5, a shows a 
typical X-ray spectrum measured in the pres-
ence of MW-level output power at the volt-
age of 85 kV, the beam current of 45 A, and 
the output power of 750 kW. The dashed lines 
given for comparison represent analytical ap-
proximations of the X-ray spectra measured in 
low-current regimes at U = 62 kV and 87 kV. 
The electron energy distribution reconstructed 
from the X-ray spectrum is shown in Fig. 5, b.  
We collected the electron energy spectra for 
different regimes of the multi-frequency gyro-
tron, which yielded helpful information about 
its performance.

Fig. 4. Bremsstrahlung spectra N(E) measured in low-current regimes  
without rf oscillations at different accelerating voltages U.  

Good agreement of the measured spectra with basic theory (dash lines) confirms the consistency of the data
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The performed testing experiments con-
firmed that the bremsstrahlung-based diagnos-
tics of energy distributions in electron beams 
can be successfully applied to high-power gyro-
trons. Experience from these experiments can 
be used for adaptation of this diagnostics to the 
geometry and operating regimes of a particular 
gyrotron.

B. Microwave Diagnostics

Another diagnostic method is aimed at the 
determination of electron velocities in the re-
gion before HEB entering the microwave cav-
ity. Data on average pitch factor and velocity 
spread in this region are very important for the 
determination of the efficiency of the energy 
transformation from electrons to the rf field in 
the cavity. Analytical and numerical calcula-
tions show the possibility to obtain information 
about the axial velocity distribution of electrons 
on the base of frequency dependencies of the 
gain of a GHz signal propagating in a special 
slow-wave structure located in the beam for-

mation region. The slow-wave structure in the 
form of a diaphragmatic waveguide (Fig.  6) 
was designed to implement this diagnostics for 
the determination of electron velocities in the 
SPbSPU gyrotron. The set of calculated de-

Fig. 5. X-ray spectrum N(E) measured in the presence of mm-wave oscillations and basic 
functions (analytical approximation of measured spectrum) for 62 keV and 87 keV electrons (a). 

Electron energy distribution N(W) calculated from the given measured X-ray spectrum (b) 

а)

b)

Fig. 6. Schematic drawing of the beam formation 
region between the gun and the cavity with  

the slow-wave structure
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pendencies of gain on frequency varying in the 
range 5 – 6 GHz were obtained for different 
HEB parameters of this gyrotron. The data of 
the numerical simulations will be used as basis 
for processing corresponding dependencies in 
future experiments.

IV. Conclusion

The gyrotron research performed at SPbSPU 
is aimed at the enhancement of gyrotron 
efficiency and the development of new methods 
for helical electron beam diagnostics. The 
acquired knowledge and developed technical 
solutions can be used for the next generation 
of effective high-power gyrotrons, used in 
controlled fusion experiments. The following 
investigations are planned in the continuation 
of the performed gyrotron research as reported 
in this paper:

1. D evelopment of methods for effective 
recuperation of electron energy in gyrotrons 
with depressed collector. Study of the 
possibility to achieve enhanced gyrotron 
efficiency resulting from both improvement 
of HEB quality and energy recovery in the 
collector region.

2. Application of new diagnostic methods 
for the investigation of electron energy 
spectra in the working regimes of high-power 
gyrotrons using X-ray diagnostics, and for 
the determination of velocity characteristics 
of electrons in the SPbSPU gyrotron using 
microwave diagnostics.

This work was supported by the Ministry of 
Education and Science of the Russian Federation 
(contract 11.G34.31.0041) and by the Russian 
Foundation for Basic Research (grant 11-02-01442).
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OPTOGENETIC APPROACH ALLOWS CONTROLLING  
MORPHOLOGICAL PARAMETERS OF DENDRITIC SPINES  

IN CORTICO-STRIATAL CO-CULTURE

Д.Н. Артамонов, В.В. Коржова, О.Л. Власова, И.Б. Безпрозванный

ОПТОГЕНЕТИЧЕСКИЙ ПОДХОД ДЛЯ КОНТРОЛЯ  
МОРФОЛОГИЧЕСКИХ ПАРАМЕТРОВ ДЕНДРИТНЫХ ШИПИКОВ  

В КОРТИКО-СТРИАТНОЙ КУЛЬТУРЕ

Optogenetics is a unique technique that allows controlling the physiological condition within single cell 
or specific cell population, including controlling individual neuron activity. In the present work optogenetics 
has been applied to control the morphology and density of synaptic connections between striatal and cortical 
neurons in mixed cortico-striatal co-culture system. Different methods for visualization of medium spiny 
neurons dendritic spines have been compared. Studying synaptic dysfunction is necessary for understanding 
both normal physiology of brain and pathological mechanisms in different neurodegenerative diseases. The 
described approach could be utilized in a numerous biomedical applications.

OPTOGENETICS, DENDRITIC SPINES, SYNAPTIC TRANSMISSION, NEURONAL 
CULTURE.

Оптогенетика – современный подход, позволяющий манипулировать физиологическим состоя-
нием отдельных нейронов. В данной работе оптогенетический подход был применен для контроля 
морфологических параметров дендритных шипиков, образуемых между нейронами коры и стриату-
ма в смешанной кортико-стриатной культуре. Также было проведено сравнение различных методов 
визуализации дендритных шипиков средних шипиковых нейронов стриатума в культуре. Изучение 
синаптических взаимодействий нейронов является важным для понимания как нормального функ-
ционирования нервной системы, так и понимания механизмов патологии. Данный подход может 
найти широкое применение в биомедицинских исследованиях.

ОПТОГЕНЕТИКА, ДЕНДРИТНЫЕ ШИПИКИ, СИНАПТИЧСКАЯ ПЕРЕДАЧА, КУЛЬТУРА 
НЕЙРОНОВ.

I. Introduction

All neurons communicate to each other 
through contacts called synapses. Synapses are 
sites of neuronal contacts that transmit chemi-
cal and electrical signals in the brain [1]. Total 
number of spines could be estimated as high 
as 1014. Most synapses could be divided into 
two types. Inhibitory GABAergic (gamma-
aminobutyric acid) synapses are the first. The 
second are excitatory glutamatergic synapses. 
Dendritic spines are small protrusions on den-

dritic shaft where excitatory synapses are lo-
cated. Dendritic spines exhibit morphological 
changes after various physiological or patho-
logical impacts. Spines shape demonstrates a 
high level of heterogeneity. Modification of 
this shape could be the morphological basis 
for synaptic plasticity. Synapses and dendritic 
spines are dynamic structures whose plasticity 
is considered to be the basis of learning and 
memory [2–4].

Several studies show that different spine 
shapes could have significantly different influ-
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ence on brain function. Changing in the num-
ber of spines and morphology of individual 
spines recently has been connected to several 
neurological disorders.  Different authors are 
discussing this connection at Alzheimer Disease 
[5, 6]. Recent paper [7] shows that multiple 
autism-linked genes lead to synapse elimina-
tion in autism mouse-model. Synaptic density 
is also connected to the progress of Parkin-
son disease [8] and different neuropsychiatric 
disorders e. g. schizophrenia and depression  
[9, 10]. Dendritic  spine  changes are also as-
sociated with normal aging [11]. However, in 
spite of numerous studies of structural changes 
of neurons and dendritic spines morphology 
during normal aging and pathological proces-
ses, the functional properties of these changes 
remain poorly understood. Synapse strength is 
closely correlated with dendritic spine mor-
phology, and synaptic activity regulates spine 
shape and density during brain development, 
learning and aging.

Postsynaptic spines are usually classified into 
three groups according to their morphological 
properties. Mushroom spines have a large head 
and a fine neck; thin spines have a smaller 
head and a narrow neck; stubby spines have no 
obvious distinction between the head size and 
the attachment to the dendritic shaft.

Narrow necks observed in thin and mush-
room spines serve for calcium compartmental-
ization and other second messenger molecules. 
Therefore, these types of spine could play a 
significant role in synaptic plasticity. The spine 
head of mushroom spines is much larger than 
in other spines, indicating that membrane dy-
namics and receptor turnover occur.  Mush-
room spines usually are suggested as memory 
storage sites. Taken together, these observa-
tions suggest that each spine shape is playing a 
particular role in neuronal function [12].

The study of synaptic connections is the 
key to understanding the functioning of neural 
circuits. At present, information on contacts 
between neurons is obtained mainly from elec-
trical stimulation studies, which don’t allow 
precise control of neuronal activity and also 
disturb nearby cells. However, recently devel-
oped optogenetics technique [13–15] allows 
modulating the electrical activity of neurons, 
modifying the strength of synaptic connections 

and functional analysis of the interaction be-
tween neurons.

Optogenetics is the method of studying 
cells by genetically introducing photosensitive 
components which could modify the proper-
ties of the cell in response to illumination with 
a certain wavelength light beam. This requires 
expression of specific proteins – opsins, which 
are light activated ion channels or pumps. 
Two of the most usually employed opsins are 
channelrhodopsin ChR2 [13] and halorodop-
sin NpHR [16]. ChR2 is a member of light-
activated cation channels which allow photo-
depolarizing the membrane and activating the 
cells. Halorhodopsin, on the other hand, is a 
light-driven anionic pump selective for chloride 
ions, and it is used for photohyperpolarization 
and thus inactivation of cells. Upon delivery 
of the opsin gene using genetic engineering in 
a neuron, the light-sensitive channels appear 
on the plasma membrane, and the cell itself 
becomes photosensitive. The interesting fact is 
that these two opsins have maximum absorp-
tion spectrum at different wavelengths thereby 
allowing using them at the same time. Dur-
ing the exposure of blue light channelrodopsin 
opens (maximum absorption – 470 nm), which 
in turn causes the movement of positive ions 
into the cell, allowing the neuron membrane 
depolarization and generation of action poten-
tials. When the orange light activates haloro-
dopsin (absorption maximum – 580 nm), the 
neuronal membrane is hyperpolarizing, causing 
inhibition of the neuron. High temporal resolu-
tion of the optogenetics method allows precise 
regulation of synaptic events and is, therefore, 
an important tool to study interneuron con-
nections. The most convenient model for such 
studies is an in vitro culture of neurons forming 
synaptic contacts in vivo, e. g. a mixed culture 
of neurons from the cortex and striatum.

The aim of this study was to adapt optoge-
netic approach to modify the strength of syn-
aptic connections between cortical cells and 
medium spiny neurons (MSN) in the cortico-
striatal mixed neuronal culture.

II. Methods
A. Neuronal Culture 

In the present work mixed cortico-striatal 
cultures were prepared. Dissociated cultures 
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were established as previously described [17]. 
Briefly, striata and cortices of P0-P1 WT pups 
were dissected, digested with papain, disso-
ciated and plated on poly-D-lysine (Sigma) 
coated 12 mm coverslips in Neurobasal-A me-
dium (Invitrogen) supplemented with 2 % B27 
(Gibco), 5 % FBS (Gibco), 1mM glutamine 
(Invitrogen) and kept at 37 °C in a 5 % CO2 
incubator. Cortices from a single brain were 
used to plate 9 wells, and striata from a single 
brain were used to plate 3 wells (1 : 3 cortical 
to MSN ratio; density 4·105 cells/well). Cul-
tures were incubated for 14–21 days. For the 
optogenetics studies we used modified protocol 
allowing gene delivery in the specific neuronal 
population. On the first day dissociated culture 
of cortical neurons from neonatal mouse brain 
were prepared. Cultures were kept at 37 °C in 
5 % CO2 for one day. To achieve opsin expres-
sion in neurons, we used viral delivery system. 
On the second day of culturing, the cells were 
transfected using the lentiviral construct con-
taining the channelrodopsin or halorodopsin 
gene fused with GFP. On the third day striatal 
intact neurons were plated on top of the corti-
cal culture Thus, striatal and cortical neurons 
in the culture were differed by opsin gene ex-
pression that can be identified by expression of 
GFP in cortical neurons. The virus has previ-
ously been produced in HEK293T cell line ac-
cording to the protocol. Viral delivery system 
allows achieving high levels of opsin expression 
in the cell culture several days later.

B. Immunochemistry 

For immunocytochemical staining two pri-
mary antibodies were used: rabbit antibodies 
against neuronal marker MAP2 (Cell Signal-
ling Technology), and mouse antibodies against 
the MSN marker DARPP32 (Cell Signalling 
Technology); secondary antibodies: anti- rab-
bit and mouse with fluorophores Alexa Fluor 
488 and 593 (Invitrogen). Cells were fixed with 
4 % paraformaldehyde and stained at 15 day 
in vitro. After staining cells were analyzed with 
the confocal microscope Zeiss LSM 700. For 
further morphology analysis, the sequence of 
micrographs of dentritic shafts and spines with 
an interval of 0.15 m in depth forming a three-
dimensional image of neurons were obtained. 
Immersion lens with a 100-fold magnifica-

tion was utilized, resolution of the image was 
1024×1024 pixels. 3-dimensional images were 
obtained with Zeiss software ZEN 2011 Black 
edition.

C. Lucifer Yellow Dye Injection 

Coverslips with mixed live neuronal cultures 
were placed in a Warner chamber of patch-clamp 
setup (Olympus IX71 microscope). During 
the experiment cells were placed in artificial 
cerebrospinal fluid containing the following  
(in mM): 85 NaCl, 24 NaHCO

3, 25 glucose, 
2.5 KCl. The glass electrodes for dye injection 
were pulled from borosilicate glass capillary 
tubes (Sutter) using the Sutter Instruments 
P97. The electrode resistance ranged between 
150 – 300 MΩ when filled with PBS. MSNs 
were selected visually under the microscope and 
patched with the electrodes filled with Lucifer 
yellow (L-12926, Invitrogen). Dye injection 
was performed by application of a constant 
negative current in the range of 500 – 800 pA for  
10 min (Multiclamp 700B, Molecular Devices). 
Five neurons were injected in each coverslip. 
Neuron culture was then immediately fixed 
in 4 % PFA – sucrose. Injected neurons were 
analyzed by confocal imaging (Zeiss) with 100× 
lens magnification.

D. Transfection of Neurons 

For morphology analysis of spines expres-
sion of dsTomato in neurons was achieved 
through calcium-phosphate transfection of 
plasmid encoding this protein. Transfection 
was performed as previously described at DIV 
9 – 12 [18]. Neuron culture was incubated 
with Ca-containing solution of the plasmid  
(1 mg) until clearly visible precipitate was 
formed. Then the precipitate was being dis-
solved in acidified medium Neurobasal-A (In-
vitrogen) for 30 min and washed with culture 
medium without FBS. Transfected neurons 
were incubated for 14 – 19 days at 37 °C and  
5 % CO2, and used for morphology analysis  
2 – 5 days after transfection.

E. Optical Stimulation

For optogenetic activation of opsins, pulses 
of light were generated. Coverslips with neu-
ronal culture were placed under the micro-
scope. Halogen arc lamp directly coupled to 
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the microscope light path was used as a source 
of light. Pulses of blue light (470 nm optical 
filter) and orange light (590 nm optical filter) 
were generated using Uniblitz shutter. 

F. Morphological Analysis of Spines

Each image has a maximum resolution of 
1024 × 1024 pixels. Approximately 10 neurons 
were analyzed for each coverslip. At least 10 
coverslips from 4 – 5 cultures were utilized 
for each experiment. The secondary apical 
dendrites of medium spiny neurons were 
selected for taking images. 

Morphological analysis was performed with 
Neuron Studio software [19], which automati-
cally reconstructs a three-dimensional image of 
spines and distributes them into three groups 
(mushroom, thin, stubby) by several parameters. 
We used the following parameters: min stubby 
size – 50, non-stubby – 20, neck ratio – 1.1, 
thin ratio – 1.5, mushroom size – 0.35. The 
distribution density of spines was defined as the 
average number of spines per 10 um.

III. Results

Cortico-striatal co-culture model system 
was used as a simple and relevant in vitro model 
of synaptic connections between two popula-
tions of neurons. Study of changes in corti-
costriatal synaptic connections and dendritic 
spine morphology could be considered as signs 
of dysfunction.

Cultured neurons are the primary model 
system for studying the basic mechanisms reg-
ulating neuronal morphological structure and 
function.

A. MSN Spine Visualization Methods 
Comparison 

First objective of present work was estab-
lishing the most convenient method of spine 
analysis and quantification in medium spiny 
neurons in culture. The most common method 
of spine analysis is Goldgi staining. However, 
this technique does not allow seeing the differ-
ences between spine types. The main focus of 
this part was establishing a relevant method of 
spine shape analysis. For our study, we tested 
three other methods. These include immuno-
cytochemistry, dsTomato transfection and dye 
injection into live neurons.

All these methods allow visualization of 
three types of dendritic spines and perform 
confocal 3-D analysis of images. During 
the immunochemistry procedure, cells were 
fixed at DIV 14–15 and then stained against  
DARPP-32. Tomato transfection was per-
formed at DIV 9–12 with live cultured neu-
rons. After transfection, cells were kept in the 
incubator until DIV 14–15 and then fixed. For 
dye injections live neurons were also utilized at 
DIV 14–15. During this experiment, cells were 
kept out of incubator in CSF for about 30 min 
and then immediately fixed. 

Spines of MSNs are very sensitive to any 
external impact. So, two methods performed 
with live neurons – transfection and dye in-
jection – seriously affected both spine density 
and spine distribution between different spine 
types. Images were obtained 24 hours after to-
mato transfection. Spines were eliminated after 
transfection. Mean spine density in dsTomato 
transfected neurons was almost twice less than 
in immunostained culture. Despite the fact that 
this method is a standard for hippocampal neu-
rons in culture, tomato transfection causes se-
rious damage for MSNs spines and seems to be 
an absolutely inappropriate method for mor-
phological analysis.

At the same time, the spine morphology in 
MSNs in culture was studied using Lucifer yel-
low injection technique. In Fig. 1 we compare 
the spine morphology data obtained by differ-
ent methods in the same batch of cultures –  
immunocytochemistry and Lucifer yellow dye 
injections − using patch pipettes. MSNs suffer 
from dramatic decrease of mushroom spines af-
ter dye injection (10 min of injection). Analysis 
of spines after dye injections showed little de-
crease in the number of spines in culture com-
pared to the culture immunostained against 
DARPP-32 protein. Also Lucifer yellow injec-
tion method shows altered ratio of spine types 
with mushroom spine decrease and thin and 
stubby spines increase. During the dye injec-
tion, neuron membrane becomes damaged. 
Additional stress for a cell during this proce-
dure is a small negative current required for dy-
ing to spread out within the cell. However, this 
method affects spine density to a lesser degree 
than transfection. These results indicate that 
mushroom spines are transforming into other 
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types during these stressful conditions.
Overall, only the most nonperturbative 

method – immonocytochemistry − allows per-
forming spine shape analysis with minimum 

impact on neuron health and dendritic spines.

B. Optogenetics Manipulation  
with Spine Morphology 

Previously, we pointed out that cortical 
neurons in the culture immediately respond 
hyper- and depolarization after rhodopsins ac-
tivation in orange and blue light, respectively 
[17]. MSN of the striatum has not expressed 
channelrodopsin. However, during activation 
of cortical neurons with blue light, hyperactiv-
ity was registered in MSNs.

Recorded activity of MSNs was completely 
blocked by addition of an inhibitor of AMPA 
receptor inhibitor DNQX. This indicates that 
nerve impulse transmission between MSNs and 
cortical neurons occurs through synaptic con-
tacts.

One of the most important indicators of the 
strength and activity of synapses is their mor-
phology, mainly – the head size of dendritic 
spines (this parameter is positively correlated 
with the amount of AMPA-receptors on post-
synaptic terminal). It is known that the activa-
tion of synaptic connections between neurons 
increases the sizes of spines [20]. 

In a series of experiments we demonstrated 
the ability to change the strength of synap-
tic connections between neurons – dendritic 
spines – in response to exposition to the light 
of a certain wavelength. In this case, culture 
protocol was established as follows. On the 
first day dissociated culture of cortical neurons 
from neonatal mouse brain was prepared. On 
the second day the cells in the culture were 
transfected using the lentiviral construct con-
taining halorodopsin gene fused with GFP. 
On the third day striatal intact neurons were 
plated on the top of the cortical culture. Thus 
halorodopsin expression was only confirmed 
in cortical neurons. GFP-labeling allows easy 
identification of cortical cells with fluorescent 
microscope.

For selective targeting the cells of interest 
we used whole-field illumination. Importantly, 
applying our updated protocol for gene delivery 
via lenti-viral systems, we were able to transfect 
only cortical neurons and the remains of stri-
atal neurons unaffected and therefore insensi-
tive either to blue or orange light.

Fig. 1. Spine morphology of MSNs determined 
by immunocytochemistry (a), Lucifer yellow dye 

injection (b) and Tomato transfection (c).  
In the diagram: mushroom – light grey, thin – dark 
grey, stubby – black. Spine density analyzed after all 
methods (d). Error bars indicate standard deviation

a) anti-DARPP32 immunostaining

b) Lucifer-yellow dye injection

c) Tomato transfection

d) Spine density
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To analyze the functional significance 
of optogenetically induced activity of corti-
cal neurons, quantitative evaluation of spine 
morphology changes at the postsynaptic side 

was performed. In a series of experiments we 
demonstrated the ability to change the synap-
tic connections between neurons and synapses 
when they were exposed to light of a certain 
wavelength. Dendritic spines of MSNs where 
most of the synapses are localized has been 
studied in a confocal microscope after im-
munocytochemical staining of neurons against 
striatum specific protein DARPP-32, so only 
medium spiny neurons were considered for 
spine quantification. Images were analyzed us-
ing the Neuron Studio.

It was found that the excitation of ChR2-
expressing cortical neurons with a blue light for 
20 minutes caused MSN spines increase in size 
(Fig. 2) indicating the benefit of physiologi-
cally significant impact on synaptic contacts 
with this method. Head diameter of mushroom 
spines was quantified, distribution of this pa-
rameter is presented in Fig. 2, c, d.

Thus, in this part of work we showed that 
in a mixed cortico-striatal coculture functional 
synaptic connections between cortical neurons 
and MSNs could be modulated by optogenet-
ics.

In the next series of experiments mixed cul-
ture of neurons was exposed to orange light for 
over 45 min, then cells were immediately fixed 
in 4 % formaldehyde solution. Previously we 
demonstrated that during orange light irradia-
tion electrical activity disappeared in both cor-
tical neurons and MSN on the post-synaptic 
side [17].

We inhibited the activity of cortical neu-
rons with optogenetics, using halorhodopsin. 
Transfection procedure was similar as described 
above. Only cortical neurons were infected 
with virus containing Halo-GFP plasmid. Or-
ange light exposure silences cortical cells. As a 
result, MSNs demonstrate inhibiting activity.  
After 20 and 45 min of continuous orange light 
irradiation, cells were fixed and stained against 
DARPP-32 for spine analysis. Data is present-
ed in Fig. 3. As it is shown here, MSN spines 
are sensitive to the long exposure. We observed 
a decrease of spine density in MSN only after 
45 min. However, after 20 min MSN all spines 
survived and demonstrated no change by types. 
Activation of halorhodopsin did not inhibit all 
the activity of the cells. Several spikes could 
be observed under orange light. So we suppose 

Fig. 2. Dendritic spine morphology of MSNs  
before (a) and after (b) optical activation  
of cortical neurons for 20 min at DIV 14;  

spine head distribution before (c) and after (d)  
blue light exposure

a) 

b) 

c) 

d) 
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that this residual activity from cortical cells is 
enough to maintain spines during short period 
of inhibition.

IV. Conclusion

Overall, we demonstrated an optical ap-
proach to controlling dendritic spine morphol-
ogy using neurons expressing different opsins. 
This versatile method can be applied to study-
ing the role of dendritic spines in live cultured 
neurons using widefield fluorescence or confo-
cal microscopy. Cultures prepared from trans-
genic mouse models are primary model systems 
to study almost every neurodevelopmental and 
neurodegenerative disease. Future directions 
include optogenetic manipulation with dendrit-

ic spines in living animals modeling different 
diseases. This will require production of high-
efficient LEDs and lasers in a clean room for 
material fabrication. While using these power-
ful light sources, it will be possible to activate 
or inhibit neurons directly in living brain. Thus, 
the precise speed and accuracy of optogenetics 
spine control, as compared to spine modifica-
tion with different drugs, is absolutely neces-
sary for studying the complicated mechanisms 
underlying normal and aberrant dendritic spine 
role in progress of neurological disorder as well 
as in normal aging.

This work was supported by grants FCKP Kadri 
(«Научные и научно-педагогические кадры ин-
новационной России» на 2009–2013 годы) –  

Fig. 3. MSN spines morphology (a – c) and spine density (d) before (a)  
and after (b, c)orange light exposure – 20 and 45 min. DIV 15.  

Error bars indicate standard deviation

a) 

d) 

c) 

b) 
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Электрон-ионное рассеяние и плазмонное затухание  
в металлических кластерах

Processes of electron scattering on fine ionic structure leading to the decay of dipole plasmon oscillations 
in alkali metal clusters are investigated. The study is based on separation of the collective plasmon oscillations 
and single particle excitations. Coupling between these two types of electronic motions caused by electron-
ion scattering leads to the plasmon damping. The relative contributions of elastic and inelastic electron-ion 
scattering to plasmon linewidth are considered. The results are compared with experimental data on cluster 
photoabsorption for sodium clusters of different size.

CLUSTER, PLASMON, SCATTERING, OSCILLATION, EXCITATION, DAMPING.

Исследована роль электрон-ионного рассеяния в затухании коллективных плазмонных возбуж-
дений в кластерах щелочных металлов. Теоретическая модель основана на разделении коллективных 
плазмонных возбуждений электронов кластера, соответствующих осцилляциям центра масс элек-
тронов, и одночастичных электронных возбуждений в системе их центра масс. Перемешивание этих 
типов движения электронов вследствие электрон-ионного рассеяния ведет к затуханию плазмонных 
колебаний. Оценены сравнительные вклады упругого и неупругого электрон-ионного рассеяния в 
уширение плазмонного резонанса. Результаты сравниваются с экспериментальными данными по 
ширинам плазмонных резонансов в спектрах фотопоглощения кластеров натрия.

КЛАСТЕР, ПЛАЗМОН, РАССЕЯНИЕ, КОЛЕБАНИЕ, ВОЗБУЖДЕНИЕ, ЗАТУХАНИЕ.

I. Introduction

The optical response of alkali-metal clus-
ters is dominated by the surface dipole plasmon 
resonance [1, 2]. This collective electronic ex-
citation corresponds to a coherent oscillation 
of the electronic cloud against the positively 
charged ionic background, i. e. to the vibration 
of electronic center of mass (CM). The posi-
tion and the width of giant plasmon resonance 
has been experimentally determined for vari-
ous sodium clusters in numerous experimental 

works on cluster spectroscopy [3–8]. An ad-
equate theoretical prediction for the resonance 
position has been given within the Linear Re-
sponse theory using either the Time Depen-
dent Local Density Approximation (TDLDA) 
[9–11] or the Random Phase Approximation 
with Exchange (RPAE) [12–14]. However, in 
spite of intensive study, the fundamental ques-
tions concerning the origin of plasmon decay 
width is still not well understood. 

In the first attempts to evaluate the plasmon 
resonance width, the nonhomogeneous broad-
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ening of electron energy levels due to the ther-
mal fluctuation of the cluster background has 
been considered [15–24]. This mechanism of 
the line broadening is connected with adiabatic 
dependence of electron energy upon the posi-
tion of the ions. Therefore, the corresponding 
linewidth is not connected with the life time 
of electron excitations. The obtained plasmon 
width decreases with the cluster radius growth. 
This fact is easy to understand since the role of 
such adiabatic electron-ion coupling diminishes 
with the increase of cluster size vanishing in the 
bulk limit. On the other hand, the experimen-
tally observed resonance width does not mono-
tonically decrease as a function of cluster size. 
On the contrary, it periodically varies due to 
the shell effects in the range of 0.2 – 0.3 eV [8].  
Therefore, this contribution to the resonance 
width can be essential only for the very small 
clusters with less than tens of atoms.

Another approach considers the decay of 
collective plasmon mode via excitations of 
the single-particle electronic transitions [25]. 
This mechanism is well known in the theory 
of collective fermionic excitations in nuclear 
and plasma physics as Landau damping. The 
main question for Landau damping mechanism 
is the origin of the coupling interaction that is 
responsible for the relaxation of plasmon mode 
excitation energy among numerous electronic 
degrees of freedom. Indeed, for example, in the 
case of the homogenous infinite positive cluster 
background there is not such coupling interac-
tion at all, and electron cloud can oscillate with 
plasmon frequency against positive background 
without any perturbation of its intrinsic motion 
and therefore without any damping. Therefore, 
possible relaxation of the collective plasmon 
excitation can be expected from the deviation 
of ionic background potential in real cluster 
from a pure homogenous positive infinite jel-
lium, namely from the fine ionic structure and 
the cluster boarder.

The boarder of the cluster background has 
been traditionally considered in the past as the 
main source of the coupling interaction [25]. 
Electron scattering on the spherical cluster 
border leads to well-known inverse radius de-
pendence of Landau damping width [26–28],  
Γ = Cv

F/R , where R is the cluster radius, vF is 
the Fermi velocity of cluster valence electrons 

and C is a constant about one unit. However, 
this result is valid only for the relatively large 
clusters with more than thousand atoms, and 
this has been proved by a direct numerical cal-
culations [29]. This simple formula is based 
on the assumption that the spectrum of dipole 
electron excitations is continuous and there-
fore it cannot be applied to the small metal-
lic clusters with less than hundred atoms [28]. 
Indeed, for such small clusters, which will be 
considered in the present paper, the use of this 
formula strongly overestimates experimentally 
observed plasmon width [8]. 

Therefore, one can associate the plasmon 
width with electron scattering on the fine ion-
ic structure. In the resent paper we propose 
a simple transparent analytical model in order 
to clarify the physical nature of the plasmon 
damping caused by electron-ion scattering. Our 
model is developed with the use of a new de-
scription of the collective plasmon excitation 
based on the separation of the center of mass 
(CM) and the intrinsic motion of delocalized 
valence electrons [30]. The method relies on 
the smallness of the CM oscillation amplitude 
compared to the cluster radius.

Considering the electron-ionic collisions, 
one can distinguish elastic electron-ion scat-
tering and inelastic scattering on the ionic vi-
brations, phonons when the plasmon decay is 
accompanied by simultaneous emission or ab-
sorption of phonons. The last case has been 
studied in our previous paper [31]. Electron-
phonon coupling yields the temperature depen-
dent plasmon width that for the 100 K clusters 
amounts approximately to one fourth of the 
total plasmon width. 

The present paper is focused on the elastic 
electron-ion scattering. We use the pseudopo-
tential to describe the electron scattering on an 
isolated sodium atom and the simple Fermi gas 
model to describe the intrinsic single-particle 
excitations. For simplicity we consider only the 
spherical sodium clusters. 

II. Collective Plasmon Mode

To distinguish the dipole plasmon mode 
from all other electron excitations it is con-
venient to separate the intrinsic and the CM 
electron coordinates. We will start with the to-
tal electron Hamiltonian of the cluster which 
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includes the electron kinetic energy, the energy 
of interelectronic Coulomb interaction and in-
teraction with ionic background:





2
1 1

( ),
2 2
a

ion a
a a b aa b

p
H V

≠

= + +
−∑ ∑ ∑ r

r r

where Vion(r) is the potential of ionic background, 
the summation is performed over all the cluster 
valence electrons. 

Let us designate the CM vector by R and the 
intrinsic electron coordinates, i. e. the electron 
coordinates in CM reference frame, by a′r :

1
, ,a a a

aN
′= = −∑R r r r R

where N is the number of valence electrons. 
Similarly, the momentum of the center 

of mass motion is equal to  

aa
= ∑P p  and 

electronic momenta in the CM reference 
frame are    /a a N′ = −p p P  respectively. We 
separate the intrinsic and CM coordinates in 
Eq. (1) assuming that the amplitude of CM 
displacement R is much smaller than the 
cluster radius R0 (we will demonstrate below 
that this condition is usually fulfilled). Radius 
of the cluster background we determine by 
standard expression 1/3

0 s atR r N=  [9, 11] using 
the Wigner – Seitz radius rs of the bulk material  
(rs = 4 a.u. for sodium) and the number of atoms 
in a cluster. So we can expand the potential of 
the ionic background ( )ion aV ′ +r R  in Eq.(1) in 
power series with respect to R, and the total 
electron Hamiltonian (1) can be written as:
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where ( , )aU ′r R  is alteration of Vion under the 
displacement of the CM: 
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Operator  'H is the Hamiltonian of intrinsic 
motion. It has the form of the total Hamiltonian 
(1) with natural replacement of all electronic 
coordinates and momenta by corresponding 
values in CM system.

Let us start with zero approximation which 
implies that CM and intrinsic electron motions 
are completely independent. This approximation 

is based on the following simple fact. Within the 
standard jellium model [9, 11] which treats the 
ionic background as the positive charge density 

33 / 4i srρ = π  homogeneously distributed 
throughout the entire cluster volume, for 
sufficiently large cluster the coordinates of CM 
and intrinsic motion separate. Indeed, neglecting 
the electrons outside the cluster volume, i. e. 
the spill out electrons, and using the condition 

0,aa
′ =∑ r  one immediately finds that 

2( , ) (4 / 3) / 2a iU R′ = πρr R  

and does not depend upon the intrinsic electron 
coordinates. Therefore, the CM oscillates in a 
pure parabolic potential with Mie frequency 

3/2.Mie sr
−ω =  As a result, one can write the total 

electron wave function as a product of wave 
functions of CM and intrinsic motions: 

( ) ( ) ( ),a a′Ψ = Ψ Φr R r

which assumes that the CM motion does not 
perturb the intrinsic wave function ( ),a′Φ r , i. e. 
the CM oscillates adiabatically with respect to 
all other electronic degrees of freedom. 

According to the standard adiabatic theory 
[32], the wave function (5) turns out to be 
the eigen wave function of the total electron 
Hamiltonian (3). Here the wave function 
of intrinsic motion ( )a′Φ r  is the eigen wave 
function of the intrinsic Hamiltonian  'H  with 
corresponding eigen energy εν. The CM wave 
function Ψ(R) is the eigen wave function of 
the effective plasmon Hamiltonian obtained as 
average of the total electron Hamiltonian (3) 
over intrinsic motion:





2

( ),
2

P eff

P
H U

N
= + R

where the role of effective potential for CM 
motion ( )effU R  is played by the diagonal matrix 
element of ( , ) :aU ′r R  

( ) ( ) ( , ) ( ) .eff a a aU Uν ν′ ′ ′= Φ ΦR r r R r

Let us use the expansion (4) for ( , ).aU ′r R  
All odd terms vanish after the averaging over 
intrinsic wave function ( ).aν ′Φ r  The first 
nonvanishing term corresponds to the pure 
oscillator potential 

2
2 4

( ) , ,
2 3
p

eff p e i

R
U N dV

N

ω π
= ω = ρ ρ∫R

(2)

(3)

(4)

(5)

(1)

(6)

(7)

(8)
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where ρe and ρi are the electronic and ionic 
densities, respectively. Here we consider 
spherical clusters with isotropic density 
distributions ρe and ρi. For homogeneous 
jellium distribution of ionic background with 
sharp edge 

03

3
( ).

4i
s

R r
r

ρ = θ −
π

Eq. (8) gives us 

1 ,p Mie

N
N
δ

ω = ω −

where δN is the number of spill out electrons. 
Thus, within this approximation the electron 

energy spectrum is given as the sum of intrinsic 
energies εν and the energies of harmonic 
oscillations of CM 

,

1
,

2n pE nν ν
 = ε + ω + 
 

where n is the quantum number of oscillator state 
Ψn(R), i. e. the number of excited plasmons. 

Within the dipole approximation, external 
electromagnetic laser field acts only on the CM 
wave function and does not excite the intrinsic 
motion, i. e. ν = 0. A time dependent electric 
field simply induces a transition from the 1s 
ground state to the 1p state of CM motion, 
ωp above the ground state. Consequently, the 
many-body wave function (5) for the single 
plasmon excitation i  is the product of this 
collective harmonic oscillation function Ψ1p(R) 
and the ground state many-body wave function 

0( )a′Φ r  depending only on the intrinsic 
coordinates, thus

1 0, ( ) ( ).a p ai′ ′= Ψ ΦR r R r  

The average displacement of the electronic 
CM for 1p state is equal to 2 3 / 2 .pR N= ω  

For Na92 cluster the ratio 2
0/ 0.02R R =  and 

it decreases for the lager clusters as N–5/6. This 
fact confirms the applicability of the performed 
power expansion (4). Besides the dipole surface 
plasmon mode, there are a lot of non-optically 
active excitations f  of the intrinsic electron 
motion. In our notations, the corresponding 
many-electron wave function is written as 

1s, ( ) ( )a v af R′ ′= Ψ ΦR r r

with the collective wave function being the 1s 

state of the CM harmonic oscillator and with 
wave function of intrinsic excitation ν.

III. Plasmon Damping

Within the zero approximation, we neglect 
the coupling terms in the total electron 
Hamiltonian Eqs. (3), (4) which cause the 
transitions between plasmon i  and intrinsic 
f  excitations. Formally, this coupling 

originates from the non-diagonal matrix 
elements of ( , ).aU ′r R  The first term of the 
expansion ( , )aU ′r R  (4) provides the leading 
contribution to the coupling. Therefore, below 
we will keep only this coupling term in the 
expansion (4): 

( , ) ( ) ( ).a ion a
a

W V′ ′= ∇∑r R R r

This term corresponds to the additional 
time-dependent electromagnetic field arising in 
the CM system due to the plasmon oscillations. 
Note that within the jellium model potential 

( , )aW ′r R  actually coincides with the well-known 
separable approximation for electron-electron 
interaction between dipole plasmon excitation 
and single particle electronic excitations in 
cluster [25]. The total Hamiltonian of the 
cluster H  (3) now can be written as 

  '( ) ( ) ( , ),Pa aH H H W′ ′= + +r R r R

where ),( RraW ′  couples plasmon i  and 
intrinsic f  excitations.

The relaxation of plasmon excitation 
originates from the electronic transitions 
from optically excited state i  to all possible 
final states f  caused by the coupling term 

( , )aW ′r R  in Hamiltonian Eq. (13). The rate of 
such transitions, i. e. the corresponding plasmon 
width Γ, we will calculate using the first-order 
time-dependent perturbation theory: 

2
2 ( , ) ( ).a f i

f

f W i′Γ = π δ ε − ε∑ r R

The transition matrix element ( , )af W i′r R  
in Eq.(14) is given by the product of an oscillator 
matrix element 1 1 1 / 2 pp s N= ωR  [32] 
and a matrix element of intrinsic motion: 

0( ) ( ) ( )
( , ) .

2

a ion a a

a

p

d
V

dz
f W i

N

ν ′ ′ ′Φ Φ
′

′ =
ω

r r r
r R

0( ) ( ) ( )
( , ) .

2

a ion a a

a

p

d
V

dz
f W i

N

ν ′ ′ ′Φ Φ
′

′ =
ω

r r r
r R

 

(9)

(10)

(11)

(12)

(13)

(15)

(14)
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Here the axe z is chosen along the direction 
of plasmon oscillations.

For homogenous infinite positive jellium 
background, 2 2( ) / 2,ion pV r′ ′= ωr  matrix 
element (15) apparently vanishes. Indeed, in 
this case ( , )af W i′r R is proportional to the 
dipole matrix element of the intrinsic motion 
which equals to zero by the definition of the 
CM frame. In the real cluster, background 
potential Vion differs from the pure harmonic 
pattern due to the fine ionic structure and the 
cluster border.

To estimate the matrix element 
( , )af W i′r R  let us assume that the excitation 

in the intrinsic electronic system is a pure 
particle-hole transition and that particles and 
holes inside the cluster are plane waves in 
the Fermi gas model. We represent the ionic 
potential Vion as a sum of pseudopotentials vp 
of each ion 

( ) ( ).ion p a
a

V v= −∑r r R

Here Ra denotes the position of the a-th 
ion. 

However, the simple homogeneous Fermi 
gas model should be improved in order to 
reproduce the main features of intrinsic 
excitation in real cluster. Indeed, when we 
represent the intrinsic excitation in the cluster by 
a particle-hole transition of the Fermi gas using 
the plane waves for electronic wave functions, 
we do not take into account the electron 
confinement as well as many-body effects. In 
order to introduce the electron confinement, 
we will restrict the integration in the matrix 
element (15) by the cluster sphere. Electron 
correlation leads to the screening pseudo-
potentials by cluster delocalized electrons. We 
will take into account this many-body effect 
by using the permittivity of homogeneous 
Fermi gas. Also the employed model should 
be corrected in order to correspond to intrinsic 
excitations. Namely, the dipole matrix element 
for particle-hole transitions should be zero 
in the CM frame. Otherwise matrix element 

f W i  is not zero even for the pure harmonic 
background potential 2 2( ) / 2.ion MieV r′ ′= ωr  We 
will correct this effect by the subtraction the 
linear term 

2 2 2( / 2) /Mie Mied r dz z′ ′ ′ω = ω  

from the operator in the matrix element (15). 
Within these assumptions, matrix element (15) 
is written as 

0

2 3

( , )

( )1
,

2 ( )

a

iq ion
Mie

r Rp

f W i

dV
e z d

dzN q <

′ =

 = − ω ω ε  ∫ r

r R

r
r

where q = pe – ph is the moment of electron-hole 
pair, ε(q) is the permittivity of homogeneous 
Fermi gas:

f
2

4
( ) 1 .

p
q

q
ε = +

π
It will be convenient to extend the 

integration in the right hand side of Eq.(17) 
over the infinite volume. It can be done by the 
addition and subtraction of the integral of 

exp(iqr)dVion(r)/dz 

outside the cluster border, r > R0. For simplicity, 
outside the cluster where the fine ionic structure 
is not so important, we will replace the real 
background potential Vion(r) by the spherical 
jellium model potential: 

2
2 2

0 0

0

( 3 ), ;
2( )

, .

Mie

jell

r R r R
V

N
r R

r

ω
− <= 

− >

r

Then the matrix element (17) becomes 
equal to 

( , ) ( ( ) ( )),
2 ( )

z
a ion jell

p

q
f W i V V

N q
′ = −

ω ε
r R q q

( , ) ( ( ) ( )),
2 ( )

z
a ion jell

p

q
f W i V V

N q
′ = −

ω ε
r R q q

where 

1 03
0

12
( ) ( )jell

N
V j qR

q R
π

=q

is the Fourier transform of the jellium potential 
(j1 is the spherical Bessel function); 

( ) ( ) ( )ion pV v F=q q q

is the Fourier transform of the ionic background 
potential, vp(q) is the Fourier transform of the 
pseudo-potential, 

1

( ) a

N
i

a

F e
=

= ∑ qRq

(16)

(17)

(18)

(19)

(21)

(22)

(23)

(20)
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is the structure formfactor of the ionic 
background.

Using Eq.(20) one obtains from Eq.(14): 
3 3

2
6

2

2 2

2
( )

(2 )

( ) ( )

.
2 2

z z

e h
e h

p

ion e h jell e h

e h
p

d p d p
p p

N

V V

p p

π
Γ = − ×

ω π

× − − − ×

 
×δ − − ω 

 

∫

p p p p

Here we integrate over hole momentum 
below the Fermi level ph < pF = 1.92/rs and 
over the electronic momentum above the Fermi 
sphere pe > pF.

Note that Eq.(24) does not account for 
the Landau damping connected with electron 
scattering on the cluster surface. Indeed, in 
the case of homogenous jellium background, 

( ) ( ),ion jellV V=q q  Eq.(24) gives zero width 
identically. The non-zero result requests more 
detailed description of electronic wave function 
near the cluster surface. According to Eq. (15), 
the coupling matrix element arises in the case 
of  ( ) ( )ion jellV V=q q  from the region of spill-out 
electrons where in our simple model electron 
wave function is put equal to zero. 

We perform numerical calculations of 
plasmon linewidth according to Eq.(24) for 
series of sodium clusters NaN of different size 

8 ≤ N ≤ 93 with forms close to spherical. The 
results are presented in Fig. 1 by triangles  
(see curve 2). 

The following pseudo-potential vp(r) for 
sodium has been used: 

2
21 exp( )

( ) exp( ),p

r
v r B C r

r r
−β

= − + + −γ

where B = 1.0, C = 0.5, β = 0.35, γ = 0.8, the 
numbers are given in atomic units. 

Our calculations demonstrate that this 
contribution to plasmon width increases with 
cluster size for small clusters (N ≤ 40). For 
larger cluster, the increase saturates as linewidth 
approaches the bulk value limit. In the limit 
of bulk sodium, the electron interaction with 
regular ionic crystal structure results in the band 
energy spectrum. Plasmon damping associates 
in this case with interband photoexcitation at 
plasmon resonance energy ωp and amounts to 
173 meV [8]. This value is in a good agreement 
with results of our calculations for large 
clusters. 

Note that in the model of electron-ion 
coupling developed here, the ionic structure 
considered as frozen. It means that only the 
elastic electron-ion scattering is taken into 
account. Indeed, according to Eqs. (14), 
(24) the energy of collective excitation ωp 
is transfered entirely to the single particle 
excitations. Besides the elastic electron-ion 
scattering, one can also consider the inelastic 
scattering on the ionic vibrations, phonons, 
when the plasmon decay is accompanied 
by simultaneous emission or absorption of 
phonons. The plasmon width associated with 
electron-phonon interaction have been studied 
in our paper [31]. This contribution to the 
plasmon width is temperature dependent. For 
comparison with experimental data on plasmon 
linewidth [8], we calculated electron-phonon 
contribution at the same cluster temperature  
T = 100 K as at the photoabsorption 
measurements. Electron interactions with 
volume and surface phonon modes both give 
size dependent contributions to plasmon width. 
However, their sum shown in Fig. 1 by squares 
(see curve 3) does not almost depend on cluster 
size. Our calculations demonstrate that inelastic 
electron-ion scattering provides a few times 
smaller contribution to the plasmon width than 

(24)

Fig. 1. Plasmon resonance widths in sodium 
clusters as a function of cluster size:  

1 – experimental data on photoabsorption spectra 
(FWHM); 2, 3 – the calculated contributions  

of elastic (2) and inelastic (3) electron-ion 
scattering to plasmon width

(25)

1

2

3
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the elastic scattering does. 
The experimentally observed plasmon 

width obtained from the analysis of NaN 
photoabsorption spectra [8] are shown in Fig. 
1 by circles (see curve 1). The size dependence 
of experimental width is non-monotone. For 
comparison with our theoretical calculations, 
we should concentrate on spherical clusters with 
N = 8, 20, 40, 58, 92. These clusters have the 
lowest plasmon width. The joint contribution 
of elastic and inelastic electron-ion scattering 
to plasmon width correlates with experimental 
linewidth for spherical clusters. For non-
spherical clusters, experimental linewidth 
exceeds the calculated values by 100–150 
meV. This discrepancy should be attributed to 
the electron scattering on cluster surface which 
is not taken into account in our calculations. 
The good agreement between our calculations 
and experimental data achieved for closed shell 
clusters testify that this contribution is not 
essential for spherical clusters. The well-known 
formula Γ = CνF/R0 [25] for plasmon width 
associated with electron scattering on cluster 
boarder strongly overestimates the effect because 
it does not take into account that only spill-out 
electrons contribute to this type of plasmon 
damping. For non-spherical clusters the effect 

of electron scattering on cluster surface is much 
larger due to the mixture of electronic states 
with different angular momenta. In this case, 
the dipole collective plasmon excitation decays 
into numerous single particle excitations with 
various angular momenta. It leads to much 
more effective plasmon damping than in the 
case of spherical clusters where the number of 
single particle excitations involved in plasmon 
damping is restricted by the dipole ones. 

IV. Conclusion

The plasmon damping associated with 
electron scattering on the fine ionic structure 
is described within a simple analytical model. 
The developed model is based on the separation 
of the collective plasmon and single particle 
electron excitations. The coupling between 
these excitations caused by electron scattering 
on fine ionic structure leads to plasmon 
damping. We demonstrate that elastic electron-
ion scattering is much more essential than the 
inelastic electron scattering on ionic vibrations. 
In the case of spherical clusters it provides 
the leading contribution to the total plasmon 
width. In the case of non-spherical clusters the 
electron scattering on cluster surface is also 
essential.
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Transport of spin polarized electrons in semiconductor AlInGaAs/AlGaAs superlattices (SL) with strained 
quantum wells used for photoemitter application is studied. The experimental study is based on the time 
resolved measurements of electron emission from the cathode after its photoexcitation by fs laser pulse. We 
report the variation of the SL response time with the number of superlattice periods. We have also performed 
theoretical calculations of photocathode pulse response and compared the obtained results with experimental 
data. Our analysis testifies the presence of partial electron localization in SL. We demonstrate that electron 
localization suppresses electronic transport and strongly limits the cathode quantum efficiency.

SUPERLATTICE, DFIFFUSION, PHOTOEMISSION, ELECTRONIC TRANSPORT.

Экспериментально и теоретически исследован транспорт поляризованных электронов в фото-
катодах на основе полупроводниковой, сильно напряженной сверхрешетки. Экспериментальное ис-
следование основано на измерении с разрешением по времени электронной эмиссии из фотокатода 
после его фотовозбуждения фемтосекундным лазерным импульсом. Экспериментально определены 
времена фотоотклика сверхрешеток с различным числом периодов. Проведены расчеты фотооклика 
катодов и результаты сопоставлены с экспериментальными данными. Сделан вывод о наличии в 
свехрешетке частичной локализации фотоэлектронов. Показано, что электронная локализация по-
давляет электронный транспорт и сильно ограничивает квантовую эффективность фотокатодов.

СВЕРХРЕШЕТКА, ДИФФУЗИЯ, ФОТОЭМИССИЯ, ЭЛЕКТРОННЫЙ ТРАНСПОРТ.

I. Introduction

At the present time strained semiconductor 
superlattices (SL) are known as most effective 
basis of highly polarized electron sources [1]. 
Such photoemitters combine the advantages of 
conventional polarized electron sources based 
on a strained semiconductor layer with addi-
tional possibilities for band structure engineer-
ing of photocathode working layers based on 
strained SL. The major goal of SL development 
for photoemitter applications in the past decade 

was the achievement of electron polarization 
more than 90 %. For this purpose several types 
of SLs with highest possible valence band split-
ting have been developed, namely the SLs with 
strained quantum wells (QW) [2, 3] and with 
strained barriers [4]. Valence band splitting in 
SL, i. e. the energy splitting between the upper 
heavy and light hole minibands, is formed due 
to the combination of two effects: the strain 
deformation of SL layers and the quantum 
confinement. The aim of the optimal SL design 
is to provide a valence band splitting of more 
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than 70–80 meV together with good transport 
properties and high structural quality.

However, the significant progress in elec-
tron polarization was achieved at the expense 
of the quantum efficiency (QE) which does not 
exceed 1 % at the polarization maximum. In-
deed, the maximum spin polarization of pho-
toelectrons takes place at the photoabsorption 
threshold where the photoabsorption coeffi-
cient is rather small. Strained SL cannot be 
made too thick due to the possible strain re-
laxation resulting in structural defects, smaller 
residual strain and lower polarization. The best 
combination of polarization P = 92 % and  
QE = 0.85 % has been achieved for AlInGaAs/
AlGaAs SL with strained QWs [3]. Thus, the 
further progress of polarized electron sources 
based on semiconductor SLs is shifted towards 
the developing highly effective photoemitters in 
order to meet the modern requirements of high 
energy physics [5].

Our study demonstrates that simple increase 
of the SL thickness does not lead to increase 
of QE like it is observed in the case of conven-
tional photoemitters with GaAs working layer 
[6, 7]. In order to understand this surprising 
phenomenon, we perform the time resolved 
measurements of electron emission from the 
cathodes after their excitation by fs laser pulse. 
This method has been developed by K. Aulen-
bacher et al. [6] while studying the spin polar-
ized electron transport in conventional photo-
cathodes. The series of AlInGaAs/AlGaAs SLs 
containing from 6 to 15 periods have been fab-
ricated and studied. In all samples we observe 

two exponential decays of electron emission, 
which indicates the presence of partial electron 
localization in a SL. The fast decay is caused 
by electron emission from the first electronic 
miniband while slow response decay is con-
nected with electrons trapped by the localized 
states.

We also developed a theoretical description 
of electron transport in a SL based on the time 
dependent kinetic equation and calculated 
the photocathode pulse response [8]. The 
obtained results are in a good agreement with 
the experimental observations. The employed 
model determines the time of electron transport 
in SL, electron capture and detachment times, 
portion of photoelectrons that have been 
localized by the traps in SL and corresponding 
losses of QE.

II. Experiment

We have studied the pulse response of six 
photocathodes based on AlInGaAs/AlGaAs SL 
with strained QWs. All samples were grown on 
a p-type (100) GaAs substrate by molecular 
beam epitaxy (MBE). The cathode structure 
contains a thick AlxGa1–xAs (x = 0.35 – 0.40) 
buffer layer that is p-doped by beryllium to 
the level 6⋅1018 cm–3. On the top of the buf-
fer, the cathode working layer was grown con-
taining 6 to 15 periods of AlxInyGa1–x–yAs(a)/ 
AlzGa1–zAs(b) SL p-doped to a lower level of  
3⋅1017 cm–3. Layer composition, x, y, z, values 
of the QW– (a) and barrier- (b) layer thickness 
as well as the number of SL periods (N) are 
shown in Table 1. Above the SL, a 6 nm GaAs 

Fig. 1. Experimental setup
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heavily Be-doped to the level of 7⋅1018 cm–3 
(1⋅1019 cm–3 for SL 5-998 ) surface layer was 
grown to produce thin band bending region 
(BBR). Finally, the GaAs surface was activated 
by repeated deposition of cesium and oxygen 
to achieve the negative electron affinity. All the 
experiments were performed at room tempera-
ture.

The experimental setup is shown in Fig. 1. 
The electron pulses are generated by an approx-
imately 150 fs long laser pulse from a titanium-
sapphire laser. An increase of pulse length to 
300 fs takes place during optical beam transport 
to the cathode. These light pulses are synchro-
nized to the output of a klystron which drives 
a 2.45 GHz-deflection cavity. By passing the 
first deflection cavity (quick magnet in Fig. 1), 
the longitudinal profile of the electron bunches 
is transferred into a corresponding transverse 
profile. The pulse profile can then be measured 
by moving the electron pulse in the second de-
flection cavity (slow magnet in Fig. 1) over a 
narrow slit and detecting the transmitted cur-
rent. By analyzing the spin polarization of the 
transmitted electrons with a Mott polarimeter, 
a time resolved polarization measurement is 
obtained. The details of the apparatus are de-
scribed in [6].

III. Theory

We describe the electron transport in a 
SL by means of the time dependent kinetic 
equation:



  { }.
i

H I
t

∂ρ  = − ρ + ρ ∂ 

Here ρ is the electron density matrix, H  is 
the effective electron Hamiltonian for the first 
electronic miniband e1 which describes the 
quantum electron motion along SL axis. The 
collision term I{ρ} on the right-hand side of 
Eq.(1) takes into account all the processes of 
electron scattering on impurities and phonons, 
the processes of photoexcitation, recombination 
and electron extraction into BBR.

We calculate the miniband energy spectrum 
using the multiband Kane model, including the 
conduction band Γ6, the states of light and heavy 
holes of the valence band Γ8 and also the states 
of the spin-orbit splitted Γ7 band [9]. The width 
∆E of the e1 miniband along the SL axis in the 
considered samples is in the range 20–40 meV.  
These values are much smaller than the 
conduction band offsets which appear to be 
larger than 200 meV for all considered samples. 
Consequently, the vertical electron motion 
along SL axes can be well described within 
the tight binding approximation. For effective 
Hamiltonian H  it means that we have to take 
into account the coupling matrix element  
V ≡ Hn,n+1 = ∆E/4 between the neighboring 
QWs only. This matrix element determines 
the tunneling time between neighboring QWs  
τQW = πħ/2V = 2πħ/∆E which is about 100 fs for 
our samples. The total time of ballistic motion 
through the SL containing N QW amounts to 
τSL = 2πħN/∆E.

Taking into account the transition matrix 
elements for the neighboring QW only, the ki-
netic equation (1) for electron population of 
each QWs, i. e. for the diagonal elements ρnn of 
density matrix, is written as

(1)

Tab l e  1 
Composition of photocathode working layers 

Sample
QW Barrier Thickness Period

x, % y, % z, % a, nm b, nm N
SL 5-998 20 16 28 3.5 4.0 15
SL 5-337 20 16 28 5.0 4.0 15
SL 7-395 20 19 40 5.4 2.1 12
SL 7-396 20 19 40 5.4 2.1 12
SL 6-905 20 15.5 36 5.1 2.3 10
SL 6-908 20 15.5 36 5.1 2.3 6

Va l u e s  g i v en : Number of SL periods (N), concentration of Al (x) and In (y) in AlxInyGa1–x–yAs QW 
layer; Al concentration (z) in AlzGa1–zAs barrier layers and their thicknesses (a – QWs, b – barriers).
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The first two terms in the right-hand side 
of Eq.(2) corresponds to the electron currents 
from n-th QW to two neighboring QWs with 
the numbers n + 1 and n – 1, respectively.

The diagonal elements of the collision term 
I{ρ} on the right-hand side of Eqs. (1), (2) are 
connected with photoexcitation and recom-
bination processes. Calculation of the photo-
generation rate is described in details in Ref. 
[9]. The recombination contribution to the 
collision term is given by the diagonal matrix 
element ρnn/τr, where τr is the electron recom-
bination time. For the final N-th QW close to 
the BBR, there is an additional contribution 
connected with electron tunneling to the BBR. 
Corresponding electron extraction current I 
can be written via the number of electrons in 
the last QW, ρNN, and tunneling time through 
the last barrier τf:

.NN

f

I
ρ

=
τ

The non-diagonal density matrix elements 
ρnn’ and corresponding electron currents be-
tween the neighboring QWs in Eq. (2) are de-
termined by transition matrix element V and 
non-diagonal elements of the collision term 
{ } .nnI ′ρ  The last ones we will right within the 

constant relaxation time approximation: 
 { } / .nnnn pI ′′ρ = −ρ τ

Due to the weak coupling between the 
neighboring QWs, the momentum relaxation 
time τp is mostly determined by the processes 
of electron scattering within each QW layer. In 
the stationary case, in approximation account-
ing for the neighboring QWs only, it follows 
from Eqs. (1), (4) that 

, 1 1, 1( ) .p
n n n n nn

V
i+ + +

τ
ρ = − ρ − ρ



Consequently, the electron current from 
n-th to (n + 1)-th QW is equal to

2

, 1 , 1 1, 12

22
Im{ } ( ) .p

n n n n n n nn

VV
I + + + +

τ
= ρ = − ρ − ρ
 

2

, 1 , 1 1, 12

22
Im{ } ( ) .p

n n n n n n nn

VV
I + + + +

τ
= ρ = − ρ − ρ
 

For numerical calculations, we take the 
momentum relaxation time equal to τp = 75 fs. 
Note that τp is comparable to the time of free 
electron tunneling between neighboring QWs 
τQW. Therefore, electron transport along SL axis 
is diffusion, not the ballistic motion.

To calculate the tunneling time from SL to 
BBR τf, we solve the separate quantum mechan-
ical problem of free electron motion through 
the single QW to BBR [8]. It is worth noting 
that the obtained τf is larger than the tunnel-
ing time between neighboring QWs τQW, e. g. 
for SL 5-998 τf = 0.25 ps while τQW = 0.1 ps.  
It is quite natural because the tunneling be-
tween the neighboring QWs is a resonant pro-
cess and its probability is proportional to the 
first order of the tunneling exponent exp(–κb), 
where κ is the electronic wave vector under the 
barrier and b is the barrier width. The tunneling 
through the last barrier is a non-resonant pro-
cess and its probability is much smaller since it 
is proportional to the second order of the tun-
neling exponent exp(–2κb). Hence, the total 
time of electron motion from SL to BBR is 
mainly determined by the slowest process, i. e. 
by the tunneling through the last barrier.

Eq. (3) can be considered as the boundary 
condition at the SL/BBR interface. At the op-
posite side of SL, i. e. at the buffer interface, 
the electron current is equal to zero, I = 0. 
In the case of electron diffusion in the bulk 
sample, the boundary conditions are usually 
written via the surface recombination veloc-
ity S = j/n, where j is the diffusion current 
density and n is the electron concentration. 
Since electron current in buffer layer is zero, 
we assume zero surface recombination velocity  
S = 0 at the buffer interface. At the opposite 
side of working layer, at the BBR interface, 
the surface recombination velocity, according 
to Eq.(3), is equal to 

,
f

d
S =

τ

where d = a + b is the SL period. 
Surface recombination velocities for our 

SL based cathodes calculated according to 
Eq. (7) are smaller than in the case of con-

(2)

(4)

(5)

(6)

(7)

(3)

(6)
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ventional photoemitters. For example, in case 
of SL 5-998, S = 3·106 cm/s, for SL 6-905  
S = 5·106 cm/s while in the bulk GaAs  
S = 107 cm/s [6, 7].

For numerical simulation of the cathode 
response, we solve the time-dependent kinetic 
Eq. (1) with time dependence of the laser pulse 
intensity described by the Gaussian profile. The 
obtained electron current I(t) (3) is compared 
to the experimental pulse response (see next 
section). The calculated pulse response expo-
nentially decays with time, and we define the 
corresponding decay time as electron transport 
time τt. It is possible, however, to derive the 
approximate analytical expression for τt. In 
the steady state under the stationary pump-
ing, kinetic Eq. (1) has an analytical solution 
(Eqs.(5, 6)), which is correct if the miniband 
width ∆E is smaller than the photoelectron en-
ergy distribution. The transport time defined in 
the stationary case as the ratio of number of 
electrons inside the SL to the generation rate, 

1
/ ,

N

t nnn
I

=
τ = ρ∑  I = In,n+1, is equal to

2

2

( 1 / 2)( 1)
.

6
t f

p

N N
N

V

− −
τ = + τ

τ



According to Eq. (8), the transport time is 
a sum of the diffusion time within the SL given 
by the first term on the right-hand side, and 
the time Nτf, taken to penetrate through the 
last barrier to the BBR. For the twelve-period 
SL 5-998, Eq.(8) gives the transport time  
τt = 5 ps. The main contribution, 3 ps, comes 
from the tunneling through the last barrier to 
BBR.

Note that in the limit of thick SL, N >> 1,  
Eq. (8) transfers into a corresponding expression 
of the standard diffusion model in the bulk 
sample:

2

,
3t

L L
D S

τ = +

where L = Nd is the SL length. 
The surface recombination velocity S is 

given by Eq. (7), and diffusion coefficient D of 
SL is equal to

2 2

2

2
.pV d

D
τ

=


The typical value of D is about 15 cm2/s, e. g.  

for SL 5-998 D = 12 cm2/s and for SL 6-905  
D = 17 cm2/s. It is a few times smaller than the 
diffusion coefficient D = 40 cm2/s in the bulk 
GaAs [6, 7].

Our calculations of the cathode QE and 
pulse response according to the kinetic scheme 
described above revealed the significant 
discrepancy between experiment and theory. 
Namely, theory predicts the gradual increase 
of QE with the growth of SL thickness up to 
the hundreds nanometers while such increase 
actually saturates at few tens nanometers thick-
nesses (see the next section). Then, the the-
ory predicts the simple exponential decay of 
pulse response with time described by Eq. (8), 
while the experimental signal reveals a non-
exponential decay (see the next section). These 
facts indicate the presence of partial electron 
localization in a SL. That is why we include 
in the density matrix ρ the localized electron 
states besides the delocalized miniband states 
and introduce in the collision term { } .nnI ′ρ  pro-
cesses of electron capture and detachment with 
characteristic times τc and τd respectively. We 
do not consider transitions between electron 
states localized within the different QWs, be-
cause such transitions are non-resonant and 
hence they are very slow compared to the in-
terwell transitions via miniband states described 
by Eq.(6). Coupling between the localized and 
delocalized (miniband) states occurs via cap-
ture and detachment processes within each 
QW. In the extended kinetic scheme account-
ing for the partial electron localization, these 
processes are described by the diagonal ma-
trix elements in the collision term ρnm,nm/τc and  
ρnl,nl/τd , for capture and detachment, respec-
tively. Here indexes m and l after the QW num-
ber n in the density matrix subscripts indicate 
whether the electron state is miniband or local-
ized, respectively.

IV. Results and Discussion

We have measured QE for series of cath-
odes based on SL with composition close to SL 
6-905 and containing from 2 to 20 periods. The 
results are presented in Fig. 2. The significant 
scattering of experimental data is connected 
with large variation of electron emission prob-
ability from BBR to the vacuum via cathode 
surface activated with Cs–O. This feature of 

(8)

(9)

(10)
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experimental data impedes the detailed com-
parison between the experiment and theory. 
Nevertheless, one can conclude that the exper-
imental measurements do not support the lin-
ear increase of QE calculated without account-
ing for electron localization (dashed line). The 
influence of electron localization is shown by 
solid line which has been calculated assuming 
partial electron localization. It demonstrates 
that electron localization strongly suppresses 
the QE increase. The parameters of electron lo-
calization used for these calculations are shown 
in Table 2 for SL 6-905 sample. Their choice 
will be discussed below. The electron recombi-
nation time in SL was taken τr = 50 ps [10].

The more detailed study of electron trans-

port in the considered nanostructures was done 
by means of time resolved pulse response mea-
surements. For all considered samples presented 
in Table 1, we calculated the pulse response by 
the numerical solution of Eq. (1). The obtained 
results, together with the experimental data, are 
shown in Fig. 3 and presented in Table 2. The 
dashed lines in Fig. 3 show the pulse response 
calculated without electron localization. It ex-
ponentially decays with the decay time equal to 
the time of miniband electron transport τt quite 
close to the approximate Eq. (8). The calcu-
lated miniband electron times τt are presented 
in the third column of the Table 2. Fig. 3 dem-
onstrates that in all samples experimental sig-
nal decays faster than τt.  We interpret this fact 

Fig. 2. Quantum efficiency dependence on SL thickness.  
Open dots show the experimental results. Solid and dashed lines show the theoretical results 

calculated with and without electron localization, respectively

Tab l e  2

Parameters of vertical electron transport

Sample
Number 

of 
periods

Miniband 
transport 
time, ps

Capture 
time, ps

Detachment 
time, ps

Response 
time, ps

Diffusion 
length, 
periods

Electron 
losses, %

SL 5-998 15 5.8 4.5 6.0 2.3 36 12
SL 5-337 15 15.8 5.5 160 4.0 8 64
SL 7-395 12 4.5 3.7 200 2.1 11 45
SL 7-396 12 4.5 9.0 110 3.0 18 23
SL 6-905 10 2.5 2.1 130 1.1 10 41
SL 6-908 6 1.2 4.5 50 0.95 19 9

Va l u e s  g i v en : Transport time of e1 miniband (τt), capture time (τc), detachment time (τd), response time 
(τ), diffusion length and losses of photoelectrons SL.
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as an evidence of partial electron localization. 
Indeed, in the presence of electronic traps, the 
electron current will decay faster due to com-
bination of two processes: electron transport 
from SL to BBR with subsequent emission into 
the vacuum and electron capture by the traps. 
Roughly, the decay (or response) time can be 
approximated as τ = 1/(1/τt. + 1/τc.). The re-
sulting response times are presented in the sixth 
column of the Table 2. The solid lines in Fig. 3 
show the pulse response calculated taking into 
account electron capture and reverse detach-
ment processes. Fig. 3 demonstrates quite good 
agreement of the experiment and theory. The 
capture and detachment times are used as fit-
ting parameters, and their values are shown in  
Table 2. These times depend on the trap den-
sity and strongly vary from one sample to an-
other. This fact masks the response time depen-
dence on the number of SL periods. Thus six  
(SL 6-908) and ten (SL 6-905) period samples 
have close response times though the miniband 
transport time of the longer SL is more than 
two times larger than for the shorter one.

Samples with shorter capture and larger 
detachment times have the larger level of 
electron localization. In these samples electron 
transport is suppressed because considerable 
part of photoelectrons is localized by the traps 
and have low chance to escape to BBR prior 
to recombination. To demonstrate the effect 
of localization on QE, we show in the last 
two columns of Table 2 the diffusion length  
LD = (Dτr)

1/2 and electronic losses in SL. In the 
samples with high localization level, the diffusion 
length is comparable with SL thickness, which 
in turn leads to considerable electronic losses. 
This fact explains why QE does not increase 
with the growth of SL thickness. The increase 
of the SL thickness beyond the diffusion 
length just leads to needless electronic losses. 
It is demonstrated by the solid curve in Fig. 2  
calculated with the following parameter of  
SL 6-905 sample: LD /d = 10.

The sample with the best transport properties 
is SL 6-908. It has the largest ratio of diffusion 
length to SL thickness LD /L = 3 and conse-
quently the lowest electronic losses. If all the 

Fig. 3. Pulse response of SL 5-998, SL 7-396, SL 6-905 and SL 6-908 samples. Experimental signal  
is shown by dots, solid and dashed lines show the pulse response calculated with and without partial  

electron localization respectively
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electrons in SL 6-908 are delocalized, the ratio 
LD /L should be equal to 6.5. Roughly, this ra-
tio indicates how QE can be enhanced if one is 
able to fabricate the cathode with SL thickness 
beyond LD keeping the constant SL transport 
properties. However, our study shows that lon-
ger SLs have worse transport properties, e. g. 
SL 6-905 compared to SL 6-908.

Within the present work, we do not determine 
the nature of the localized electronic states as 
well as possible dependence of their density on 
SL thickness. The photocathode structure is 
heavily p-doped in order to achieve thin BBR. 
The highest doping level about 1019 cm–3 is 
applied in BBR, but the working layer is also 
heavily doped up to 3⋅1017 cm–3. Fluctuations 
of impurity potential might be responsible 
for the formation of localized electron states. 
Such phenomena have been observed earlier in 
GaAs/AlAs SLs at a comparable doping level of  
1⋅1017 − 7⋅1017 cm–3 [11]. The 60 % of localized 
states in the lowest electron miniband e1 at the 
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The drop of vertical electron conductivity 
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relaxation, increases with the thickness of SLs. 

Lattice mismatch deformation of the QW layers 
shifts the conduction band edge upwards by 
approximately 0.1 eV. Thus, the deformation 
potential of dislocation plays a role of deep 
well for miniband electrons and can form the 
localized electron states. Note that the strong 
deformation of the SL is needed to produce 
sufficient energy splitting between light- and 
heavy-hole minibands to achieve high electron 
polarization. Further work will be focused on 
the nature of electron localization. Its main 
goal will be to determine the maximal number 
of SL periods that can be grown keeping good 
transport properties in combination with high 
electron polarization.

V. Conclusions

The pulse response of series of photocathodes 
with AlInGaAs/AlGaAs SLs with different num-
bers of periods has been studied. The analysis 
performed argues the presence of partial electron 
localization in SLs. The proposed kinetic model 
taking into account transport of miniband 
electrons from a SL to BBR, their capture by 
electronic traps and the reverse detachment 
process provides a good agreement between 
experimental findings and theoretical results. We 
demonstrate that electron localization slows down 
electron transport and leads to detrimental losses 
of photoelectrons. Partial electron localization 
limits maximal QE and useful thickness of SL 
based cathode working layer.
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IN-PLANE CONDUCTIVITY OF THIN FILMS AND HETEROSTUCTURES 
BASED ON LaF3-SrF2

Т.Ю. Вергентьев, А.Г. Банщиков, Е.Ю. Королева,  
Н.С. Соколов, М.В. Захаркин, Н.М. Окунева 

ПРОДОЛЬНАЯ ПРОВОДИМОСТЬ ТОНКИХ ПЛЕНОК  
И ГЕТЕРОСТРУКТУР, ОСНОВАННЫХ НА LaF3-SrF2

The in-plane conductivity of solid solution La1–xSrxF3–x (x = 0 ÷ 0.24) films with thicknesses from 40 to 
260 nm grown on glass-ceramics based on SiO2, Al2O3, CaF2 (111) and MgO (100) substrates, and LaF3-SrF2 
heterostructures grown on MgO (100) substrates were studied by impedance spectroscopy at temperature 
range from room temperature to 300 °C and at frequencies from 10–1 to 106 Hz. 

It was found that there was a maximum of ionic conductivity for La1–xSrxF3–x (x = 0 ÷ 0.24) solid solu-
tion films at x ≈ 0.05. The conductivity of La0.95Sr0.05F2.95 films is by 2 – 4 orders of magnitude higher than 
that of pure lanthanum fluoride films on the substrates of magnesium oxide, sapphire and glass-ceramics. 
It was also shown that there was a maximum of in-plane conductivity of LaF3-SrF2 heterostructures for the 
thickness of each layer ~ 20 nm. The activation energy was evaluated from the temperature dependencies 
of the DC-conductivity of the films according to Arrhenius – Frenkel law. It was 400 – 800 meV for all 
measured samples.

solid solution, tysonite, lanthanum fluoride, strontium fluoride, im-
pedance, in-plane conductivity.

Методом импедансной спектроскопии в температурном диапазоне от 300 до 570 K и частотном 
диапазоне от 0.1 Гц до 1 МГц, была измерена продольная проводимость тонких пленок La1–xSrxF3–x 
(x = 0 ÷ 0,24) на подложках ситалла, Al2O3, CaF2 (111) и MgO (100), а также продольная проводи-
мость гетероструктур LaF3-SrF2 на подложках MgO (100).

твЕрдый раствор, тисонит, фторид лантана, фторид стронция, импе-
данс, продольная проводимость.

I. Introduction

During the last decades, heterostructures 
based on MF2 where M = Ca, Sr, Ba, Cd, and 
RF3 where R – rare-earth elements as well as 
solid solutions R1–xMxF3–x have been active-
ly studied [1, 2]. Based on these, the proto-
types of fluoride sensors [1, 2], oxygen sensors  
[3, 4], batteries [3] and transistors [4] have 
been proposed. However, there are no reports 

on experiments devoted to the optimization of 
active components of these devices.

A new approach to modification of fluo-
ride materials was offered by Joachim Maier 
and co-workers [1, 2]. Creation of BaF2-CaF2 
heterostructures with total thickness of 450 nm 
and different layer thicknesses (from 200 to  
10 nm) resulted in increase of ionic conductiv-
ity of the samples by two orders of magnitude 
compared with the conductivity of pure BaF2 
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and CaF2 bulk crystals. Modeling experimental 
data with Guy – Chapman and Mott – Schott-
ky’s models gave good results [1, 2] which en-
abled the authors to suggest a mechanism of 
F– ion transport to the interfaces increasing the 
in-plane conductivity.

The purpose of this experimental work is 
growing and investigating in-plane conductivity 
of La1–xSrxF3–x solid solutions on the different 
types of the substrates such as glass-ceramics, 
Al2O3 and CaF2 (111), and LaF3-SrF2 hetero-
structures on MgO (100) substrates. 

II. Sample Preparation and Experimental 
Technique

Films of pure LaF3, SrF2 and solid solu-
tion La1–xSrxF3–x were grown by molecular 
beam epitaxy (MBE) in an ultrahigh vacuum 
chamber, the base pressure inside being main-
tained below 10–8 Pa. Epi-ready MgO (100) 
substrates with the size of 10 ×10 × 0.5 mm, and 
rectangular CaF2(111) substrates with the sides 
parallel to the [1–10] and [11–2] directions 
were used. Single crystal CaF2(111) substrates  
(8 × 10 mm) were prepared for growth by poli-
shing their front side in a NH4F water solu-
tion. Glass-ceramic based on SiO2 and α-Al2O3 
substrates were produced under industrial con-
ditions. After pre-treatment with isopropyl al-
cohol and degreasing in the peroxide-ammonia 
solution, substrates were placed in the growth 
chamber on the front of Knudsen sells where 
they were heated for 20 min at 200 °C. In ad-
dition, MgO and α-Al2O3 substrates were then 
annealed to 1200 °C for 15 min. After vacuum 
annealing CaF2 and glass-ceramic substrates 
during 10 min at 500 °C, a 200 nm buffer 
layer of CaF2 was deposited at 400–800 °C  
on the polished side of CaF2 substrates to 
smooth the surface. Ca, La and Sr fluorides 
were grown by evaporation of the materials 
in amorphous carbon crucibles. The growth 
chamber was equipped with a Reflection High 
Energy Electron Diffraction (RHEED) dif-
fractometer for in situ characterization of the 
substrate surface prior to the growth and for 
monitoring the growing films. The deposition 
rates for evaporated fluorites were 2–3 nm/min 
as measured with a quartz microbalance.

There were grown solid solution La1–xSrxF3–x 
(x = 0 ÷ 0.24) films with thicknesses from 40 

to 260 nm placed on glass-ceramics, α-Al2O3, 
CaF2 (111), MgO (100) substrates and hetero-
structures with different quantities of alternat-
ing LaF3-SrF2 layers. LaF3 layer was the first 
to be grown on the substrates of MgO (100) 
with 200 nm total thickness for all samples. 
According to this thickness, the total number 
of LaF3 and SrF2 layers varied from N = 2  
to 40. Each grown heterostructure had 200 nm 
of thickness. For example, if the number of 
layers were N = 4, it meant that the thickness 
of each (LaF3 or SrF2) layer was 50 nm. To 
apply the same quantity of ionic material, the 
thickness of LaF3 was the same of SrF2 one, 
and the total number of layers was even.

Later on, after short exposure to air, the 
gold electrodes were deposited on the grown 
heterostructures for electrical conductivity 
measurements. Interdigital Electrodes (IDE) 
were used for measuring in-plane conductivity 
of the films and heterostructures. The electro-
physical parameters of the layers were mea-
sured with dielectric spectrometer Novocontrol 
BDS’80 in the wide temperature (300 – 570 K)  
and frequency (10–1 – 106 Hz) ranges. The 
magnitude of field strength was Vrms = 50 V/cm.  
The relative errors of the impedance and ca-
pacity did not exceed ~ 3⋅10–5. The stability of 
temperature was better than 0.1 K.

III. Results and Discussion
A. The Conductivity of Substrates 

Figure 1 shows the electrical conductivity 

Fig. 1. Temperature dependence  
of the conductivity of the substrates: glass-ceramic, 

calcium fluoride (CaF2) and magnesium oxide 
(MgO) at 0.1 Hz
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behavior of CaF2, MgO and glass-ceramic 
substrates, which were used in the work. 
Evidently, all the substrates are good dielectrics 
with conductivity 10–15 ÷ 10–11 S/cm in the 
measured temperature interval. However, the 
electrical conductivity of the CaF2 substrate 
is strongly temperature dependent. With 
temperature increased by approximately 250 °C, 
the conductivity of CaF2 substrate increases by 
7 orders of magnitude due to calcium fluoride 
as an ionic conductor. Temperature behavior 
is well described by Arrhenius – Frenkel’s 
law. Temperature dependences of the own 
conductivities of magnesium oxide and glass 
ceramic substrates are much smaller.

B. Comparison of the Conductivity  
of Thin Films Grown on the Glass-ceramic 

Substrates and Bulk Single Crystal 

The frequency dependencies of La1–xSrxF3–x 
thin film conductivity are shown in Fig. 2, a; 
they are typical for all examined samples. They 
can be divided into three regions: 1 (low fre-
quency) – the region of conductivity increas-
ing due to lower accumulation of charge in the 
electrode regions with the frequency increase, 2 
(medium frequency) − frequency-independent 
regions and 3 (high frequency) is the univer-
sal dynamic response [1]. Analysing frequen-
cy-independent region, σ(ω) one can estimate 
the value of solid electrolyte DC-conductivity. 
However, such an assessment would be quite 

rough, more specifically DC-conductivity can 
be determined from the impedance hodograph 
(Nyquist diagram for the impedance, Fig. 2, b) 

'' ( ')Z f Z=  as 

dc

1
,

v

d
R S

σ =  

where d is the distance between electrodes; 
S – square of the end part of heterostructure 
under the electrode; Rv – resistance of solid 
electrolytes (intersection semicircle and real 
part of impedance ''Z ). The Nyquist’s plots 
of investigated samples consist of a semicircle 
and a sloped line, and this is typical for 
solid electrolyte systems [1].This type of the 
hodograph corresponds to the equivalent 
circuit, which consists of RC-chain with 
Warburg impedance (inset in Fig. 2, b) [14]. 
However, it characterizes the conductivity of 
the electro-chemical cell, which exists due to 
the conductivity of the film and conductivity 
of the substrate. The conductivity of the film 
can be calculated by subtracting the substrate 
conductivity. In our case, Kidner and co-
worker’s mathematical approach [15, 16] is 
used.

Figure 3 shows the dependence of the 
conductivity of La1–xSrxF3–x and bulk single 
crystals [2]. One can see that only pure LaF3 
is a good dielectric, and even at relatively low 
concentrations of impurities SrF2 ~ 1 ÷ 2 %,  
the conductivity of LaF3 increases by several 
orders of magnitude. Both curves exhibit a 

а) b)

Fig. 2. a – Frequency dependence of the conductivity of 240 nm thick La0.92Sr0.08F2.92 film at different 
temperatures; b – impedance diagrams of the same film at different temperatures.  

Inset in (b): equivalent circuit consisting of double electric layer capacity at the interface with the electrode Cv, the 
volume resistance of the film Rv, and the Warburg element W
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maximum of conductivity at ~ 5 % of the SrF2 
content. Conductivity of the films depending 
on the composition varies by four orders 
of magnitude, but the absolute value of the 
conductivity of the films is lower than the 
corresponding single crystal value [1, 2]. Such 
features can be explained by the imperfection 
of the crystal structure of obtained films grown 
at lower temperature glass-grained glass-
ceramic substrates. It is not unexpected that 
such films show lower conductivity due to their 
amorphous or polycrystalline structure.

Activation energies found from the 
dependence of Arrhenius – Frenkel and varying 
from 680 meV for pure LaF3 to 495 – 560meV 
for La1–xSrxF3–x solid solutions, quantitatively 
agree with the values of activation energy of 
the conductivity found in [1, 2]. It should be 
noted that within the error bars, these values 
correspond to the values of the activation 
energy of the diffusion process obtained from 
the analysis of Warburg impedance at the 
temperatures up to 400 K. This means that 
the conductivity at low temperatures may be 
related to the diffusion mechanism [1, 2]. It is 
observed that the activation energy in these solid 
solutions strongly depends on SrF2 content. 

C. LaF3 Thin Films on the CaF2 and Glass-
Ceramic Substrates 

Epitaxial growth of La1–xSrxF3–x films on 
CaF2 (111) substrates is possible. However, 

their electric properties are different from 
those of the films on glass-ceramic substrates 
(Fig. 4). The DC-conductivity of pure LaF3 on 
CaF2 (111) substrates is higher, and it is not 
possible to distinguish the individual properties 
of the film from the substrate ones within 
impedance spectroscopy method. It is possible 
that interdiffusion of the materials leads to the 
formation of a solid solution in the interface 
of substrate and film. In this case it can be 
assumed that the conduction occurs along the 
interface and solid solution at the interface is 
formed. This assumption is also confirmed by 
the fact that the conductivity and the activation 
energy of conductivity for La0.95Sr0.05F2.95 films 
on the two substrates differ a little. The highest 
conductivity among solid solutions based on 
LaF3 has 5 % SrF2 solid solution [2].

D. LaF3-SrF2 Heterostructures on MgO 
Substrates 

The in-plane conductivity of grown 
heterostructures with different layer thicknesses 
from 100 to 5 nm are measured by impedance 
spectroscopy. The temperature dependencies 
of DC-conductivity of several grown 
heterostructures are shown in Fig. 5; they obey 
Arrhenius – Frenkel’s law. The inset in this figure 
shows the energy activation behavior in studied 
samples. It is seen that the lowest activation 

Fig. 3. Concentration dependence  
of the conductivity at 400 K of the La1–xSrxF3–x 

thin films on the glass-ceramic substrates and the 
conductivity of bulk single crystals according to [2]

Fig. 4. 1, 3 – DC-conductivity of thin films  
of pure LaF3 and 5 % solid solution on  

the glass-ceramic substrates, respectively;  
2, 4 – DC-conductivity of thin films of pure LaF3 

and 5 % solid solution on the CaF2 (111)  
substrates, respectively
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energy is demonstrated by the heterostructures 
with N from 6 to 10 and it equals ~430 meV. 
The general shape of in-plane conductivity has 
a peak near N = 10 (20 nm per layer) for all 
measured temperatures (Fig. 6).

For the samples with N ≥ 20 (in which the 
thickness of each layer is less than 20 nm), grad-
ual modification of the hodograph shapes is ob-
served. Namely, the semicircle moves below the 
x-axis Re(Z) and the circuit can be described by 
equivalent circuit with CPE-element (constant 
phase element) and it has impedance 

* 0
cPe 0( ) cos sin ,

2 2
n

n

Z n n
Z Z j j

 π π     = ω = −     ω       
 

where 0 ≤ n ≤ 1. 
At n = 0 limit, *

cPeZ  does not depend on 
frequency and Z0 = R; when n = 1 value Z0 is 
inverse capacitance: 

Z0 = 1/C, 

*
cPe

1
Z

C
= −

ω
 [14].

Thus, semicircle displacement below x-axis 
by an angle φ satisfies 

φ = (1 – n) 90 °. 

In other words, the similar equivalent cir-
cuit broadens out of the Debay spectra  and it 
is described by Cole – Cole spectra [3, 4]: 

0( ) .
1 ( )nj

∞
∞

σ − σ
σ ω = σ +

+ ωτ

Deviation in Debay spectra for the samples 
N ≥ 20 is not pronounced and n ≈ 0.85 in the 
whole measured temperature range.

For comparison, Fig. 7 shows temperature 
behavior of planar thin film conductivity of pure 
LaF3, SrF2 and based on them La1–xSrxF3–x solid 
solution with x = 0.05 and x = 0.5. The DC-
conductivity of pure SrF2 is estimated above 
500 K only; its activation energy is 770 meV.  
The La0.95Sr0.05F2.95 solid solution has the 
highest conductivity among all the possible 
combinations of solid solutions LaF3 + SrF2 [2], 
and in our case it has high conductivity with 
low activation energy ~420 meV. According 

Fig. 5. Temperature behavior of the planar  
conductivity for several heterostructures, where N 

is the number of the layers.  
The inset is the activation energy of the samples taken 

from Arrhenius – Frenkel’s law

Fig. 6. Dependencies of conductivity of the hetero-
structures from the number of layers for different 

temperatures (total thickness is 200 nm)

Fig. 7. The temperature behavior  
of the in-plane conductivity of SrF2 films and 

the La1–xSrxF3–x solid solutions (x = 0.05 and 0.5) 
grown on MgO (100) substrates.  

The thickness of all the films is 200 nm
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to [3], the 50 % solid solution of La0.5Sr0.5F2.5  
must have two different mixed phases: LaF3 and 
defect cluster with SrF2, separately. However, 
it was expected that it would be seen on the 
hodograph of impedance as a combination 
of two semicircles (two different processes of 
conductivity), but it is not observed in our case. 
RHEED does not show the characteristics 
associated with this fact, the diffraction patterns 
of the 50 % solid solution are not qualitatively 
different from the diffraction pattern of the  
5 % solid solution.

Thus, the values of all the investigated planar 
DC-conductivities of the heterostructures are 
in the range of the conductivities of pure LaF3 
and La0.95Sr0.05F2.95 solid solution. Therefore, 
one can assume the existence of thin interface 
layers enriched by F– ions.

IV. Conclusion

The planar conductivity of La1–xSrxF3–x  
(x = 0 ÷ 0.24) solid solution films with 
thicknesses from 40 to 260 nm grown on glass-
ceramics, Al2O3, CaF2 (111) and MgO (100), 
as well as heterostructures with alternating 
LaF3-SrF2 layers and total thickness of 200 nm 
grown on MgO (100) substrates were studied by 
the method of impedance spectroscopy at the 
temperatures ranging from room temperature to 
300 °C and at frequencies from 10–1 to 106 Hz.

The highest conductivity is observed for 
La0.95Sr0.05F2.95 films and it is hardly depends 
on the type of used substrates. However, 
the properties of pure LaF3 on CaF2 (111) 
and other substrates studied in this work are 

different. It may be due to the fact that the 
CaF2/LaF3 interface consists of a layer of solid 
solution which has been created by diffusing 
both components into each other.

The highest conductivity among grown on 
MgO (100) heterostructures is observed for the 
structures with N = 10, which corresponds to 
the thickness of 20 nm per each layer. This 
sample with 10 ordered layers of LaF3-SrF2  
demonstrates conductivity by one order of 
magnitude higher than that of 50 % solid 
solution. Also, deviation from Debay spectra is 
observed in the samples with N > 20, it can be 
the result of strong mechanical stresses in the 
heterostructures.

The activation energies were evaluated 
from the temperature dependencies of the 
DC-conductivities of the films according to 
Arrhenius – Frenkel’s law. The activation 
energies for solid solutions are ~495 – 560 meV  
and ~700 meV for pure LaF3 film. The 
activation energies of heterostructures have the 
lowest values at N from 6 to 10, and they are  
~430 meV, which is comparable to the activation 
energy for 5 % solid solution.
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SURFACE POLAR NANOREGIONS STRUCTURE OF POTASSIUM 
TANTALATE DOPED WITH LITHIUM OBTAINED AT CRYOGENIC 
TEMPERATURES USING PIEZORESPONSE FORCE MICROSCOPY 

TECHNIQUE

С.О. Лукьянов, Н.В. Андреева, С.Б. Вахрушев, 
А.В. Филимонов, М.К. Вюрц, Л. Риссинг

ПОВЕРХНОСТНАЯ СТРУКТУРА ПОЛЯРНЫХ НАНООБЛАСТЕЙ  
ТАНТАЛАТА КАЛИЯ, ДОПИРОВАННОГО ЛИТИЕМ, ПОЛУЧЕННАЯ  

ПРИ КРИОГЕННЫХ ТЕМПЕРАТУРАХ С ПОМОЩЬЮ МЕТОДА СИЛОВОЙ 
МИКРОСКОПИИ ПЬЕЗООТКЛИКА

In the present work we have used a piezoresponse force microscopy (PFM) technique for the study 
of the polar surface structure of potassium tantalate single crystal doped with Li+ ions (KLT-3 %) at 
low temperatures. The results of our measurements confirmed the existence of polar nanoregions in the 
temperature range of 10 – 80 K. We obtained a temperature evolution of the nanoregions and estimated their 
dimensions. Resolving polar nanoregions structure of KLT-3% crystal in zero-field heating after zero-field 
cooling regime could indicate the existence of ferroelectric phase transition in this material.

RELAXORS, POTASSIUM TANTALATE DOPED WITH LITHIUM, LOW TEMPERATURE 
PIEZORESPONSE FORCE MICROSCOPY.

В настоящей работе мы использовали методику силовой микроскопии пьезоотклика для изуче-
ния полярной структуры поверхности монокристалла танталата калия, допированного ионами лития 
Li+ (KLT-3%) при низких температурах. Результаты наших измерений подтвердили существование 
полярных нанообластей в температурном диапазоне 10 – 80 K; мы также проследили температур-
ную эволюцию нанообластей и оценили их размеры. Разрешение структуры полярных нанообластей 
кристалла KLT-3% в режиме нагрева без поля после охлаждения в присутствии поля могло бы сви-
детельствовать о сегнетоэлектрическом фазовом переходе в этом материале.

РЕЛАКСОРЫ; ТАНТАЛАТ КАЛИЯ, ДОПИРОВАННЫЙ ЛИТИЕМ; НИЗКОТЕМПЕРАТУР-
НАЯ СИЛОВАЯ МИКРОСКОПИЯ ПЬЕЗООТКЛИКА.

I. Introduction
Nowadays, new prospective functional ma-

terials are demanded as our science and tech-

nologies are being improved. One of the most 
interesting materials by now is potassium tan-
talate. Known as KTO, potassium tantalate is 
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a quantum paraelectric. It has no ferroelectric 
phase in spite of continuous growth of dielec-
tric constant with decreasing temperature down 
to near 0 K [4]. As it is known, zero point 
fluctuations prevent completing a phase transi-
tion [4].

Doping of KTO with lithium alters its prop-
erties significantly. Lithium ions take place of 
potassium in a perovskite structure. KTO doped 
with lithium (KTL) shows dipole glass behavior 
at low temperatures [4]. This new material has 
a ferroelectric phase. It also demonstrates gi-
ant dielectric and piezoelectric constants and 
therefore can be useful for a great variety of 
applications in electronics, optoelectronics and 
electroholography for systems where absorption 
and refraction index are controlled by external 
electric field, and selectivity of wavelength and 
polarization of light is necessary.

NMR [1], pyroelectric [2], ultrasound [3] 
and X-ray diffraction [4] measurements confirm 
that Li ion occupies the off-center position 
which is shifted by 1.009 Å along one of the six 
equivalent [001] directions [5].

Measuring the temperature dependence of 
birefringence gave a critical lithium concen-
tration around 2.2 % [4]. Above the critical 
concentration, KLT undergoes a ferroelectric 
phase transition [2, 6, 7].

X-ray diffraction performed on a high 
resolution diffractometer evidences two steps of 
tetragonal deformation. First, small deforma-
tion appears at a Burns temperature Td (~100 K 
for KLT-2.6 %, and ~140 K for KLT-6.8 %). 
Second, significant deformation takes place at 
a ferroelectric transition temperature Tp (48 K 
for KLT-2.6 %, and 90 K for KLT-6.8 %). In 
a temperature region between Tp and Td (pre-
transitional region) polar nanoregions appear 
and second harmonic generation microscopy 
shows no macroscopic polarization. Neutron 
scattering confirms these observations [4].

One of the most important characteristics 
of KLT – remarkable dielectric dispersion in 
a low frequency range – is thought to origi-
nate from the existence of polar nanoregions 
(PNR) which appear at a characteristic tem-
perature (Burns temperature) higher than the 
peak temperature of the dielectric constant. 
The technique of second harmonic generation 
confirmed existence of PNR. But application 

of this method is limited by the minimal size of 
polar nanoregions under research.

The nature of polar state in a low tempera-
ture region is not clearly understood, and the 
mechanism of polar nanoregions appearance is 
not determined yet.

Piezoresponse force microscopy (PFM) tech-
nique can be a powerful tool for the investigation 
of PNR  distribution along the KLT surface.

II. Materials and Method

All the measurements were carried out on 
the 8 × 8 × 3 mm3 KLT single crystal grown 
by Czochralski technique . The concentration 
of doping Li+  ions was 3 %. KLT-3 % crystal 
was polished with Struers Tegramin-30 (Stru-
ers A/S, Denmark), chemically cleaned with 
isopropanol and rinsed with distilled water. The 
roughness of the sample surface was measured 
with atomic-force microscope (AFM) Nano-
DST (Pacific Nanotechnology, USA) and es-
timated over the topographical image of the 
surface 15×15 μm in size.  Obtained roughness 
of the sample surface was 15 nm. According 
to our preliminary PFM low temperature (LT) 
measurements on KLT samples, the quality of 
the crystal surface polishing influences signifi-
cantly the results due to the crosstalk of the 
topography and piezoresponse signals. So, we 
ensure the scratch-free deformation-free sur-
face of the KLT crystal by polishing it with 
oxide polishing suspension after usual for AFM 

Fig. 1. Topography of KLT-3 % single crystal 
taken at RT with Nano DST AFM
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application polishing with diamond suspension. 
The surface topography is depicted in Fig. 1. 
Presented image demonstrates complete ab-
sence of scratches remained after mechanical 
polishing with abrasive suspension like dia-
mond suspension.

The surface piezoresponse of the KLT-3 % 
crystal was measured using a cryogenic atomic-
force microscope AttoAFM I (Attocube Systems, 
Germany). The AttoAFM I microscope works 
by scanning the sample below a fixed cantilever 
and by measuring its deflection using a fiber 
based optical interferometer. A cryogenic AFM 
insert is combined with top-loading low vibra-
tion Helium-free cryostat. All measurements 
are done in He atmosphere under normal 
pressure condition. 

To implement PFM technique with 
AttoAFM I microscope, we use an external 
lock-in amplifier SR844 (Stanford Research 
Systems, CA) and a function generator FC120 
(Yokogawa Electric Corporation, Japan).  
The amplitude and frequency of external ac 
voltage were 3 V (peak-to-peak) and 63 kHz, 
respectively.  Controlling ferroelectric sample 
state was done under conditions of the tip-
surface local contact resonance. This allowed 
enhancing the piezoresponse from the surface 
by the cantilever Q-factor times [8]. All 
measurements were done in the temperature 
range of 10 – 295 K.

For measuring in PFM regime, we use soft 
n-type Si cantilevers (MicroMasch, Bulgaria) 
with the resonant frequency of 65 kHz,  
k constant of 0.5 N/m and tip curvature radius 
of 8 nm. Choice of a proper cantilever for PFM 
measurements was conditioned by a series of 
preliminary PFM LT measurements. These 
measurements indicated that stiff cantilevers, 
ensuring good tip-surface contact and thus 
usually preferred for PFM measurements, 
in our case damaged the crystal surface. 
Cantilevers covered with conducting layer 

did not provide a stable scanning in PFM 
regime apparently due to charge accumulation 
in a scanning process. The best results of LT 
PFM measurements were obtained with soft 
cantilevers without conducting coverage and 
with impurity conductivity. 

III. Experimental Results

According to the results of PFM 
measurements, polar domains with weak 
piezoresponse were found (Fig. 2) at LT on the 
KLT-3 % surface.  

Observed polar nanoregions (PNRs) were 
different in dimensions, shape and the direction 
of polarization. PNRs are mostly elongated, 
but almost equiaxial polar areas could be found 
as well among them. Dimensions of elongated 
PNRs varied in the range of 20 – 100 nm 
in width and of 0.1 – 1.5 μm in length. The 
diameter of the equiaxial regions is usually 
limited by the size of 50 nm.

The temperature evolution of surface 
piezoresponse was traced. According to the 
results of our measurements, we can conclude 
that PNRs are observed in the temperature 
range of 10 – 80 K. Below 40 K PNRs are 
uniformly distributed over the KLT surface 
(Fig. 3, a, b). At temperatures below 40 K a 
clear contrast in PFM amplitude and phase 
signal could be obtained, which is evident 
from well-determined localization of the PNRs 
and the absence of preferable direction of the 
polarization. 

At 40 K a significant reduction in the PFM 
contrast from PNRs was obtained; in some 
nanoregions drastic decrease in the intensity 
of piezoresponse signal from the center of the 
nanoregions could be seen. Above 80 K (Fig. 
3, c), the peizoresponse has vanished. The 
remnant PFM signal at 80 K is originated from 
the topographical crosstalk. Further temperature 
increase leads to evanescence of PNRs on the 
KLT-3 % single crystal surface (Fig. 3, d).

Fig. 2. Amplitude of piezoresponse signal from the surface of KLT-3 % taken at 15 K

.

.
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IV. Discussion 

According to our experimental results, 
PNRs are visualized with PFM technique 
on the surface of KLT-3 % single crystal in 
the temperature range of 10 – 80 K. These 
nanoregions are distributed homogeneously 
over the surface, their dimensions varying from 
15 nm to 1.5 μm. Comparison with the earlier 
results of polar structure investigation of KLT 
samples [4] lets us make a conclusion that 
the PNRs on the KLT surface are visualized 
without external field for the first time with 
PFM. In earlier works with SHG microscopy 
technique it was indicated that PNRs appeared 
on the surface of KLT-2.6 % after field cooling 
(FC) process at low temperatures. Thus it 
was supposed that the ground state of KLT is 
inhomogeneous, i. e. the polar phase coexists 
with non-polar cubic phase. Taking into account 
that in our measurements we resolved PNRs 
surface structure at  LT in the absence of field, 
it could be concluded that KLT-3 % undergoes 
a ferroelectric phase transition probably around 
T = 40 K. We cannot unambiguously identify 
the KLT state in the temperature range of 

40–80 K. Presumably, it could be considered 
as a cluster polar glass, but understanding the 
KLT-3 % phase in this temperature range 
further experiments is necessary. Our results are 
in a good agreement with those of temperature 
dependence of birefringence measured on KLT 
samples by W. Kleeman et al. and published 
in [9–11]. It was shown there that the critical 
Li+ concentration above which KLT undergoes 
a ferroelectric phase transition is 2.2 % in the 
temperature range of 40–50 K.

Using the PFM technique we could 
visualize the distribution of PNRs on the 
surface of KLT single crystal, characterize 
their dimensions and shapes and trace the 
temperature evolution of these PNR in the 
temperature range of 10–80 K. 

The work at SPbSPU was supported by Federal 
Program «Research and Development on High-
Priority Directions of Improvement of Russia’s 
Scientific and Technological Complex» for the 
years 2007–2013, Federal Program «Scientific and 
research and educational personnel of innovative 
Russia for 2009 – 2013» and by a grant of the  
St. Petersburg government.

а)

b)

Fig. 3. Piezoresponse from the KLT-3 % single crystal in the temperature range  
of 10 – 295 K: 15 K (a), 25 K (b), 85 K (c), 295 K (d).  

I – topography of the sample, II, III – phase and amplitude of piezoresponse signal from the surface of the sample   

I II III

I II III

I II III

I II III
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Determination of the glass transition temperature  
in polymer composites and systems

Е.Н. Лушин, Р.А. Кастро

ОПРЕДЕЛЕНИЕ ТЕМПЕРАТУРЫ СТЕКЛОВАНИЯ ПОЛИМЕРНЫХ  
КОМПОЗИЦИОННЫХ МАТЕРИАЛОВ И СИСТЕМ

The results of the study of the frequency dependence of the dielectric constant in a wide range of tem-
perature in tetrazole polymers are presented. It has been found that the temperature at which the dielectric 
constant changes sharply in all systems is the glass transition temperature.

TETRAZOLE POLYMERS, GLASS TRANSITION TEMPERATURE, DIELECTRIC RELAXA-
TION.

Представлены результаты исследования частотной зависимости диэлектрической проницаемо-
сти в широком интервале температур в тетразолсодержащих полимерах. Обнаружено, что темпера-
тура, при которой происходит смена характера зависимости обратной величины диэлектрической 
проницаемости от температуры, для всех изученных нами систем совпадает с их температурой сте-
клования.

ТЕТРАЗОЛСОДЕРЖАЩИЕ ПОЛИМЕРЫ, ТЕМПЕРАТУРА СТЕКЛОВАНИЯ, ДИЭЛЕКТРИ-
ЧЕСКАЯ РЕЛАКСАЦИЯ.

The physical properties of the polymer in 
glass state are significantly different from the 
same properties in rubbery state. The conven-
tional boundary between these two states is the 
glass transition temperature Тg , which is the 
most important characteristic of amorphous 
polymers introduced by Uberrighter. Under 
the glass transition temperature we mean the 
temperature under which the viscosity of the 
polymer is no less than 1012 Pa·s. This tem-
perature is also understood as the temperature 
below which the motion of chain segments of 
polymer molecules is «frozen» [1].

There are many methods of experimental 
determination of glass transition temperature. 
The measurement of mechanical and dielec-
tric loss is among them. The use of the dielec-
tric method can be sometimes difficult because 
measuring the temperature-frequency depen-
dence of the dielectric loss in low-frequency 
region can cause certain problems. That is why 

it is important to expand the possibilities of di-
electric spectroscopy method to determine Тg. 
This paper suggests using the temperature de-
pendence of the inverse value of the dielectric 
permeability (1/ε1) as a criterion to estimate 
the value of Тg.

Fig. 1. The temperature dependence of the specific 
volume of amorphous solids
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According to the model suggested by the 
authors [2], the temperature dependence of the 
inverse value of dielectric permeability has a 
linear character. It is experimentally obtained 
that for many polymer systems in the depen-
dence (1/ε1) = f(T) there are at least two re-
gions which correspond to the system being in 
glass and rubbery state respectively. It means 
that on condition of certain critical tempera-
ture, there is a change in the character of the 
temperature dependence of (1/ε1). The same 
temperature dependence is also observed for 

polymer density (ρ~1/V) (Fig. 1). That is why 
the temperature dependence 1 / 'ε  can be used 
to determine glass transition range.

The dielectric measurements were carried 
out using an impedance analyzer ALPHA-N 
Analyzer from Novocontrol Technologies, 
covering a frequency range from 0.1 Hz to  
1 MHz and working at different increas-
ing temperature steps from 173 up to 523 K.  
A drop of the polymer mixture with two silica 
spacers of 50 µm thickness was placed between 
two gold plated electrodes (20 mm of dia- 

A comparison between experimental data of this work and from literature

Number of sample
Compound composition 

(Polymer-plasticizer- 
[modifier]- hardener)

Tg  (1/ε' = f(T)) Tg  from literature

K

1
(MPVT-A) (DMF) 

[KNO3(55%)] (TON-2)
310 310 [3]

2
(MPVT-A) (DMF) 

[KCl(70%)] (TON-2)
326 326 [4]

3
(MPVT-A) (DMFA) 

(MeO-TON)
328 329 [5]

4
(MPVT-A)  (DMFA) 

(TON-2)
324 325 [5]

5
(MPVT-A) (DMFA) 

(Dur-TON)
327 –

(TON-2) – 2,4,6-triethylbenzene-1,3-dicyanobenzene-di-N-oxide
(MeO-TON) – 3,6-methoxy-1,4-dicyanobenzene-di-N-oxide
(Dur-TON) – 2,3,5,6-methyl-1,4-dicyanobenzene-di-N-oxide
(DMFA) – dimethylformamide C3H7NO
(DMF) – dimethylphthalate C10H10O4 

Fig. 2. Temperature dependences of the inverse of the dielectric constant of the sample #1 (a) and #3 (b)

а) b)

DMF
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meter) of a parallel plate capacitor. The sample 
cell was mounted on a cryostat and exposed to 
a heated gas stream being evaporated from a 
liquid nitrogen Dewar. The temperature con-
trol was performed within ±0.5 K, using the 
Novocontrol Cryosystem. Novocontrol GmbH 
supplied all these modules.

For polymer composite materials based on 
poly-N-methylalil-5-vinyltetrazol (MPVT-A) 
with the modifier KNO3 (55 %), the glass 
transition temperature is Tg = 310 K (Fig. 2, a)  
(the critical temperature is 310 K); for  
MeO-TON, the glass transition temperature is  
Tg = 328 K (Fig. 2, b) (the critical temperature 
is 329 K). The experimental results we obtained 
can allow us to conclude that for a broad class of 
systems this critical temperature coincides with 
the glass transition temperature (see Table).

The first region is characterized by the abrupt 

decrease of 1 / ' .ε  Such significant changes of 
the temperature dependence of the dielectric 
parameters are connected with the main ther-
mal transition from glass state to rubber state 
(or vice versa). The second region corresponds 
to rubbery state. The analysis of the temperature 
dependence shows that this region is character-
ized by the smooth decrease of the value 1 / 'ε  
and the curve flattens out to the steady plateau.

The temperature under which there is a 
change in the character of the temperature 
dependence of the inverse value of dielectric 
permeability for all the systems we studied co-
incides with their glass transition temperature.

Thus, the measurement of 1/ε1 temperature 
dependence can be used as a new alternative 
method to determine Tg for polymer systems 
and composites.
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Dielectric spectroscopy as THE means of diagnostics  
of electronic states of sillenits

А.В. Ильинский, Р.А. Кастро, Л.А. Набиуллина,  
М.Э. Пашкевич, Е.Б. Шадрин

Диэлектрическая спектроскопия как средство  
диагностики электронных состояний силленитов

The physical parameters of impurity centers of Bi12SiO20 crystals have been determined by the dielectric 
spectroscopy method.

dielectric spectroscopy, sillenites, thermo-stimulated currents.

Методом диэлектрической спектроскопии определены физические параметры примесных цен-
тров кристаллов Bi12SiO20.

диэлектрическая спектроскопия, силлениты, термостимулированные 
токи.

I. Introduction

Sillenite crystals have been drawing the 
attention of scientists for a long time. It is due 
to the unique physical properties of sillenites: 
easiness of the synthesis of big crystals, high 
optical transparency in visible and near infrared 
ranges, high dark resistance and photosensitivity, 
high electro-optical (EO) effects, and big 
optical rotatory power. It is possible to use 
sillenites for recording, processing and storage 
of an optical information, including recording 
holograms [1].

In recent times, the attention of scientists 
has been concentrated on the research of 
magneto-optical properties of sillenites [2, 3]. 
Nonlinear properties of Faraday and magneto-
optical Kerr effects in undoped Bi12SiO20 have 

been found out. The results of these researches 
are interpreted with the use of electro-magneto-
gyration model. The electro-gyration part of 
common effects is caused by the formation of 
the internal electric field induced by optical 
orientation of spins. It has been shown that 
magnetism of not lone-electron pair of Bi-
O-heptahedron in crystal lattice brings the 
contribution to total optical rotatory power. In 
connection with this creation of the algorithm 
of the express-analysis of optoelectronic 
parameters of sillenites is very topical.

The proposed paper is devoted to the express 
analysis of B12SiO20 (BSO) crystals by dielectric 
spectroscopy methods. These methods are 
widely applied by research of temperature and 
light influence on physical properties of many 
materials [4, 5].
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II. Samples and the Technique  
of the Experiment

Investigations were provided on undoped 
BSO samples which had been grown by 
Chokhralsky method. The sizes of the samples 
were 10×10×1 mm. Dark specific resistance was 
1013 Ω⋅m. Researches of dielectric spectra and 
thermo-stimulated currents (TSC) were carried 
out with the use of dielectric spectrometer 
«Alpha-Beta Impedance Analizer» produced 
by the Novocontrol Technologies firm. The 
temperature T of the sample during the  
TSC-measurements at frequencies of  
10 Hz and 100 Hz changed from –50 °С up to 
+150 °С with the constant speed of 5 °С/min. 
Furthermore, the measurements of temperature 
and frequency dependences of a dielectric loss 
tangent, and also of the real and imaginary parts 
of the dielectric constant in the range from 
10–2 to 105 Hz were made. The sample was 
located between the facings of the condenser. 
The amplitude I0 of a current through the 
sample was measured at the application of 
a sine voltage U(t) to the sample. The phase 
difference ϕ between oscillations U(t) and I(t) 
was measured, too. With the use of a special 
converter, these data were transformed into the 
data on physical characteristics of the sample, 
using computer programs developed by the 
Novocontrol Technologies firm.

During the analysis of the experimental data 
it was assumed that the equivalent circuit of the 
crystal was parallel connection of the resistance 
Rx and electrocapacity Cx of the sample. At the 
initial stage the values of the real and imaginary 
parts of the dielectric constant were calculated 

using the following formula:
2 1/2

0 0 0'  tg / [(1 tg ) ];  

"  = ' / tg ,

I C Uε = ϕ + ϕ ω

ε ε ϕ

where ω is the registration frequency, and C0 is 
the capacity of the empty measuring cell. 

It was possible to calculate, at the subsequent 
stage, the value of Maxwell relaxation time 

m ' / '' .x xR Cτ = = ε ε ω

At  the last stage the values of m 0/ 'xR C= τ ε  
and m /x xC R= τ  were calculated.

III. Results of the Experiment

Measurements were carried out on the 
samples prepared in an ordinary way, and this 
guaranteed the reproducibility of the results. 
Namely, at first the sample was heated up 
from the room temperature to +150 оС with 
the purpose of emptying the traps of various 
types. After that the sample was cooled up to 
–50 °С, and after that it was illuminated during 
20 min with photoactive light (λ = 470 nm) of 
constant intensity. Further, the sample was kept 
in darkness without illumination for 20 min  
to except the influence of activity of super 
shallow traps. After that the measurements of 
electric parameters of the sample were carried 
out at heating with a constant speed of 5 °С/min  
in the range from –50 °С to +150 °С.

The temperature dependences of the 
conductivity and dielectric loss tangent of BSO 
samples at the frequencies of 100 Hz and 10 Hz  
are shown in Fig. 1, a and b, accordingly. 
In Fig. 2, a and b, the dielectric spectra  
at temperature 0 °С of not illuminated and 
illuminated samples are shown.

Fig. 1. Temperature dependences of conductivity σ (left) and dielectric loss tangent tg φ (right) 
of BSO-samples at 100 Hz (a) and 10 Hz (b) frequencies
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а

b

The temperature dependence of Maxwell 
relaxation time of preliminary illuminated BSO 
samples is shown in Fig. 3.

In Fig. 1, a and b, in the range from –50 °С  
up to +15 °С, we can see two TSC maxima at 
the temperatures of −40 °C (233 K) and −2 °C 
(271 K).

The comparison of Fig. 1, а and b shows 
that the change of the frequency of registration 
from 10 Hz to 100 Hz does not lead to the 
maxima parameters changes. The reason is 
that small concentration of free electrons n(t) 

in a conductivity band at TSC measurement is 
realized. Under these conditions the Maxwell 
relaxation time τM is very large and is fixed in 
the range from tens up to hundreds of seconds. 
That is why the working frequencies of 10 Hz 
and 100 Hz used in our research are many times 
more than the value 1/τM and, consequently, the 
deduced results of TSC measurements reflect 
the undistorted value n(t). Such conclusion is 
confirmed by the comparison of the dielectric 
spectra of Fig. 2, а and b obtained before 
and after photoactive illumination. Namely, 
only at the frequencies less than one Hertz, 
the influence of illumination on the dielectric 
spectrum is observed.

IV. Discussion of the Results

A. Qualitative Model

BSO crystal is a high-resistance 
photoconductor, electrooptical (EO) properties 
of which allow observing evolution of spatial 
charge area in the volume of crystal [6]. In  
Ref. [6] the evolution of a spatial charge zone 
of BSO crystal after photoactive illumination 
was observed. On the basis of this information 
we can say the following.

It is known [1] that in the gap of BSO crystals 
there are levels of traps and levels of the deep 
recombination centers. We have experimentally 
found out two TSC maxima. For this reason, 
at the analysis of our experimental results we 
consider the energy circuit (Fig. 4) that has 
two levels of tr1 and tr2 traps and one deep 
recombination R level.

According to executing the algorithm of our 
experiment, preliminary warming the sample 
up to 150 °С led to full emptying the traps and 
to the recombination of electrons with holes on 
R centers. Heating up to 150 °С, cooling of the 
sample in darkness up to −50 °C and keeping 
the sample at −50 °C without illumination 
provided reproducibility of the results.

Illumination of a BSO sample with 
photoactive light (λ = 470 nm) at low 
temperatures (–50 °С) within 20 min caused 
the transitions of electrons from the R centers 
through the gap to the traps (Fig. 4, а). 
Subsequent keeping the sample in darkness 
fixed metastable quasi-equilibrium station at 
which the concentration of electrons in the 

Fig. 2. Spectra of the conductivity σ  
and dielectric loss tangent tg φ of BSO-samples  

at 0 °С obtained before (а) and after  
(b) photoactive illumination

Fig. 3. Temperature dependence of Maxwell  
relaxation time of BSO-samples 
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conduction band was small. For this reason, 
when an external alternate voltage was applied 
to the crystal, the registered current was small 
too. By rising the temperature at constant 
speed b = 5 °С/min, the shallow tr1 traps were 
ionized at first. It generated charge carriers in 
a conduction band and that is why a thermo-
stimulated current (TSC) is now visible. 

Initial range of TSC maximum was gene-
rated by approaching kТ (k – Boltzmann 
constant) to the ionization energy (Еi1) of tr1  
traps. According to electrooptical data [6] for 
tr1 traps, the drift of free electrons in an external 
electric field is accompanied by effective 
reoccupation and weak recombination processes 
(see Fig. 4, b). It provided in EO experiments 
the expansion of the spatial charge area. Such 
expansion is typical for strong reoccupation of 
the traps by electrons at weak recombination 
processes. By continued rise of the temperature, 
the recombination processes empty the tr1 
centers despite effective reoccupation and cause 
the decrease of TSC with the formation of low 
temperature TSC maximum. Shallow tr1 traps 
are empty. It is necessary to notice that tr2 
traps remain filled with electrons.

Ionization of electrons from deep tr2 traps 
begins with continued rise of temperature. It 
creates high-temperature TSC maximum. For 
tr2 traps, in contrast to tr1 traps, reoccupation 
of carriers is small (Fig. 4, с). It is established 

in electrooptical experiments [6]. Namely, for 
tr2 traps, narrowing the spatial charge area was 
observed [6], but an expansion did not appear.

B. Mathematical TSC Description 

According to our model, the results of TSC 
measurements are described by the system of 
equations (1). The system (1) describes the 
change of electronic concentration in conduc-
tion band n(t) and electrons concentration ntr(t) 
in the traps. The temperature Т is fixed. We 
can write: 

dn(t)/dt = Antr(t) – Bn(t) – Cn(t);

dntr(t)/dt = Bn(t) – Antr(t).

Here А = 1/τT is the probability of thermal 
ionization of the traps, B = 1/τtr – the probability 
of the capture of a free electron by a trap,  
C = 1/τR is the probability of recombination of 
free electrons with holes on the R centers. 

Generally, the system (1) has an analytical 
solution with the initial conditions ntr(0) = ntr0 
and n(0) = n0, and at the assumption that A, B, 
C do not depend on time:

ntr(t) = [(ntr0λ2 – Bn0 + Antr0)/(λ2 – λ1)]exp(λ1t) + 

+ [(Bn0 – ntr0 – Antr0)/(λ2 – λ1)]exp(λ2t); 

n(t) = [(ntr0λ2 – Bn0 + Antr0)/(λ2 – λ1)] ×  
× [exp(λ1t)](λ1 + A) + [(Bn0 – ntr0 –  
–Antr0)/(λ2 – λ1)][exp(λ2t)](λ2 + A), 

where 

λ1 = (1/2){–(A + B + C) + 
+ [(A + B + C)2 – 4AC]1/2}; 

λ2 = (1/2){–(A + B + C) –  
– [(A + B + C)2 – 4AC]1/2}.

In a limiting case, when strong reoccupation 
of carriers is small, that is at В >> C (τR >> τtr), 
the system (1) becomes simpler. In initial range 
of a TSC maximum, its solution looks:

n(T) = ntr(0)τtr/τT = ttrωTntr(0) exp(–Ei/kT),

where 1/τT = ωTexp(–Eι /kT).
The formula (2) does not describe completely 

the form of TSC maximum. The reason for this 
is that the neglect of recombination processes 
is powerless at the top and slope of a TSC 
maximum.

Fig. 4. The scheme of the levels of local centers in 
BSO: а – preliminary illumination of the sample  
at low temperature Т = −50 °С; b – the scheme  
of electronic transitions in the range of the first 

(low temperatures) TSC-maximum; с – the 
scheme of electronic transitions in the range of the 

second (high temperatures) TSC-maximum

(1)

(2)
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а)
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In the other limiting case at strong 
recombination С >> B (tR << ttr) without 
reoccupation processes, the system of Eq. (1) 
becomes simpler too. With the assumption  
t = (T – T0)/b, (b is the speed of heating), the 
expression for electronic concentration in the 
conduction band looks like

n(T) = (τR/τT)ntr(0)exp[–(T – T0)/(bτT)].

The system of Eq. (1) has the generally 
analytical solution with the assumption, as has 
already been told, that probabilities A = 1/τtr,  
B = 1/τT, C = 1/τR do not depend on time. This 
solution allows performing the full description 
of the process of TSC occurrence. The 
comparison of the theory with the experiment 
can be performed with the use of computer 
software packages. However, at the initial stage 
of processing of the results, it is reasonable to 
use the expressions (2) and (3).

C. Processing the Experimental Results

Fig. 5 shows the result of definition Ei in 
initial temperature ranges of TSC maxima. 
The low temperature maximum 1 accords with 
the case of a strong reoccupation of electrons 
by shallow tr1 traps and small recombination 
probability of electrons on the R centers. Thus, 
it corresponds to the case of deep tr2 traps 
inaction. For the low temperature maximum 1, 
from expression (2) it follows that 

ln[n1(T)] = −Eitr1/kT + ln[τtr1ωTntr1(0)]. 

Using Arrenius coordinates leads to 
linearization of the initial range. By means 
of the tangent of an angle of inclination of a 
linear site we determine the ionization energy 
of shallow traps Ei1 = 0.35 eV. The high-
temperature maximum 2 accords to the case 
of thermal ionization of deep tr2 traps. After 
ionization from tr2 traps, electrons recombine 
with holes on R centers. Repeated capture of 
electrons on tr2 traps is absent. Shallow traps 
tr1 are completely empty.

The analysis of the initial range of the 
second TSC maximum gives 

ln[n2(T)] = −Ei2/kT + ln[τRωTntr2(0)]. 

In Arrenius coordinates, we determine 
energy Ei2 of the ionization of tr2 traps:  
Ei2 = 0.53 eV. Notice that the methods of 

defining Ei in the initial range of TSC maxima 
accord with the methods described in Ref. [5].

The method of the analysis of an initial 
range allows estimating the relation of prob-
abilities B = 1/τtr and C = 1/τR. Actually, from 
the Eq. (2) and (3) in view of crossing points 

1ln[ ( )]n T → ∞  and 2ln[ ( )]n T → ∞  by the lin-
ear sites of an ordinates axis (1 / 0),kT →  we 
have the following: 

ln[n1(T)] – ln[n2(T)] = ln[τtr1ωTntr1(0)] – 
– ln[τRωTntr2(0)] = 2.4. 

From here follows С/В = τtr1/τR = 3. The 
relation ntr1(0)/ntr2(0) of degrees of initial filling 
the tr1 and tr2 traps at illumination is equal 
to 3. This value is determined using the area 
relation covered with 1 and 2 TSC maxima.  
τtr1/τR parameter derived in such measurements 
is important for the estimation of optoelec-
tronic properties of sillenits. This parameter 

(3)

Fig.5. Definition of Ei (ionization energy)  
of the impurity centers (traps) in BSO crystals by 

TSC method on the base of dielectric spectroscopy 
data for frequencies100 Hz (а) and 10 Hz (b)
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directly reflects mutual ability of the impurity 
centers to capture electrons.

V. Conclusion

In the present work we demonstrate the 
possibility of application of dielectric spectros-
copy to estimating Maxwell relaxation time of 
high-resistance semiconductors with the use 

of ε(ν) and tg φ spectra. It is shown that the 
reasonable choice of frequency of registration 
allows determining key parameters of impurity 
centers. The algorithm of starting preparation 
of the samples, excluding the distortion of the 
data is developed. It is essentially important in 
the area of using sillenits as sensors of physical 
parameters.
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A Dipole moment and conformations  
of poly-N-vinylpyrrolidone and OF its complex  

with C60 fullerene in aqueous solutions

Т.П. Степанова, Т.Д. Ананьева,  
Е.Д. Карпенко, В.М. Капралова

ДИПОЛЬНЫЙ МОМЕНТ И КОНФОРМАЦИОННЫЕ СВОЙСТВА  
ПОЛИВИНИЛПИРРОЛИДОНА И ЕГО КОМПЛЕКСА  

С ФУЛЛЕРЕНОМ C60 В РАСТВОРЕ В ВОДЕ

The study of temperature dependences of dipole moments and conformational properties of poly-N-
vinylpyrrolidone (PVP) and polymer complex of PVP with C60 fullerene (PVP + FC60) was carried out in 
dilute aqueous solutions at 293–313 K. It was shown that dipole moment values for PVP and PVP + FC60 
were 24–32 D and 18 D, correspondingly. The presence of the molecular group –N–C=O in each monomer 
unit near the macromolecule backbone promotes the formation of helical blocks in macromolecular coils. 
In external electric field, the non-alternating projections on the direction of this field and on the vectors 
connecting the neighboring segments of the macromolecule appear. It was demonstrated that the changes 
in the characteristics of the dielectric polarization could be explained by structuring in the coils of PVP and 
PVP + FC60 in aqueous solutions.

Dielectric permittivity, Dipole moment, Helical blocks in coils, 
Association, Solution.

Проведено исследование дипольных моментов поли-N-винилпирролидона (ПВП) и на его 
основе полимерного комплекса с фуллереном С60 (ПВП + С60). Показано, что значения дипольного 
момента ПВП и ПВП + С60 в водных растворах в условиях бесконечного разбавления велики и со-
ставляют 24 – 32 Д и 18 Д (Т = 293 – 313 K) соответственно. Анализ экспериментальных результатов 
указывает на специфические конформационные свойства макромолекул исследованных полимеров. 
Наличие молекулярной группы –N – C = O в каждом мономерном звене у хребта макромолеку-
лы обусловливает возникновение спирализованных блоков внутри макромолекулы. В этом случае 
во внешнем электрическом поле возникает неальтернирующая составляющая дипольного момента 
на направление спирали. Суммарный эффект векторного сложения этих дипольных моментов и 
взаимоориентация спирализованных блоков в статистическом клубке определяют высокие значения 
дипольных моментов ПВП и ПВП + С60 в водных растворах.

Диэлектрическая проницаемость, Дипольный момент, Спирализован-
ные блоки, Ассоциация, Раствор.

Polyvinylpyrrolidone (PVP) is known to be 
one of amphiphilic polymers which are inclined 
to self-organization into various aggregates in 

both polar and non-polar environment [1]. 
Stable aggregate formation in the solutions of 
amphiphilic polymers is due to hydrophobic 
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and ionic interactions resulting in H-bonds, 
charge transfer complexes, coordination 
complexes, etc. PVP ability to form complexes 
as well as its other physical, chemical and 
biological properties make this polymer suitable 
for technological and biomedical applications. 
PVP structural formula is given in scheme. The 
PVP solubility in water is mostly due to the 
lactam cycle.

Recently, the synthesis of PVP with 
biological or technogenic inclusions of 
macromolecular scale has been described, 
and the main attention was paid to PVP and 
fullerene C60 (FC60) complexes using in medical 
applications. The use of fullerenes in medicine 
faces significant difficulties because of their 
almost total water insolubility, though it could 
be overcome by using fullerene non-covalent 
complexes with water soluble polymers like 
PVP. In this case, the electronic structure and 
therefore the properties of fullerene molecular 
clusters are disturbed minimally in contrast to 
covalent bonding. It is obvious that physical 
and chemical properties of non-covalent 
complexes are determined by the proportion 
of fullerenes and polymer in the complex [2]. 
It is well-known that fullerene molecule has a 
form of truncated icosahedron with the surface 
consisting of hexagons and pentagons connected 
by single and double bonds. The molecule FC60 
diameter is shown to be approximately 10.2 Å 
[3].

The purpose of the present paper is to 
investigate and compare the dipole moments 
and conformational properties of PVP and  
PVP + FC60 complexes in aqueous solutions 
under the conditions of infinite dilution.

To produce the PVP + FC60 complex, PVP 
with molecular mass of 24000 produced by 
«Fluka» and C60 fullerene from the company 
«Fullerene technologies» (St.-Petersburg) 
with fullerene content of 99.5 % were used 
[4 – 7]. PVP used for this work is the white-

yellow powder with softening temperature as 
high as 160 °C, density d20 = 1.9 g/cm3 [1] and 
refraction index nD20 = 1.58 (for a film).

The solutions of PVP in chloroform  
(50 mg/ml) and of fullerene in o-dichloro-
benzene (0.8 mg/ml) were mixed with the 
volume proportion 2 : 1, then the solvents 
were evaporated in vacuum at 35 – 40 °C, 
and the solid residual was dried. To remove 
free fullerenes, the solid residual was stirred 
into water and filtered through the filter paper. 
This procedure was followed by water vacuum 
evaporation at the same temperature.

Fullerene concentration in the complex was 
estimated by complex destruction in 2 mg/ml 
solution in the mixture of ethanol and toluene 
1 : 9. Fullerene concentration in the mixture 
of solvents was measured by UV spectroscopy 
method [7] and brought into correlation with 
PVP concentration.

The capacity of solution was measured 
in the cell with platinum electrodes [9] using 
measuring the bridge E7-12 at the frequency of 
1 MHz with the error of 0.001 pf. The capacity 
of the used cell was 4.53 pf. 

The solutions of PVP and PVP + FC60 in 
distilled water for further measurements were 
prepared using gravimetrical method.

Dipole moments of PVP molecules and  
PVP + FC60 complexes in aqueous solutions 
were estimated according to Buckingham 
theory of statistical polarization [8] for two-
component systems:

( )
2

12 12 1 12
12 1 12
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2 12

2 22
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1 1 2 2

( 1)(2 1) ( 1)(2 1)
3 2
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ε − ε + − ε +
− −

ε ε +

− ε +
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ε +

π = µ + µ 
 

Here ε is dielectric permittivity; n – re-
fraction index; V – molar volume, V = Mvs 
(vs – specific volume, М – molar mass); х – 
mole per cent, Т – absolute temperature, NA –  
Avogadro number, k – Boltzmann constant,  
μef – effective dipole moment (indexes 1, 2 и 
12 are for solvent, dissolved substance and so-
lution, accordingly).

N

CH

C O

CH2 )(
n

PVP structure

(1)

.
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According to the statistical theory of dielec-
tric polarization,

Μef
2 = μ2g,

where g is a correlation parameter for dipole 
moments orientation characterizing short-
range interactions; µ – dipole moment of a 
polar molecule related to its dipole moment in 
vacuum µ0 by

2

02

2 2 1
.

3 2
n

n
+ ε +

µ = ⋅ ⋅ µ
ε +

Dipole moments µ1ef and µ2ef were calcu-
lated graphically by extrapolation of the con-
centration dependence of summary orientation 
polarization S12 to infinite dilution:

2 2
12 1 1 2 2;ef efS x x= µ + µ

2 2 2
12 1 2 1 2( ) .ef ef efS x a bx= µ + µ − µ = +

Dipole moments (μ1ef)
2|x

2
=0 and (μ2ef)

2|x
2
=0 

were calculated using the parameters a and b 
by the equations

а = (S12)|x2=0 = (μ1ef)
2|x2=0;

2 2

2

2 212
2 10 0

2 0

;ef efx x
x

S
b

x = =
=

∂
= = µ − µ

∂

(μ2ef)
2|x2=0 = (μ1ef)

2|x2=0+b.

Taking into account that at infinite dilution 
ε12|x2=0 = ε1,dipole moments of the components 
1 and 2 were defined by
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Using the results of the measurement of 
permittivity and density of the water used as a 
solvent, the dipole moment of liquid water mol-
ecule µ was calculated by Onsager formula [8]:

2 2 2

2 2

4  ( )(2 )
.

3 3( 2)
ANn n

M kTn
πε − ε + ρ µ

= ⋅ ⋅
ε +

Here ε, n, ρ, M are dielectric permittivity, 
refraction index, density and molecular mass of 
water, respectively.

Refraction indexes of the polymer and sol-
vent were determined at fixed temperatures 

from the molar refraction RD by
2

2

1
.

2D

n M
R

n
−

=
ρ+

Molar refraction was taken as a sum of 
atomic refractions and bond increments [12].

PVP monomeric unit molecular mass and 
molecular refraction were estimated to be  
MPVP = 111 and RDPVP = 27.445. Molecular mass 
and molecular refraction of the hypothetical 
monomeric unit of PVP + FC60 complex were 
calculated as average values for a macromolecule 
containing PVP and FC60 in the proportion of 
0.8 mole % FC60 to 100g PVP. Also, using values 
МFС60 = 720, RDFС60 = 230.4 [3] for molecular 
cluster FC60, values for complex МPVP+FС60 =  
= 111.75 and RDPVP+FС60 = 29.773 were 
obtained.

(2)

(3)

(4)

(5)

(6)

(7a)

(7b)

(8)

(9)

(10)

Fig. 1. Dielectric permittivity concentration  
dependence of PVP (a) and PVP+FС60 (b)  

aqueous solutions at Т °С: 20(1); 25(2); 30 (3); 
35(4); 40(5)

а)

b)

(11)
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Dipole moment estimation total error was 
∆μ = ±0.05 D.

Dielectric permittivity concentration depen-
dences for PVP and PVP + FC60 aqueous so-
lutions in the temperature range of 20 – 40 °C  
are given in Fig. 1. Concentrations used are 
small enough (х2 ≤ 1.16·10–3 mole\mole and  
х2 ≤ 0.8·10–3 mole\mole respectively) to make 
it possible to extrapolate ε12 to infinite dilution 
situation and to apply dielectric polarization 
theories for dipole moment calculations.

Molar orientation polarization S12 values 
were calculated by (1) using permittivity (see 
Fig. 1), specific volume and refraction indexes  
(Table 1). As an example, Fig. 2 shows 
concentration dependences of S12 for aqueous 
solutions of PVP and PVP+FC60 at 25 °C. Values 

Fig. 2. Molar orientation polarization S12  
concentration dependence of PVP (1) and  
PVP + FС60 (2) aqueous solutions at 25 °C

Tab l e  2

Molar orientation polarization S12 temperature dependences for PVP and PVP + FC60 aqueous solutions

T °C
PVP PVP+FC60

x2 = 2.27·10–4 x2 = 8.14·10–4 x2 = 0.00116 x2 = 1.94·10–4 x2 = 3.87·10–4 x2 = 7.76·10–4

20
25
30
35
40

15.592
15.540
15.483
15.416
15.339

16.344
16.394
16.439
16.481
16.516

16.716
16.880
17.044
17.207
17.222

15.326
15.272
15.261
15.242
15.220

15.464
15.461
15.453
15.439
15.417

15.752
15.754
15.749
15.739
15.723

Tab l e  3

Dipole moment and Kirkwood factor of water in solutions of PVP and PVP + FC60

T °C Onsager 
factor (3)

PVP solution PVP + FC60 solution

(S12)|x2=0

(6)

μ1ef

(6)

μ1

(8)

Kirkwood 

factor (2)

(S12)|x2=0

(6)

μ1ef

(6)

μ1

(8)

Kirkwood 

factor (2)
20
25
30
35
40

1.254
1.253
1.253
1.252
1.251

15.327
15.216
15.097
14.967
14.879

3.91
3.90
3.89
3.87
3.86

3.12
3.11
3.10
3.09
3.08

2.88
2.86
2.84
2.82
2.81

15.182
15.126
15.113
15.093
15.067

3.89
3.89
3.89
3.89
3.88

3.10
3.10
3.10
3.10
3.10

2.85
2.84
2.84
2.84
2.83

Tab l e  1

Temperature dependences of water, PVP and PVP + FC60 characteristics 

T °C v1, cm
3/g n1

2 v2, cm
3/g n2 PVP

 2 n2 PVP+FС60
 2

20
25
30
35
40

1.0018
1.0030
1.0044
1.0060
1.0078

1.7778
1.7765
1.7750
1.7731
1.7712

0.8333
0.8343
0.8353
0.8363
0.8373

2.26579
2.26354
2.26139
2.26925
2.25711

2.40719
2.40411
2.40224
2.39978
2.39733

1

2
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of S12 at x2 = 0, increments of S12 concentration 
dependences and dipole moments per monomer 
unit for PVP and PVP+FC60 calculated by  
(2)–(9) are presented in Tables 2 – 4.

Dipole moments and Kirkwood factor 
temperature dependences of PVP and  
PVP + FC60 as well as of water and 
N-methylpyrrolidone (NMP) which is low 
molecular weight analog of PVP monomeric 
unit are compared in Fig. 3, 4.

It is significant that the values of dipole 
moments and Kirkwood factor for liquid water 
calculated according to Buckingham theory 
are in good agreement with earlier published 
values. Thus, calculated dipole moments are to 
be considered correct and adequate.

Dipole moment and Kirkwood factor 
temperature dependences were discussed in 
the previous paper [10]. Dipole moments 
of NMP in the water (4.12 D) and non-

polar solvents dioxane (4.06 D) and benzene  
(4.09 D) at 20 °C are close to each other within 
the experimental error confirming the fact that 
the NMP molecules do not disturb the local 
structure of water. The life time of hydrated 
shell seems to be too short to lead to significant 
polarization effects.

Dipole moments of macromolecules of 
PVP and PVP + FC60 are rather large being 
25 and 18 D, respectively. It can be seen from 
Fig. 3 that the dipole moments of PVP increase 
noticeably with temperature, then reach a 
plateau of approximately 30 D at 40 °C whereas 
the dipole moments of PVP + FC60 complex 
stay nearly constant. We suppose that the groups 
–N–C=O– located in each monomeric unit 
near the macromolecule main chain, mostly in 
trans-conformation, determine the formation 
of helical blocks stabilized by donor-acceptor 
interactions inside the macromolecular coils. 

Tab l e  4

Dipole moment and Onsager factor of PVP and PVP + FC60 in the water

T °C

PVP PVP+FC60

b = [∂(S12 ) 
/∂x2)]|x2=0

(7а)
μ2ef (7b)

Onsager 
factor (3)

μ2 (9)
b = [∂(S12 ) 
/∂x2)]|x2=0

(7а)
μ2ef (7b)

Onsager 
factor (3)

μ2 (9)

20
25
30
35
40

1213.2
1438.6
1668.9
1909.0
2017.4

35.05
38.13
41.04
43.86
45.08

1.412
1.411
1.410
1.410
1.410

24.8
27.0
29.1
31.1
32.0

733.2
817.3
827.3
842.0
853.0

27.37
28.85
29.02
29.28
29.46

1.456
1.456
1.456
1.456
1.456

18.79
19.82
19.93
20.11
20.24

Fig. 3. Dipole moment temperature  
dependence of  water (1, 2) (see also Table 3);  
N-methylpyrrolidone aqueous solution (3) [11]; 

PVP + FС60 (4) and PVP (5) (Table 4).

Fig. 4. Kirkwood factor g = μ2 / μ0
2 temperature 

dependence for water in solutions of PVP and  
PVP + FС60 at infinite dilution (1, 2); NMP (3) 
[11], PVP+FС60 (4) and PVP (5) in the water 

2 2( ) / ( )pol mong = µ µ

2 2
   0( ) / ( )water in the continuumg = µ µ

2 2
-   0( ) / ( )N MP in waterg = µ µ
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In this case, non-alternating projection of the 
–N+–C=O– group dipole moment on the helix 
axis appears in the external electrical field as 

depicted in Fig. 5 similar to the matter discussed 
in [15]. As the temperature rises, hydrophobic 
interactions tend to become stronger due 
to H-bonds of hydrophilic segments, and 
water molecules life time decreases. Further 
structuring inside the coil takes place because 
of the helical blocks orientation ordering. Large 
values of PVP and PVP+FC60 dipole moments 
in aqueous solutions are determined by induced 
dipole moments vectorial addition and helical 
blocks association.

Less values of PVP + FC60 complex dipole 
moment are caused by fullerene molecules 
implantation into macromolecular coils, which 
makes helical blocks formation more difficult. 
In the macromolecular coil of PVP + FC60, 
complex helical blocks seem to be shorter 
than in PVP macromolecules. Distinctive for 
fullerene, donor-acceptor interactions [16] 
with PVP monomeric units (so called lactam 
traps) lead to monomeric unit dipole moments 
compensation, helical blocks shortening and, 
thus, macromolecule dipole moment decrease. 
Coordination number of polar groups taking 
part in correlating orientation can be evaluated 
by Kirkwood factor (see Fig. 4) as approximately 
3 for liquid water, approximately 1 for liquid 
NMP or NMP aqueous solution, 36 for PVP 
and 24 for PVP + FC60 infinitely diluted 
aqueous solutions.
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ИЗЛУЧЕНИЕ БЛИЖНЕГО И ДАЛЬНЕГО ИНФРАКРАСНОГО ДИАПАЗОНА 
ИЗ КВАНТОВЫХ ЯМ GaAs/AlGaAs ПРИ МЕЖЗОННОМ ОПТИЧЕСКОМ 

ВОЗБУЖДЕНИИ

The results of experimental studies of low-temperature impurity-assisted photoluminescence of n-doped 
GaAs/AlGaAs quantum well structures both in near- and far-infrared (terahertz) spectral ranges under 
interband optical excitation are presented. In the near-infrared photoluminescence spectra the optical 
electron transitions from the donor ground state to the hole subband are revealed. The depopulation of the 
impurity ground states due to these transitions allowed us to observe photoluminescence in terahertz spectral 
range related to electron transitions from the first electron subband to the donor state as well as to intracenter 
optical transitions. Experimental results in near- and far-infrared spectral ranges are well-consistent with the 
results on terahertz photoconductivity and theoretical calculations.

IMPURITIES, QUANTUM WELLS, TERAHERTZ RADIATION, PHOTOLUMINESCENCE.

В настоящей работе представлены результаты экспериментальных исследований низкотемпера-
турной примесной фотолюминесценции (ФЛ) из структур с квантовыми ямами (КЯ) GaAs/AlGaAs 
n-типа в ближней и дальней инфракрасной (ИК) областях спектра. В спектрах ФЛ в ближнем ИК 
диапазоне проявляются оптические переходы из основного состояния донора в КЯ в нижнюю под-
зону дырок в КЯ. Опустошение основного состояния донора благодаря этим переходам позволило 
нам наблюдать фотолюминесценцию в терагерцовом диапазоне, связанную с переходами электро-
нов из первой электронной подзоны на состояния донора, а также с внутрицентровыми оптиче-
скими переходами. Результаты исследования ФЛ в ближнем и дальнем ИК диапазонах дополняют 
друг друга и хорошо согласуются с результатами исследования терагерцовой фотопроводимости и 
теоретическими расчетами.

ПРИМЕСИ, КВАНТОВЫЕ ЯМЫ, ТЕРАГЕРЦОВОЕ ИЗЛУЧЕНИЕ, ФОТОЛЮМИНЕСЦЕНЦИЯ.

I. Introduction

Development of effective emitters operating 
in terahertz (far-infrared) spectral range is con-
sidered as an important and urgent task because 
of the wide range of potential applications of 
various terahertz devices in information tech-
nologies, medicine, chemistry, physics, nano-
technology and other demanding areas [1]. 
The energies of intracenter carrier transitions 

in doped semiconductors and semiconductor 
nanostructures correspond to terahertz spec-
tral ranges. Development of lasers using shal-
low impurity levels in the lasing scheme is a 
promising alternative to the well-known quan-
tum cascade lasers [2] of a very complicated 
technology. That is why the optical studies of 
impurity related carrier transitions attract par-
ticular interest with respect to developing new 
types of terahertz radiation sources.
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There are some mechanisms suggested for 
obtaining the impurity related terahertz emis-
sion. In Ref. [3] spontaneous emission in the 
THz range was observed from electrically 
pumped bulk silicon doped with phosphorus. 
Another way to create nonequilibrium carriers 
and to use intracenter carrier transitions can 
be realized with the impurity-band optical ex-
citation by the radiation of CO2 laser (see, for 
example, [4] where THz lasing was observed in 
bulk silicon doped with phosphorus).

Low-temperature interband photolumines-
cence in doped semiconductors can be used for 
the depopulation of the ground impurity states 
due to processes of impurity-band recombina-
tion. In Ref. [5] terahertz luminescence under 
the interband photoexcitation of bulk n-GaAs 
and p-Ge semiconductors at low temperatures 
was reported. The terahertz photoluminescence 
was caused by intraband radiative carrier transi-
tions, which accompanied the capture of non-
equilibrium carriers by impurity centers. The 
depopulation of impurity ground states was 
achieved due to the impurity-assisted electron-
hole recombination.

In this work we present the investigation of 
impurity-related THz emission in nanostructures 
with quantum wells (QW). QW structures are 
of considerable interest because the energy 
differences between impurity levels can be 
changed easily with changing the QW structure 
parameters. Previously, terahertz emission in 
n-GaAs/AlGaAs quantum well structure was 
observed under impurity breakdown in strong 
electric field [6]. This emission was related 
mainly to electron intracenter optical transitions 
between resonant and bound donor states. In 
the present work we used optical interband 
excitation of nonequilibrium carriers in donor-
doped GaAs/AlGaAs QW structures to initiate 
THz emission. After optical excitation, the 
electrons on the ground donor state radiatively 
recombine with nonequilibrium holes. 
Nonequilibrium electrons can be captured 
on the ground states of positively charged 
donors with the emission of terahertz photons. 
Nonequilibrium electrons can also be captured 
on excited states of donors and then fall on 
donor ground states with emission of photons.

In this work we present spectra of both in-
traband terahertz (far-infrared) radiation and 

interband near-infrared emission (photolumi-
nescence). It is shown that the features in the 
measured spectra are related to impurity-assist-
ed electron transitions in quantum wells. 

II. Samples and Experimental Techniques

The samples for optical studies were MBE 
grown on GaAs semi-insulating substrate 
placed on a 0.2 µm GaAs buffer layer and they 
consisted of 50 layers of 30 nm GaAs quantum 
wells separated with 7 nm Al

0.3Ga0.7As barri-
ers. Quantum wells were doped in the 4 nm 
layer with surface donor (Si) concentration of 
3⋅1010 cm–2. Doped region was shifted by 6 nm 
from the QW center. The samples had a 20 
nm GaAs cap layer doped up to the level of 
5⋅1017 cm–3 with a silicon.

The sample was mounted in a low vibration 
closed cycle cryostat Janis PTCM-4-7 based on 
the pulse tube thermodynamic cycle. Its tem-
perature could be varied from ∼4 to 320 K. 
Interband optical excitation of the sample was 
attained with solid state CW laser with diode 
pumping (λ = 532 nm, P = 8 mW). We used 
fused silica window, mirrors and lens to direct 
the laser beam to the sample inside the cryostat 
with an incidence angle of approximately 45 °  
to the growth axis. Far-infrared (IR) emis-
sion as well as near-IR one was collected from 
the surface of the QW structure in the growth 
axis direction. Near-IR emission was studied 
through the fused silica cryostat window, far-
IR emission was studied through the polymeth-
ylpentene (TPX) window.

Far-IR photoluminescence spectra were 
studied with Fourier transform technique us-
ing vacuum Fourier transform infrared (FTIR) 
spectrometer Bruker Vertex 80v operating in 
step-scan mode. FTIR spectrometer had a 
polyethylene (PE) entrance window and a kit 
of exchangeable terahertz beamsplitters. There 
was a distance about 2 cm between the cryostat 
TPX window and the spectrometer PE win-
dow. Here we put ∼100 µm black PE filter to 
block the pumping light. The intensity of the 
far-IR emission was measured with Si bolom-
eter system (made by Infrared Laboratories, 
Inc.) cooled with liquid helium. The bolometer 
cryostat had a vacuum optical coupling with 
the FTIR spectrometer. Bolometer had a PE 
window and two internal interchangeable fil-
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ters, namely, 0.5 mm thin PE filter and 1 mm 
thick crystalline quartz filter. Pre-amplified and 
filtered bolometer photoresponse was measured 
by a lock-in amplifier SR-830 on a pump laser 
driven frequency (laser current was modulated 
with the frequency of 87 Hz, 50% duty cycle). 
Lock-in output signal was digitized by a 14-bit 
ADC. Bruker software OPUS triggered mea-
surement cycle for each FTIR spectrometer 
mirror position and performed Fourier trans-
form of the resulting interferogram.

We have used two optical configurations of 
the FTIR setup with different spectral through-
puts. The combination of 6 µm multilayer Mylar 
beamsplitter with 0.5 mm PE bolometer filter 
allowed us to investigate as wide spectral range 
as 4 – 85 meV. The combination of 25 µm  
Mylar beamsplitter with a crystalline quartz 
bolometer filter significantly increased setup 
transmission in 2 – 14 meV spectral range but 
blocked higher frequencies.

Near-IR photoluminescence spectra were 
studied with grating monochromator Horiba 
Jobin Yvon FHR-640 operating in a spectro-
graph mode with a holographic grating of 1200 
groves per mm and a liquid nitrogen cooled 
CCD camera.

III. Experimental Results and Discussion

In the conditions of low temperature 
(about 4 K) and interband optical excitation of  
n-doped QW nanostructures, the recombina-
tion of nonequilibrium holes and electrons ini-
tially localized at non-ionized donors can exist 
along with exciton recombination. That is why 
in the present work we had a pleasure to ob-
serve both near-IR emission and terahertz radi-
ation. Near-IR emission was related to exciton 
recombination and electron transitions from 
donor states to the valence band. The tera-
hertz radiation was related to electron transi-
tions from the conduction band to donor states 
and probably to intracenter electron transitions 
accompanying the process of nonequilibrium 
electron capture by ionized donors.

The results of photoluminescence (PL) in-
vestigations in the n-doped QW nanostructure 
in the far-IR spectral range are shown in Fig. 
1. PL spectrum of the substrate is also shown 
there. It should be noted that the real emission 
spectra can slightly differ from the spectra pre-

sented in our paper because of spectral depen-
dency of photodetector sensitivity and windows 
and beamsplitter transmission. Anyway, Fig. 1 
allows one to distinguish the difference in pho-
toluminescence spectra of QW structure and 
its substrate. Really, the wide emission band  
13 – 30 meV is presented in both spectra. This 
fact probably means, that in this spectral range 
we deal with some impurity related emission 
from the bulk layers of the sample such as semi-
insulated (probably compensated) substrate and 
the cap or barrier layers. It is well known that 
the energies of intracenter hole transitions, for 
example, in Be-doped bulk GaAs, lie in this 
spectral range [7]. The thickness of QW layers 
is not too high, so the exciting laser radiation 
can reach the substrate and produce impurity 
involved optical transitions according to the 
mechanism described for donors in QW.

It should be noted that the weaker emis-
sion band near 4 – 13 meV is a feature of the 
QW spectrum only. Some changes of the opti-
cal path allow us to improve the throughput of 
our experimental setup in 2 – 14 meV spec-
tral range and to study QW emission spectral 
features more elaborately at two temperatures  
(see Fig. 2). Beyond the above-mentioned 
spectral range, the throughput of the experi-
mental setup is equal to zero.

In accordance with the results of elec-
tron energy spectrum calculations for our QW 
structure (see Ref. [6]), the energies of electron 
transitions between the first electron subband 

Fig. 1. Terahertz emission spectrum of optically 
excited GaAs/AlGaAs QW structure – solid line.  

Dashed line corresponds to substrate emission spectrum. 
T = 4.4 K
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and the impurity ground state e1→1s, and be-
tween the excited and ground impurity states 
2px,y→1s are 8.8 and 6.5  meV, respectively. 
Note, that these calculated values agree well 
with experimental photoconductivity spectra 
also presented in Ref. [6]. Energies of these 
transitions are shown by arrows in Fig. 2. One 
should not wonder that in our spectra different 
impurity related transitions are broadened and 
cannot be resolved clearly. It is well known that 
narrow impurity lines could only be observed 
in «pure» samples, with doping level signifi-
cantly less then in our QW structure (see, for 
example, Ref. [7]). Thus, we can conclude that 
our 4 – 13 meV emission band can be connect-
ed exactly with band-impurity and intracenter 
transition in the QW. The observed decrease of 
photoluminescence intensity by 1.5 times with 
temperature increase from 4.4 K to 10 K can 
be explained with a variety of factors, such as 
ionized donor capture probability decrease or 
the increase of the carrier ejection from the 
neutral donor with temperature increase. Ear-
lier, the similar temperature quenching of tera-
hertz luminescence was observed in Ref. [5] in 
bulk semiconductors.

The results of photoluminescence investiga-
tions of the n-doped QW nanostructure, as well 
as of its substrate, in the near-IR spectral range 
are substantially supporting our conception pro-
nounced above about the origin of the observed 
terahertz emission. As a rule, at low temperature, 
in the interband photoluminescence spectra of 

the doped semiconductor or nanostructures, one 
can observe series of emission lines associated 
with radiative recombination of the free heavy 
and light excitons (the latter can be observed 
in QW structures at higher temperatures), ra-
diative recombination of the impurity-bound 
excitons and radiative electron-hole recombi-
nation via impurity states (see, for example,  
Ref. [8 – 10]).

The results of investigations of the inter-
band excitonic and impurity assisted near-IR 
radiation under interband optical pumping in 
our QW structure are shown in Fig. 3.

According to the calculation of electron 
(e) and heavy hole (hh) energy states in our 
QW, we expect the interband energy separation 
between the first electron and hole QW levels  
e1 – hh1 to be of about 1.526 eV. Direct opti-
cal transitions between the electron and hole 
states are not observed in our spectra because 
of excitonic formation effects. The exciton 
binding energy in bulk GaAs is about 4.2 meV 
[11]. For such a wide QW as our one, the exci-
ton binding energy value should not be signifi-
cantly more. Thus, the emission line marked in  
Fig. 3 with the arrow Xe1-hh1 could be con-
nected with free heavy exciton for the first QW 
subbands.

The emission line marked with the arrow 
Si-X in Fig. 3 could be connected with the 
donor bound exciton.

Fig. 2. Long wavelength part of QW emission  
spectrum measured at two temperatures.  

Energies of some allowed electron optical transitions are 
shown with arrows

Fig. 3. Near-IR luminescence spectra  
of the GaAs/AlGaAs QW structure under interband 

optical excitation; T = 4 K.  
Arrows show the main emission lines (see discussion  
in the text). Spectral resolution is shown in the plot
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Finally, as we expected for interband re-
combination via 1s donor state, we have ob-
served optical transition marked as Si1s-hh1 for 
the photon energy about 1.5183 eV.

As we have pointed above, that transition 
foregoes the e1 – 1s transition observed in far-
IR PL spectra.

The low frequency part of near-IR spectrum 
with the main power concentrated between 1.49 
eV and 1.50 eV (marked «matrix» in Fig. 3) lies 
at the distance of about 20 – 30 meV from GaAs 
energy gap (1.519 eV) and could be connected 
with some impurity transitions in the sample 
substrate which as well could give their impact 
on far-IR spectra described above.

IV. Summary

Finally, in the present paper, the emission 
of terahertz radiation related to band-impurity 
and intracenter optical transition under optical 
interband excitation in silicon-doped n-GaAs/
AlGaAs quantum well structures has been ob-
served and investigated.
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Effect of Temperature on properties of DLC films  
and DLC-Ni:C SANDWICH GROWTH

Е.Н. Шубина, П.А. Карасёв, М.В. Мишин,  
В.С. Протопопова, А.Я. Виноградов, Н.Н. Карасёв,  

А.В. Архипов, А.Л. Шахмин, О.А. Подсвиров, А.И. Титов

ВЛИЯНИЕ ТЕМПЕРАТУРЫ НА СВОЙСТВА DLC-ПЛЕНОК И НА РОСТ 
СЭНДВИЧ-СТРУКТУРЫ DLC-Ni:C

A possibility of formation of sandwich structures comprising of both DLC and nano-crystalline Ni-car-
bon films on silicon substrate is presented. The influence of DLC film exposition to high temperature during 
preparation of Ni:C layers on its properties has been investigated by means of isochronal thermal annealing 
in carrying gas used. All structures obtained were examined by atomic force microscopy, scanning electron 
microscopy and X-ray photoelectron spectroscopy. It has been established that annealing leads to decrease 
of the internal residual stress in the DLC films as well as causes swelling of samples with temperature rise. 
The fraction of sp3 hybridized bonds increases and the sp2 fraction symmetrically decreases with increase of 
annealing temperature. The different sequences of growth processes to obtain DLC-Ni:C-DLC sandwich 
structure were investigated. The best way to get good structure quality is to grow initial DLC film at 200 V 
and 100 W and Ni:C layer at 500 °C.

DIAMOND-LIKE CARBON, DLC, NANOCRYSTALLINE NICKEL, THERMAL ANNEALING, 
INTERNAL RESIDUAL STRESS, SANDWICH STRUCTURE.

Продемонстрирована возможность формирования сэндвич-структур, включающих слои алма-
зоподобного углерода (DLC) и слои углерода с нанокристаллами никеля на кремниевой подложке 
(ncNi:C). Исследовано влияние высокотемпературной выдержки DLC-пленки в процессе осажде-
ния слоев ncNi:C на ее свойства. Изохронный отжиг проводился в среде технологического газа, 
используемого в CVD-процессе осаждения. Все полученные структуры были исследованы методами 
атомной силовой и сканирующей электронной микроскопии, а также рентгеновской фотоэлектрон-
ной спектроскопии. Установлено, что отжиг приводит к снятию внутренних механических напря-
жений в DLC-пленках, а также вызывает свеллинг образцов. При этом с увеличением температуры 
отжига возрастает доля sp3-гибридизованных связей и симметрично снижается доля sp2-связей. Были 
изучены различные последовательности процессов получения сэндвич-структуры DLC-Ni:C. Наи-
лучший режим для достижения высокого качества структуры – это использование напряжения 
200 В и мощности 100 Вт для выращивания DLC-пленки и получение слоев Ni : C  при температуре 
не выше 500 °С.

АЛМАЗОПОДОБНЫЙ УГЛЕРОД, НАНОКРИСТАЛЛ НИКЕЛЯ, ТЕРМИЧЕСКИЙ ОТЖИГ, 
ВНУТРЕННЕЕ МЕХАНИЧЕСКОЕ НАПРЯЖЕНИЕ, СЭНДВИЧ-СТРУКТУРА.
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I. Introduction 

Diamond-like carbon (DLC) thin films 
have attracted significant attention because of 
their unique properties namely extremely high 
hardness, transparency in the infrared range, 
high density, low friction coefficient, chemical 
stability, etc. [1, 2]. All these provide a possi-
bility to use the DLC thin films in many appli-
cations as protective coating for magnetic re-
cording disks, anti-reflective coating on optics 
and IR windows, wear-resistant coating on cut-
ting and abrasive tools, etc. Moreover, promis-
ing field emission properties of DLC thin films 
have been reported [3–5]. In this way, DLC 
films can find applications as electron emit-
ters in vacuum microelectronic devices. The 
aligned array of conducting nanowires inside 
highly resistive DLC matrix can be used as 
nanofilaments in complex electronic devices. 
The formation of such conducting channels in 
different carbon matrices by irradiation with 
swift heavy ions is described in [6, 7]. More-
over, in a recent study, H.-G. Gehrke et al.  
[8, 9] have shown the fabrication of conducting 
vertical carbon nanowires in insulating Ta-C 
matrix together with a built-in self-aligned gate 
electrode which has potential application as a 
gated field emission cathode. 

The properties of DLC films mainly depend 
on their microstructure, which is an amorphous 
mixture of sp2 and sp3 hybridized bonds between 
carbon atoms [1 – 5, 8, 9]. The quality of DLC 
films and therefore their properties such as in-
ternal residual stress, resistance, hardness, fric-
tion coefficient, etc. can be changed by tun-
ing the ratio of sp2/sp3 phases. One more way 
to change the film properties is its doping by 
metal (Fe, Cu, Ag, Sn) or non-metal (B, N, 
P, S, Si) impurities [10 – 13]. Hydrogenated 
amorphous carbon (α-C:H) films are grown in 
the processes with the use of hydrogen contain-
ing precursors. Therefore, hydrogen is always 
incorporated into the film and the amount of it 
also influences on film properties. 

On the other hand, the formation of  
Ni-nanoparticle containing carbon films ob-
tained by CVD technique has been reported 
recently [14]. Their field emission properties 
were investigated [15]. These films containing 
well separated 20 nm Ni particles showed the 

best emission properties with the threshold field 
value close to 2 V/µm. 

It is possible to improve the conductivity 
of nanowires formed by swift heavy ions by in-
corporating metal phase, in particular nickel 
nanoparticles. At the same time, more or less 
thick films could not be obtained by the CVD 
process used for Ni-nanoparticle formation. 
Hence, it is necessary to grow structure con-
sisting of alternate layers of pure carbon films 
(DLC) and NiC. 

The growth temperature of Ni-nanoparticle 
containing carbon films is higher than DLC 
film preparation temperature. In this study an 
influence of thermal annealing in a carrying gas 
utilized for Ni-C layer formation on the prop-
erties of grown DLC films as well as the possi-
bility to grow the sandwich structures compris-
ing both DLC and Ni-C films on crystalline 
silicon substrates are presented. 

II. Experiment 

DLC films were grown on (1 0 0) silicon 
substrates of 4.30 mm in size in the RF plas-
ma of methane (CH4) gas. Plasma-enhanced 
chemical vapor deposition (PECVD) capaci-
tive system with flat electrodes was used [16]. 
Positive bias was applied to the same electrode 
as the RF (40 MHz) power. The samples were 
mounted on the grounded electrode. 

To provide good adhesion, three-step sub-
strate pretreatment procedure was used. The 
first stage of this procedure was oxygen plasma 
exposition; at the second one, the substrate was 
annealed at 350 °C. At the third stage, hydro-
gen plasma exposition was used during sample 
cooling from annealing to the deposition tem-
perature. Such a scheme is necessary to prevent 
exfoliating or bursting diamond-like carbon 
films. Methane pressure during the film depo-
sition was 30 mTorr, substrate temperature was 
measured by a thermocouple and kept at 300 °C. 
It is possible to affect the phase composition 
and therefore the properties of films by the 
variation of process parameters such as DC-bi-
as voltage in the range of 50 – 500 V, RF-pow-
er in the range of 50 – 450 W, and substrate 
temperature from room to 350 °C [17, 18]. The 
thickness of grown DLC films was measured by 
atomic-force microscopy at the film edge after 
the deposition and was 0.08 ± 0.01 μm. 
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The set of DLC film samples was an-
nealed in argon ambient at the temperature of  
400 − 600 °C using isochronal steps of 60 min. 
Thermal annealing was carried out using the 
same setup as for Ni-C film growth. 

Ni-nanoparticles containing car-
bon films were prepared by chemical va-
por deposition (CVD) technique with bis-
(ethylcyclopentadienyl) nickel ((EtCp)2Ni) as 
a precursor [14]. The deposition process was 
carried out in hot-wall horizontal low-pres-
sure silica tube reactor. The temperature range 
was 500 – 600 °C, the deposition time was 5 
min. Argon or hydrogen were used as a carry-
ing gas. (EtCp)2Ni partial pressure was 75 Pa. 
The total pressure in the reactor was 840 Pa. 
The obtained layers contained 10 – 20 nm Ni 
particles (presumably coated by nickel carbide 
shells), either isolated from each other or com-
prised into continuous coverage (it depended 
on some technological parameters, such as de-
position time and substrate temperature). 

Relative contents of the sp2 and sp3 phas-
es in the obtained films were determined us-
ing X-ray photoelectron spectra measured by 
NANOFAB-25 system (NT-MDT). The cur-
vature of the silicon wafer was measured us-
ing an interferometry method before and after 
film deposition, and after annealing. Internal 
residual stress in the film was determined with 
the use of Stoney equation [19]. All the grown 
films were compressed. The morphology of 
the deposited structures was examined using 
a scanning electron microscope Supra 55 VP. 
The film thickness was determined after depo-
sition and annealing by atomic force microsco-
py with Nano-DST (Pacific Nanotechnology) 
machine. 

III. Results 

To investigate the influence of thermal an-
nealing on DLC film properties, we prepared 
a series of samples at 300 °C. DC-bias voltage 
and RF-power were 200 V and 100 W, cor-
respondingly. The thickness of as-grown films 
was 70 – 90 nm. In our previous work it was 
shown that annealing in air in the temperature 
range of 250 – 350 °C had no effect on the 
properties of DLC films [17]. Here we present 
investigating the influence of isochronal an-
nealing in argon ambient in the temperature 

range of 400 – 600 °C (see Fig. 1) on DLC 
film properties. These temperatures are typical 
in the CVD process used to get Ni containing 
carbon films. 

In Fig. 1, a we present internal residual 
stress in the DLC film, initial stress value being 
preliminarily subtracted from the whole value 
(σ – σ0), as a function of annealing tempera-
ture. As it was pointed out above, all as-grown 
films were stressed. Fig. 1, a shows that the 
stress value decreases with temperature. 

The influence of thermal annealing on the 
DLC film thickness is presented in Fig. 1, b. 
Almost linear temperature dependence of the 
film swelling is observed. The film thickness 
increases up to 25 % of initial thickness. In-
terestingly, internal stress as well as film thick-
ness exhibit similar trends with the increase 
of accelerated ion fluence, as it was shown in 

Fig. 1. Dependence of the stress change  
in the DLC films (a), the relative increase  
of the film thickness (b) and the change  

in the O and C content (c) and fraction of sp2  
and sp3 hybridized bonds (d) after isochronal an-

nealing in argon ambient as a function  
of temperature

а)

b)

c)

d)
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Ref. [20]. This finding let us conclude that the 
mechanisms of the film properties change are 
very close. To support this idea we need to in-
vestigate the change in film structure. 

Influence of annealing on the film structure 
was studied by X-ray photoelectron spectros-
copy. This technique lets us investigate content 
and bond fraction in ~5 nm thick subsurface 
layer. The contents of carbon and oxygen in 
the films are presented in Fig. 1, c. C1s peak 
was decomposed into components correspond-
ing to graphite, diamond phases and C–O 
bond. The positions of corresponding maxima 
were kept close to 284.6, 285.2, 286.7 eV ac-
cording to data from Ref. [1]. The results are 
presented in Fig. 1, d. With the rise of an-
nealing temperature, the fraction of sp3 hybrid-

ized bonds increases, and simultaneously the 
sp2 phase symmetrically decreases. Moreover, 
it is seen that the oxygen content at the sample 
surface increases with the increase of anneal-
ing temperature. We explain this high oxygen 
content as follows. The increase of C–O bond 
fraction could be associated with the oxidation 
of the surface when DLC films were taken out 
the reactor. The driving reason for oxygen trap-
ping can be activation of carbon bonds due to 
the hydrogen loss during film annealing.

For the preparation of sandwich structures 
we used two reverse sequences of the film 
growth processes: Ni : C-DLC and DLC-Ni : C.  
In the first case, after the deposition of DLC 
film grown without pretreatment procedure, 
the Ni : C layer peeled off the substrate. SEM 
micrograph of a piece of the sample is present-
ed in Fig. 2. The figure shows that the stressed 
DLC film fixes a Ni nanoparticle containing 
carbon film, rolls up and peels off. To improve 
adhesion, the three-step substrate pretreatment 
procedure was used. But it led to the oxidiza-
tion of Ni nanoparticles. Thus we were not 
able to obtain the sandwich structure by this 
method. 

In the second case, we prepared two series 
of DLC films at 300 °C and different values of 
RF-power and DC-bias voltage: 100 W, 200 V  
and 400 W, 400 V, which gave high and low 
values of compressive stress in the DLC films 
[17, 18]. The morphology of the films grown at  
400 W and 400 V was nonuniform. Partial peel-
ing on the edges of some samples was observed. 

Fig. 2. SEM micrograph of peeled flake  
of NiC-DLC structure.  
Marker length is 200 nm

Fig. 3. SEM micrograph of DLC-NiC structure.  
DLC film was grown at 100 W and 200 V, Ni-C layer was grown using argon as  

a carrying gas at 500 °C (a) and 570 °C (b).  
Marker length is 100 nm

а) b)



Condensed Matter Physics

119

The Ni-C layers were grown on the top of the 
DLC films at different temperatures (500 or 570 
°C) and carrying gases (argon or hydrogen). 

The growth of Ni-nanoparticle containing 
carbon film was successful at all cases. The size 
and concentration of Ni nanocrystals did not 
depend on the type of underlying DLC film but 
changed with the parameters of CVD process, 
namely the carrying gas and process tempera-
ture. Moreover, if we used hydrogen as carry-
ing gas, the concentration of Ni nanoparticles 
increased with temperature while their size did 
not change. For the case of argon as a carry-
ing gas, the size and concentration of nano-
crystals increased with temperature (Fig. 3). At 
the same time, the CVD process temperature 
had significant influence on DLC sublayer, as 
described above. Capping DLC layers were 
grown on all the samples using the same pro-
cess parameters as were used for initial DLC 
layer growth. The upper layer of DLC film was 
grown without pretreatment procedure. Only 
hydrogen plasma exposition during 1 – 2 min 
was used to remove oxygen from the surface. 
Partial peeling and formation of blisters were 
observed after the capping layer growth in all 
the cases if high temperature CVD was uti-
lized. The initial DLC films grown at 400 W 
and 400 V had some cleavages. Moreover, the 
area and quantity of such cleavages significant-
ly increased after the growth of the third layer 
(Fig. 4). Thus, it was very difficult to obtain 
uniform films using these conditions. In the 

case of Ni-C layer grown at low temperature 
and the initial DLC film grown at 100 W and 
200 V, the obtained structures were uniform 
and of good adhesion (Fig. 5). Therefore, these 
conditions corresponded to the best results of 
growing a sandwich structure. 

IV. Conclusion 

It has been found that isochronal annealing 
in argon ambient leads to the decrease of the 
internal residual stress in DLC films. More-
over, with the rise of annealing temperature, 
the relative concentration of sp3 hybridized 
bonds increases, and simultaneously the sp2 
phase symmetrically decreases. Also, annealing 
causes sample swelling. Film growth in sequence 
NiC-DLC leads to peeling the whole structure 
off the substrate. For the reverse sequence, the 
size and concentration of Ni nanocrystals do 
not depend on the type of the underlying DLC 
film (with high or low stresses) but depend on 
the process parameters such as carrying gas 
and temperature. For both hydrogen and argon 
carriers, the Ni nanocrystal concentration in-
creases with temperature. Moreover, if we use 
hydrogen as carrying gas, the size of Ni-nano-
particles does not change while in the case of 
argon their size increases with temperature. The 
rise of temperature during the growth of NiC 
layer leads to all the structure peeling irrespec-
tively of the initial DLC film. We have found 
that the sequence DLC-NiC-DLC, where the 
initial DLC film is of high stress and NiC layer 

Fig. 4. SEM micrograph of DLC-NiC-DLC structure.  
DLC film was grown at 400 W and 400 V, Ni-C layer 
was grown using hydrogen as a carrying gas at 570 °C.  

Marker length is 10 µm

Fig. 5. SEM micrograph of DLC-NiC-DLC structure.  
DLC film was grown at 100 W and 200 V, Ni-C layer 

was grown using argon as a carrying gas at 500 °C.  
Marker length is 100 nm
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is deposited at low temperature, is the best way 
to grow a good sandwich structure. 

This work was supported by Russian RFBR 
grants 12-08-01197 and 13-02-92709.
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correlations in field Electron emission current  
from local spots at nanoporous carbon films

А.В. Архипов, С.И. Крель, М.В. Мишин, А.А. Уваров

Корреляция токов полевой эмиссии из локальных  
участков пленок нанопористого углерода

Heterogeneous nanocarbon materials including both diamond and graphite phase domains demonstrate 
enhanced efficiency of electron emission that often remains unexplained by theory. Characteristic features of 
the actual mechanism of facilitated emission were searched for via position-resolved investigation of emission 
current fluctuations. The reported studies were performed with nanoporous carbon chemically derived from 
SiC. Partially ordered and spatially correlated character of fluctuations observed in the experiment allows 
to presume involvement of self-sustaining non-stationary electric field as a possible factor of emission 
enhancement.

field-induced electron emission, nanoporous carbon, correlation 
analysis.

Наноматериалы, содержащие углерод как в алмазоподобном, так и в графитоподобном состоя-
нии, зачастую демонстрируют остающуюся пока не вполне объясненной способность к эффектив-
ной полевой эмиссии электронов. Для уточнения механизма эмиссии, реализующегося для таких 
материалов, мы исследовали флуктуации эмиссионных токов с высоким пространственным разре-
шением. Объектом исследования служили образцы нанопористого углерода, полученного химиче-
ской обработкой SiC. Наблюдавшийся в экспериментах частично упорядоченный и пространственно 
коррелированный характер токовых флуктуаций позволяет предположить, что одним из факторов 
увеличения эмиссионной эффективности может служить присутствие самоподдерживающееся не-
стационарного электрического поля. 

автоэлектронная эмиссия, нанопористый углерод, корреляционный 
анализ.

I. Introduction 

High efficiency of electron emission from 
nanocarbon materials comprised of low-aspect-
ratio particles remains unexplained [1 – 5]. In 
many cases, the measured emission current 
greatly exceeded Fowler – Nordheim (FN) law 
predictions based on known surface morphology 
and electron structure. In previous works [6, 7], 

we studied special features of current hysteresis 
in µs-length pulsed field regime for emitters of 
this type. Those experimental results allowed 
proposing a model of two-stage mechanism 
of emission: accumulation of electrons at 
«shallow» surface energy states under the effect 
of nonstationary field at the pulse front and 
their facilitated transition from these states 
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to vacuum. Our present research is aimed to 
investigate whether a similar mechanism can be 
responsible for enhanced emission in the case 
of constant extracting field. Even in this regime, 
the emission process can be affected (stimulated) 
by nonstationary field component associated 
with local fluctuations of current. On the other 
hand, the increased level of fluctuations in the 
system can be sustained by field interaction 
between active centers of emission. Thus, high 
efficiency of emission from nanocarbons in this 
scenario is maintained as a result of dynamic 
processes (auto-oscillations) developing in the 
emitter. 

This paper presents early results of 
experimental study of fluctuations of emission 
current distribution, performed to examine the 
role of self-maintaining nonstationary field 
component in the actual emission mechanism. 
If this role is negligible and the emission process 
complies in general with FN model, fluctuations 
of current density measured in different emitter 
areas are expected to be purely statistical and 
independent. In the contrary case, we will 
observe fluctuations associated with a dynamic 
process. Most probably, they will be (at least, 
partially) ordered and correlated. Experimental 
definition of quantitative parameters of such 
an ordered oscillatory state (peak frequencies, 
correlation lag times, etc.) can also give new 
information on the nature and interaction of 
emission centers.

II. Experimental Setup and Techniques

The described experiments were performed 
with nanocarbon film samples of the type used 
in previous studies [5 – 7], comprised of µm-
size grains of nanoporous carbon (NPC). This 
material represents a derivative of SiC pro-
duced by chemical removal of silicon atoms 
(manufacturer – RSC «Applied Chemistry», 
St. Petersburg; for more details, see Ref. [5]). 
An NPC powder sample at a niobium plate 
was fixed behind an opening in the cathode 
electrode of a wide (2.5 mm) quasi-planar field 
gap (Fig. 1). Electrons emitted from the central 
part of the sample were directed through an 
aperture in the anode onto the phosphor screen 
covering the end plane of an optic fiber bunch 
to visualize spatial distribution of the emission 
current. The optic bunch served to transfer the 

emission image outside of vacuum chamber  
((1 – 7)⋅10–7 Torr). At its atmospheric-pres-
sure end, the light fluxes from a few elements 
(«pixels») of the image were collected with 
adjustable 50 µm-diameter single-fiber probes 
for analysis of fluctuations. Phosphor screen 
after-glow was the principle factor limiting the 
data channel time resolution at approximately  
0.1 µs. Though, for the frequency range of our 
primary interest lying below 1 MHz [6, 7], this 
limitation was inessential. The spatial resolu-
tion was determined by 50 µm diameter of the 
optic fibers. In comparison with characteristic 
dimensions of nanocarbon structure, the re-
solved area was very large and presumably cov-
ered with more than one active emission center. 
Improvement of the resolution was technically 
possible, but would cause the corresponding re-
duction of the measured light fluxes magnitudes 
to only a few photons per sampling interval, 
and hence to drastic increase of the shot noise 
component in the spectra. This problem was 
especially severe because we preferred to keep 
the full current extracted from the whole speci-
men below 3 µA (to avoid surface degradation) 
and investigated properties of both active emis-
sion sites and «darker» image areas. The chosen 
fiber cross-section provided an acceptable bal-
ance between negative statistical effects associ-
ated with light flux (current) discontinuity and 
the loss of data localization. 

The light fluxes corresponding to 2 or 
4 selected pixels of emission image were 
converted, with a set of photomultipliers, into 
electric signals and digitized as 2048- or 4096-
point oscillograms with the sampling step of 
0.1 – 1.6 µs. A typical data series measure for 
a fixed regime and probe positions consisted 
of 100 of such waveform sets. For each series, 
various statistical distributions were calculated, 
including functions of self- and cross-
correlation, individual and series-averaged 
frequency spectra. In the case of purely 
statistical or chaotic fluctuations (such as «1/f» 
or shot noise), all these functions are expected 
to be uniform. Any statistically significant 
deviations from uniformity (prominent peaks 
in spectra, intervals of temporary regularization 
in waveforms, delayed cross-correlation 
between signals, etc.) were noted as signs of 
ordering.
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III. Emission Image Structure and Dynamics

The tested nanocarbon samples demonstrated 
moderate emission efficiency: 1 µA current 
was achieved at 12 – 16 kV gap voltage, 
which corresponds to mean field magnitude  
4.8 – 6.4 V/µm. Examined under a microscope, 
a typical low-current emission pattern was 
comprised of bright spots of 200 – 400 µm in size 
with darker intervals between them. The natural 
assumption that each spot represents a smeared 
image of a single emission center proved to the 
wrong, because different pixels belonging to the 
same spot demonstrated relatively independent 
behavior in time – they flickered and even «turned 
off» and «on» separately. Positions of the probe 
fibers were chosen so as to compare light flux 
fluctuations for the pixels belonging to different 
parts of the same spot, or to different spots. 

IV. Statistical Properties  
of Local Emission Waveforms

The measured current density fluctuation 
data can be roughly divided, in accordance 
with their statistical properties, into two major 
groups. 

For relatively low-current-density parts of 
the emissing pattern, such as peripheral pix-
els surrounding the bright spots, signals with 
dominating low-frequency spectral compo-
nents were most typical. The spectra averaged 
over a data series (100 waveforms) were very 
smooth, and either had a broad maximum near  
30 – 50 kHz (see Probe 1 plot in Fig. 2) or 
were «1/f» type. Individual signal waveforms 
often represented successions of microsecond-
length photon bunches separated by irregular 
gap time intervals (Fig. 3). In this case, insta-

Fig. 1. Experimental setup scheme:  
1 – cathode heater; 2 – emitter sample; 3 – cathode cover; 4 – anode; 5 – phosphor screen; 6 – evacuated optic 

bunch; 7 – light-guide fiber probes; 8 – photomultipliers 
Field gap width is 2.5 mm, openings in the cathode cover and in the anode are 6 and 2 mm in diameter respectively

Fig. 2. Series-averaged frequency spectra for two pixels of emission image spaced by 150 µm.  
Probe 2 is placed near the center of a bright spot, probe 2 – in its peripheral part 
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bility of emission process and dynamical char-
acter of its fluctuations are apparent.

For the brighter parts of the emission pat-
tern, averaged frequency characteristics of 
fluctuation signals usually were practically uni-
form all over the surveyed range (Probe 2 in  
Fig. 2). The corresponding waveforms were vis-
ibly chaotic over the main part of their lengths, 
yet occasionally included intervals of more reg-
ular behavior – such as the one presented in 
Fig. 4. During these intervals, quasi-periodic 
modulation grew simultaneously with reduc-
tion of the noise-like component, so that the 
full energy of the signal remained approximate-
ly constant. This feature proves that even when 

the observed fluctuations are disordered, they 
have dynamic nature – because the basic sta-
tistical noise cannot be suppressed by interfer-
ence with an ordered signal.

V. Cross-Correlation of Signals

Another notable feature of emission pattern 
fluctuations consisted of partial correlation of 
current density signals measured at different 
positions. No correlations of this sort were 
ever observed for a pair of pixels belonging to 
different bright spots comprising the pattern. 
Signals from different parts of the same spot were 
definitely correlated for approximately 50 % of 
acquired data series. Fig. 4 represents series-

а)

b)

Fig. 4. Series-averaged cross-correlation functions of emission signals displaying 
statistically significant delayed correlation. In all cases the probe spacing is 150 µm 

Fig. 3. A typical emission signal waveform with an interval of partial regularization 

c)
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averaged cross-correlation function (CCF) 
plots for light flux signals from pixels spaced 
by 150 µm distance. The upper plot illustrates 
the case of one-directional suppression of the 
weaker signal from the peripheral part of a 
bright spot by high-magnitude signal from the 
spot core with well-defined lag time close to 
1 µs. The effective peak stands far out against 
the background noise. Absence of zero-lag 
correlation allows to exclude its attribution to 
instrumental sources, such as light flux mixing 
or electric signal interference. The CCF plotted 
in Fig. 4, b gives another example of statistically 
significant cross-correlation, with characteristic 
lag times of the effect lying in much broader 
range between 0 and 10 µs. Fig. 4, c demonstrates 
a case of more «symmetric» mutual suppression 
developing between emission pattern areas with 
comparable brightness. The effect is notable for 
the lag absolute values up to 2 – 3 µs. 

Thus, the fact of correlated behavior of 
field-induced current density fluctuations 
has been established experimentally for 
measurement points spaced by distances as large 
as 100 – 300 µm, which can be interpreted as 
a sign of involvement of large continuously-
active specimen areas in universal wave-like 
processes. The observed cross-correlation lag 
times suggest the wave propagation velocity 

range 10 – 100 m/s. These values look too 
small for waves of electromagnetic and even 
acoustic nature, but could be explained by 
models based on thermal processes [8] or, for 
instance, electric charge transfer in weakly-
conducting µm-grain powder. Currently, we are 
launching experiments with larger probe arrays 
to investigate this possibility in more detail and 
to perform a more accurate measurement of 
the characteristics of presumably propagating 
emission waves. 

VI. Conclusions

The performed experiments have 
demonstrated that fluctuations of field-induced 
emission current from an NPC layer in dc 
extraction regime have dynamic nature and in 
some cases are partially correlated for large areas 
of emitter surface (as much as 100 – 300 µm 
in size). These properties cannot be adequately 
explained by any model considering the field 
emission from materials of the investigated 
type as an instant and local process. Thus, 
another indirect confirmation of the role of 
non-stationary field in emission is found. 
Typical periods of ordered oscillations and 
cross-correlation lag times observed in these 
experiments (1 – 10 µs) agree with our previous 
results for pulsed-field regime hysteresis [6, 7].
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ELECTRON ENERGY RELAXATION LENGTH IN CONNECTION  
WITH THE PROBLEM OF ELECTRON ENERGY DISTRIBUTION LOCALITY 

IN GLOW DISCHARGE PLASMA IN A XENON-CHLORINE MIXTURE

А.П. Головицкий

ДЛИНА РЕЛАКСАЦИИ ЭНЕРГИИ ЭЛЕКТРОНА И ПРОБЛЕМА  
ЛОКАЛЬНОСТИ РАСПРЕДЕЛЕНИЯ ЭЛЕКТРОНОВ ПО ЭНЕРГИЯМ  

В ПЛАЗМЕ ТЛЕЮЩЕГО РАЗРЯДА В СМЕСИ КСЕНОН-ХЛОР

The analytic calculations of relaxation length of electron energy based on a probabilistic approach 
and numerical calculations of nonlocality effect on the plasma-chemical processes rates have been carried 
out for plasma of an electronegative glow discharge in a mixture of xenon and chlorine. It is shown, that 
for total pressure higher than 6 Torr and with amount of chlorine more than 1/25 the effect of electron 
energy distribution nonlocality is negligibly small and the local approach can be used for modeling such 
discharges.

GAS DISCHARGE, ENERGY RELAXATION, ELECTRONEGATIVE GASES, ENERGY 
DISTRIBUTION LOCALITY.

На основе вероятностного подхода выполнены аналитические расчеты длины релаксации энер-
гии электрона, а также численные расчеты влияния нелокальности на скорости плазмохимических 
процессов в электроотрицательном разряде в смеси ксенона и хлора. Показано, что при общем 
давлении более 6 Торр и при доле хлора более 1/25 влияние нелокальности энергетического распре-
деления электронов пренебрежимо мало, и для моделирования таких разрядов можно пользоваться 
локальным приближением. 

ГАЗОВЫЙ РАЗРЯД, РЕЛАКСАЦИЯ ЭНЕРГИИ, ЭЛЕКТРООТРИЦАТЕЛЬНЫЕ ГАЗЫ, ЛО-
КАЛЬНОСТЬ ЭНЕРГЕТИЧЕСКОГО РАСПРЕДЕЛЕНИЯ.

In recent years, there has been significant 
interest in investigating and modeling the phys-
ical processes in middle pressure (5 – 40 Torr) 
electronegative (EN) discharges in the mixtures 
of inert gases and halogens because of their 
practical applicability as effective and powerful 
sources of ultraviolet radiation [1 – 5].

The physical processes in strongly EN plas-
mas are extremely complex, and therefore one 
obtains physical information about these pro-
cesses mainly from numerical modeling [2, 6 – 
8]. The vast majority of EN plasma models use 
so-called local approach, which means that the 
electron energy distribution function (EEDF) 

and also all relevant plasma-chemical process-
es in the given place can be only expressed in 
terms of electric field E and neutrals density N 
being in the same place. We can accept that 
EEDF is local if

/( ) ,W e E N eW Wλ < λ ∀

where ( )W eWλ  – relaxation length of electron 
energy eW , /E Nλ  – spatial scale of E/N ratio. 

If (1) is not valid, then the kinetic energy 
of an electron cannot be expressed through the 
plasma conditions (at particular field E) mea-
sured in the place where this electron is locat-
ed, i. e. EEDF is nonlocal [9, 10], and this fact 

(1)
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should be taken into account while modeling, 
especially if the field E is spatially nonuniform 
[10]. 

In the present paper we estimate the degree 
of EEDF nonlocality in EN plasmas of a gas 
mixture containing xenon and chlorine.

It is known that the nonisothermal plas-
ma (at e iT T>  where ,e iT T  are electron and 
ion temperatures) of a gas discharge contain-
ing both positive and negative ions stratifies 
across the current direction into two regions 
with different ion compositions and proper-
ties [6 – 8, 11]. In the central region («core»), 
the densities of positive pn  and negative nn  
ions  are significantly more than the electron 
density ,en  i. e. we can speak about an ion-
ion (i-i) plasma where .p n en n n≈ >>  In the 
case of strong electronegativity the diffusion 
of electrons in the «core» occurs to be almost 
free diffusion, the radial profile of en  is almost 
flat, and the radial space charge electric field 

rE  is weak, close to zero. In the outer plasma 
region («edge»), the density of negative ions 
is very low ,p e nn n n≈ >>  and we can speak 
about an electropositive (EP) electron-ion (e-i) 
plasma. In the «edge» area, there is an ambipo-
lar diffusion regime, and the finite radial space 
charge electric field rE  directed to the wall. 
The thickness of the «edge» can be estimated 
for cylindrical geometry as [12]:

0 ,
2 2

Rπ
δ ≈

α + α

where 2
0 / ( ),a n eeR Tα = ν µ  aν  – attachment 

frequency, nµ  – negative ion mobility, eT  – 
electron temperature, 0R  – discharge tube ra-
dius. 

In the narrow transition region between i-i- 
and e-i-plasma, there are strong variations of 
both positive and negative ion concentrations.

The estimation of Wλ  and EEDF nonlocal-
ity effects has got some difficulties because the 
value Wλ  is not constant but it depends on the 
electron energy .eW  Therefore, at middle pres-
sure it happens that inequation (1) can be valid 
for big electron energies (particulary, in pure 
inert gases where .eW  is higher than the first ex-
citation potential) while for lower energies (1) 
cannot be valid. In such a case, one should de-
rive the kinetic Bolzmann equation taking into 

(2)

account the electric field inhomogeneity which 
is a difficult task. According to [9, 13], EEDF 
for EP inert gases can be accepted as local if 

0 10pR ≥  Torr·cm (p – gas pressure). 
Three considerations prompted us to carry 

out the presented investigation. 
Firstly, the value pR0 for the part of our 

discharges is just ≤ 10 Torr·cm [1, 2], and an 
EEDF nonlocality can be suspected. 

Secondly, for EP plasmas there is no strati-
fication, radial field rE  is distributed over the 
whole plasma cross section, and / 0.E N Rλ ≅  
But in case of EN plasma, / ,E Nλ ≅ δ  and cor-
responding to (2), δ  can be ~ (0.1 – 0.2)R0 [8] 
i. e. /E Nλ  is smaller than R0. Hence, a criterion 
(1) of EEDF locality for EP plasmas is weaker 
than for EN ones, and the problem of EEDF 
nonlocality in EN plasmas can become even 
more actual than for EP plasmas. 

Thirdly, the gas mixtures considered here 
contain a noticeable amount of molecular EN 
gas where the electron energy losses can hap-
pen even for small initial energies – due to ex-
citation of low lying vibrational and rotational 
molecular states and by dissociative attachment 
[14]. That can lead to a reduction of Wλ  in 
comparison with Wλ  in atomic EP gas. By nu-
merical modeling an EN discharge in molecular 
oxygen [15], it has been shown that EEDF in 
the tube of 12 mm diameter is local at pressure 

1p ≥  Torr, which corresponds to 0 1.2pR ≥  
Torr·cm. Hence, for discharges in molecular 
EN gases, the EEDF nonlocality can occur 
at smaller pressure than in inert gases. This is 
an encouraging result but, unfortunately, there 
are no literature data either about ( )W eWλ  or 
about EEDF nonlocality in the discharge plas-
ma containing molecular chlorine.

Before estimating electron energy relaxation 
length ( )W eWλ  itself, let us obtain the expres-
sion for the electron free path length ( )e eWλ . 
Definitely, 

( ) ,
( )

e
e e

ea e

v
W

W
λ =

ν
 

where ev  is electron velocity, ( )ea eWν  is the 
frequency of any electron-atomic (EA) colli-
sions. Since 

( ) ( ) ,full
ea e e eW W v Nν = σ  

where ( )full
eWσ  – full EA collision cross-sec-
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tion for electron energy We, we obtain

1
( ) .

( )e e full
e

W
N W

λ =
σ

 

If we consider the discharge in a gas mix-
ture, for example in a mixture of xenon and 
chlorine, then 

2 2Xe Xe cl cl

1
( ) .

( ) ( )e e full full
e e

W
N W N W

λ =
σ + σ

In one elastic EA collision, an electron 
losses almost no energy. Therefore, we can ac-
cept that the probability of preserving electron 
initial energy eW  after one EA collision is equal 
to the probability of elastic collision: 

( ) ( ) / ( ),el full
el e e ea W W W= σ σ  

where ( )el
eWσ  is the cross section for elastic 

EA collisions. 
The same probability for a series of k suc-

cessive collisions will be 
( )( ) [ ( )] .k k
el e el ea W a W=  

If the gas mixture contains halogen mol-
ecules, then the denominator of ( )el ea W  is 
always bigger than the numerator due to at-
tachment and excitation of low lying molecular 
states, and the value of ( )el ea W  is always small-
er than 1 for all .eW  Hence, we can define 
the fact of relaxation of initial electron energy 

eW  after k collisions as diminution of ( )( )k
el ea W  

value down to 1/e, and from the equation 

( )1
( )

kel
e

full
e

W
e W

 σ
=  σ 

we can calculate the value of ( )ek W  – the 
number of collisions needed for the relaxation 
of electron energy We: 

1
( )

( ) max 1, ln .
( )

el
e

e full
e

W
k W

W

−   σ  = −   σ    
As electron motion in any gas at middle 

pressure is similar to the Brownian motion, the 
most probable electron displacement from an 
initial point after ( )ek W  collisions corresponds 
to the desired electron energy relaxation length 

( ) :W eWλ

2 2Xe Xe cl cl

( ) ( ) ( )

( )
.

( ) ( )

W e e e e

e
full full

e e

W k W W

k W

N W N W

λ = ⋅ λ =

=
σ + σ

In Fig. 1 the results of the calculations of 
( ),W eWλ  according to Eq. (3), with the use of 

the cross-section set taken from [14] are pre-
sented for a discharge in the mixture of Xe and 
Cl2. One can see that if eW  exceeds the first 
excitation potential of Xe, the value of ( )W eWλ  
is small and we can state that the EEDF in this 
energy range is local. If 

2clN  concentration is 
more than 1015 cm–3, then the EEDF is local 

а) b)

(3)

Fig. 1. Dependences on electron energy: a – number of collisions needed for energy relaxation;  
b: 1 – energy relaxation length, 2 – free path length; the horizontal line shows the tube radius R0 = 6 mm.  

Gas mixture is: 6 Torr of Xe and 0.25 Torr of Cl2, discharge current I = 10 mA, λE/N ≈ δ ≈ 0.1 cm 
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if We> 2.5 eV (slightly higher than excitation 
threshold of the 1

uB Π  state of Cl2 molecule). 
For the slowest electrons with eW < 0.5 eV, the 
cross-section of dissociative attachment beco-
mes large, and ( )W eWλ  becomes small. Howev-
er, we can see that in the electron energy range  
0.5 < eW < 2 eV, /( ) ,W e E NWλ ≈ λ ≅ δ  and ex-
pression (1) for these electrons is no more valid. 
The cross-sections of EA collision processes in 
this energy range (dissociative attachment, mo-
lecular vibrational level excitation) are small, 
hence the probability of electron energy losses 
is small as well. 

So, the EEDF in discharge plasmas con-
taining inert gases and chlorine can turn out to 
be nonlocal only in the narrow electron energy 
range of 0.5 < eW < 2 eV.

In discharges in EN gases and mixtures, the 
strong field inhomogeneity occurs in the «edge» 
(e-i plasma), where the radial field rE  can be 
large (up to 100 – 400 V/cm at p ≈ 6 Torr) 
within the distances of ≤  0.5 mm from the 
wall [6, 8]. Radial fields in the «edge» can even 
exceed the longitudinal field zE  (further in the 
«core» the radial field rE  quickly reduces to 
zero). But the outer region contains relatively 
few electrons [8] and, due to the large total 
field, the fraction of «hot» electrons with big 
probability of energy-consuming inelastic colli-
sions is significant. This means that ( )W eWλ  for 

such a fraction is small (see Fig. 1), and «hot» 
electrons do not penetrate into the region of 
the «core». Slow electrons can penetrate from 
the «edge» into the «core» but due to the small 
concentration of electrons in the «edge», they 
cannot seriously effect EEDF in the «core».

The radial field in the «core» is small [6, 8], 
and the total electrical field practically is equal 
to the longitudinal field zE  which is uniform, 
and hence there is no difference between local 
und nonlocal EEDF.

There is one more aspect which should be 
considered. Together with electron energy re-
laxation in isotropic Brownian motion, there is 
a radial drift of electrons to the discharge center 
in radial field .rE  If electrons during this drift 
have collisions with small energy losses only, 
they can receive an additional kinetic energy 
from the radial field. 

But the slowest electrons with  
0 0.5eW< <  eV cannot gain energy: ( )W eWλ  for 
such electrons is small (see Fig. 1, b, curve 1)  
because the attachment cross-section is large in 
this energy range [16], and in the attachment 
acts electrons disappear as free particles.

The said receive of kinetic energy from 
radial field is mostly relevant to the group of 
electrons with 0.5 2eW≤ <  eV where inelastic 
cross-sections are small and ( )W eWλ  is compa-
rable with δ . But let us notice that it is enough 

Fig. 2. Radial field potential (a) and the value of Δr (b), limited above by 0.2Wλ ≅  cm (see Fig. 1);  
discharge conditions are the same as in Fig. 1; vertical line shows the boundary between i-i- and e-i-plasmas

а) b)
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for these electrons to gain 2 eV, and their ener-
gy relaxation length becomes vanishingly small 
(see Fig. 1, b, curve 1). 

Hence, the real energy relaxation length of 
electrons with initial energy 0.5 2eW≤ <  eV 
can be defined as the piece of radial coordinate 

r∆  along which the potential of radial field 
changes by 2U∆ ≈  V (Fig. 2, a); more correctly, 
this length will be * ( ) min[ , ( )]W e W eW r Wλ = ∆ λ  
where ( )W eWλ  can be estimated according to 
(3). In Fig. 2, there is an illustration to r∆  
computing and the result of such computing: 

( ) 2 / ( ),rr r E r∆ ≈  where rE  is in V/cm.
It is seen that in the «edge» (e-i plasma), 

where nearly all the radial potential fall is 
concentrated, the values of r∆  are vanish-
ingly small, and we can hence accept the 
EEDF in the «edge» as local. Only at the 
boundary between e-i- and i-i-plasmas and 
inside the «core» (where rE  is close to zero), 

* ( ) ( ),W e W eW Wλ ≈ λ  and EEDF in the energy 
range 0.5 2eW< <  eV is nonlocal. But this 
group of electrons practically takes no part in 
plasma interaction processes due to smallness 
of all collision cross-sections for electrons of 
said energy range.

Assuming the afore-mentioned, we can 
suppose that the effect of EEDF nonlocality 
on properties of our discharges should be not 
significant. Model calculations [8] confirm this 

assumption. As an illustration, the results of 
computing of rates of some plama-chemical 
processes both in local and nonlocal approach 
are presented in Fig. 3. 

For the mixture of 6 Torr Xe and 0.25 
Torr Cl2, the biggest difference among all col-
lision rates was observed in the ionization rate 

Xe ,e i eN n vσ  the residual for local and nonlo-
cal approaches was of about 1.6 % with the 
main deviation taking place just near the tube 
wall (not more than 0.5 mm from the wall). 
The reason for such a weak reduction of ion-
ization rate in the nonlocal approach lies in the 
small relaxation length (< 0.1 mm). As a result, 
the wall losses of «hot» electrons, which are not 
only able to produce ionization but also can 
penetrate through the wall potential barrier and 
die on the wall, are small. 

For the attachment rate 
2cl e a eN n vσ  – the 

most important process for EN discharges – 
where the process is maintained mainly by slow 
electrons [16], the residual turned out to be 
even smaller – about 1 %. 

These differences have almost no effect on 
the spatial distributions of charged particles and 
excimer molecules densities (the concentration 
of residuals was less than 1%).

The residuals for the mixtures with high-
er gas pressure or with higher percentage of 
chlorine are smaller because ( )W eWλ  decreases 

Fig. 3. Spatial distributions of ionization Xe e i eN n vσ  (a) and attachment 
2cl e a eN n vσ  (b) rates in local 

(1) and nonlocal (2) approach; the discharge conditions are the same as in Fig. 1 

а) b)
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proportionally both to total  pressure and to 
amount of molecular chlorine. For the mixture 
of 18 Torr Xe and 0.7 Torr Cl2, the residuals 
for rates of all the processes turned out to be no 
more than 0.4 %. 

Hence, we can state that for gas discharges 

in a mixture of Xe and Cl2 with total pressure 
not less than 6 Torr and with amount of 
chlorine not less than 1/25, the effect of 
EEDF nonlocality on properties of discharges 
is insufficient, and the local approach can be 
used in modeling such discharges.
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COLD FIELD EMITTERS FOR ELECTRON DEVICES OPERATING  
IN TECHNICAL VACUUM

Г.Г. Соминский, В.Е. Сезонов, Е.П. Тарадаев, 
Т.А. Тумарева, Е.И. Гиваргизов, А.Н. Степанова

ХОЛОДНЫЕ ПОЛЕВЫЕ ЭМИТТЕРЫ ДЛЯ ЭЛЕКТРОННЫХ УСТРОЙСТВ, 
РАБОТАЮЩИХ В ТЕХНИЧЕСКОМ ВАКУУМЕ 

The paper describes the field emitters of a new type: multi-tip cathodes with special protective coatings 
and layered cathodes prepared from the nano-layers of the materials with different work function values. 
The article presents data on the technology of emitter creation and their operation at technical vacuum 
conditions.

FIELD EMITTER, HIGH EMISSION CURRENTS, HIGH DURABILITY IN TECHNICAL 
VACUUM, EXPERIMENT, NUMERICAL COMPUTATION.

В статье описаны эмиттеры нового типа: многоострийные катоды со специальными защитными 
покрытиями и слоистые катоды, изготовленные из нанослоев материалов с разной работой выхода. 
Приведены данные о технологии изготовления эмиттеров и об их работе в условиях технического 
вакуума.

ПОЛЕВОЙ ЭМИТТЕР, БОЛЬШИЕ ЭМИССИОННЫЕ ТОКИ, ВЫСОКАЯ ДОЛГОВЕЧНОСТЬ 
В ТЕХНИЧЕСКОМ ВАКУУМЕ, ЭКСПЕРИМЕНТ, ЧИСЛЕННЫЙ РАСЧЕТ.

I. Introduction

Interest to the cold field emitters has in-
creased significantly during the last years in 
connection with the appearance and devel-
opment of comparatively low-power micro-
wave electron devices operating in the range 
of terahertz waves. Such devices may be used 
to implement different types of diagnostics, in 
particular for some types of medical diagnostic 
and diagnostic of dense plasma. The miniature 
cold field emitters are very attractive for such 
devices. Difficulties in achieving high durabil-
ity at technical vacuum conditions and obtain-
ing high enough currents prevent the applica-
tion of field emitters in high voltage microwave 
electron devices. The authors searched for the 

methods to create the durable and high current 
field emitters for microwave devices operating 
in technical vacuum. Two prospective cathode 
systems can be proposed for such application. 
They are multi-tip cathodes with special pro-
tective coatings and nano-layered cathodes 
prepared from materials with greatly different 
work function values developed by the authors 
from St. Petersburg State Polytechnic Univer-
sity (SPbSPU) [1, 2].

II. Tip Field Emitters with Fullerene Coatings

Multi-tip silicon systems that we are inves-
tigating now provide in pulse regime (1 – 2 µs, 
100 – 200 Hz) currents about 100 mA from the 
square of approximately 1 cm2. Production of 
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such systems is organized in Institute of Crys-
tallography RAS (Moscow). But the cathodes 
of this type usually have low conductivity and 
provide such a high level of emission only at 
heightened temperatures, when their conduc-
tivity is increased due to the heating. Cathodes 
of this type are insufficiently steady and usually 
are destroyed in static regime at significantly 
lower currents under the action of pondero-
motive forces. In addition, silicon cathodes are 
easily damaged in the presence of an intense 
ion bombardment. So, one needs to find the 
ways to increase their conductivity and strength 
to the action of the ponderomotive forces and 
ion bombardment to solve the problem of the 
practical use of silicon cathodes.

The previously performed investigations 
[3 – 7] of single-tip tungsten field emitters 
showed that fullerene coatings can be used to 
protect them from the destructive action of ion 
bombardment. Fullerene coatings have high 
work function (eϕ ∼ 5,0 – 5,4 eV). However, 
creation of a structure including a large amount 
of roughly equal in size protrusions on the sur-
face of emitters allowed emitters with fullerene 
coatings to operate at moderate voltages. Ad-
ditional reduction of the operating voltages was 

achieved as the result of activating the fullerene 
coating by a flow of slow (40 eV) potassium 
ions. 

Tungsten tip emitter with activated fullerene 
coating stably operates at technical vacuum 
conditions. Fig. 1 demonstrates typical image 
of a single-tip tungsten emitter obtained in the 
field emitter microscope at residual gas pressure 
of about 10–7 Torr. The revealed mechanism 
of fullerene coating self-reproduction in 
the presence of intensive ion bombardment 
explains the stable operation of such emitters 
at technical vacuum conditions [3, 4]. 

It was important to understand the possi-
bility to use the fullerene coating for shielding 
silicon tip field emitters from the destructive 
action of the ion bombardment. We have in-
vestigated the functioning of multi-tip silicon 
system which is demonstrated in Fig. 2. Our 
measurements showed that application of a thin 
(two – three monolayer) activated fullerene 
coating on the surface of the silicon multi-tip 
field emitter allowed to increase significantly 
the stability of its operation in a static regime at 
low (less than 1 – 2 µA) currents, but not pre-
vented its destruction at higher currents. Sig-
nificantly better results were obtained for the 
cathodes with more complex evaporated two-
layer coating comprising a metal (molybdenum) 
layer (with thickness of several tens of nm) and 
a thin (several monolayers) layer of activated 
fullerene molecules. Cathodes with such cover-
age allowed to obtain the field emission current 

Fig. 1. The image of a single-tip tungsten emitter 
with activated fullerene coating obtained  

in the field emitter microscope at residual gas 
pressure about 10–7 Torr

Fig. 2. Multi-tip silicon system
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density approximately up to 0,1 – 0,5 A/cm2 
without heating. The experiments showed that 
these cathodes can operate in static regime for 
a long time at residual gas pressure of the order 
of 10–7 Torr.

III. Nano-Layered Cathodes of New Type 

A. Experimental Investigation 

Creation and investigation of the layered 
emitters were performed in a triode type system 
(Fig. 3). The layers of indium (eϕ ∼ 3,6 – 3,8 eV)  
and fullerenes (eϕ ∼ 5,0 – 5,4 eV) were de-
posited alternately from the heated sources 2 
and 3 onto the side surface of tungsten sub-
strate – foil 1 (10 µm × 2 mm × 25 mm).  
Electrons from the frontal surface of the layered 
cathode reach the collector 7 through the trans-
parent (75 %) grid in the slot 5 (4 × 10 mm)  
of the anode 6. Thicknesses of In and C60 layers 
were determined by the measurements of so-
called evaporation curves [4, 5]. The thickness 
of In and C60 layers was varied approximately 
from 1 to 10 nm. Measurements of cathodes 
emission characteristics were performed in 
pulse regime (1 – 2 µs, 100 – 200 Hz) in tech-
nical vacuum (∼ 10–7 Torr).

Performed measurements showed that the 
emission current I  increased with the rise of 
quantity N of pairs In – C60 layers. Typical 
current-voltage characteristics of the cathodes 
that differ in the quantity N of pairs are shown 

in Fig. 4. The fields produced by the voltage 
U near the front of the cathode system can 
secure only small currents from the substrate 
S. The currents of cathodes C1, C2 and C3 
increased with the quantity N of the pairs of 
layers. This demonstrates the existence of field 
emission from the nano-contacts of materials 
with different work functions. 

B. Numerical Computation 

Numerical computations were performed 
using the Comsol program. These computations 
were aimed at determining the regularities 
and mechanisms of field emission of layered 
systems prepared of materials with different 

Fig. 3. Triode type system used for the investigation of the layered emitters 

Fig. 4. Typical current-voltage characteristics  
of cathodes that differ in the quantity N of pairs  

of layers with different work function values.  
Cathodes C1, C2 and C3 include correspondingly 
1, 2 and 3 pairs of layers. S is the current-voltage 

characteristic of the W substrate
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work functions. Electric field distributions 
between the layered cathode and flat anode 
were calculated taking into account not only 
the «external» field but the fields produced 
by the contacts of materials with different 
work functions. These data were used for the 
calculation of electron trajectories and emission 
currents.

Typical trajectories of electrons (e) emitted 
from the material with higher work function 
(eϕmax) are shown in Fig. 5. Here lc is a critical 
value of coordinate l that divides the electrons 
into two main groups: the electrons arriving at 
the anode, and the electrons returning to the 
cathode. The layer with minimal work function 
is named eϕmin.

The typical distributions of the emission 
current density j(l) computed at different values 
of the fullerene layer thickness dC60 and at fixed 
thickness of In layers dIn = 5 nm are shown in 
Fig. 6. The calculations were performed with 
voltage U = 10 kV for the cathode containing 10 
pairs of layers on the substrate of the thickness 
ds = 10 µm.

The calculations indicated that the current 
density j is maximal at l = lc. The value of j 
increased with the decrease of C60 layers thick-

Fig. 5. Typical trajectories of electrons (e) emitted 
from the material with higher work function (eϕmax) 

of a layered cathode system.  
Here lc is a critical value of coordinate l that divides  

the electrons into two main groups: the electrons arriving 
at the anode, and the electrons returning to the cathode; 
eϕmin is the work function of the layer with minimal work 

function

Fig. 7. Dependencies of current I versus quantity 
N of pairs of layers measured at different values 

of voltage U; ds =10 µm, dIn = 5 nm, dC60 = 1 nm; 
Δeφ = 1.5 eV, eφmax = 5.3 eV

Fig. 8. Dependencies of current I versus quantity N 
of pairs of layers measured at two values  

of ds:1 and 10 µm; U = 11 kV, dIn = 5 nm,  
dC60 = 1 nm; Δeφ = 1.8 eV, eφmax = 5.3 eV

Fig. 6. Dependencies of current density j versus  
l/lc measured at voltage U = 10 kV, thickness  

of substrate ds =10 µm, dIn = 5 nm, Δeφ = 1.2 eV, 
eφmax = 5.0 eV
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ness dC60 (see Fig. 6) and with the growth of In 
layers thickness dIn. The value of j increased 
also with the diminution of the substrate thick-
ness ds.

The total current of the layered cathode is 
obtained by integrating emission current den-
sity from the area with coordinates l > lc, from 
which electrons enter the anode. This current is 
increased with the rise of work function differ-
ence Δeφ for neighboring layers, and also with 
the rise of voltage U and quantity N of the pairs 
of layers. Besides, the current is increased with 
the decrease of the substrate thickness ds. Fig. 
6 – 8 demonstrate the typical changes of emis-
sion current at different values of these param-
eters.

According to calculations, the maximal cur-
rent about 100 mA can be obtained from the 
cathode containing 200 pairs of layers on the 
thin substrate (ds = 1 µm) at voltage U = 11 kV 
and at the difference in the work function of 
neighboring layers Δeφ  = 1.8 eV when optimal 
thicknesses of the layers dIn = 3 – 5 nm and 
dC60 = 1 nm are set. 

IV. Conclusion

The main results of the work are the fol-
lowing:

operation of multi-tip silicon field emitters 
with special two-layer coatings were investigat-
ed at technical vacuum conditions, and emis-
sion current density up to 0.1 – 0.5 A/cm2 was 
derived;

the possibility of field emission from nano-
contacts of materials with different work func-
tion values was demonstrated in the experiments 
and computations. The main regularities and 
mechanisms of such emission were determined;

influence of the layers and substrate thick-
nesses, quantity of the layers, work function dif-
ference and voltage value on the emission cur-
rent was determined. The possibility to obtain 
currents of field emission of about 50 – 100 mA 
from investigated systems was demonstrated.

Performed investigations were supported by the 
grant of Russian Federation Government (agreement 
№11.G34.31.0041 with Ministry of education and 
science) and also by the grant RFBR № 11-02-00425.
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The polarization-optical method FOR spectral  
analysis of light

А.В. Князьков

ПОляризационно-оптический метод  
спектрального анализа света

An analysis of passing the light emission that has Gaussian spectrum through the polarization-optical 
scheme (POS) with half-wave phase plate has been performed. The results of theoretical calculations of the 
coherence length of the radiation as a function of the contrast of POS output intensities are obtained for the 
different widths ∆λ of the Gaussian emission spectrum. The research results of the contrast of POS with λ/2 
phase plate are obtained for the following case: high-power LEDs radiation of red, green and blue spectrum; 
semiconductor laser red wavelengths; a second harmonic Nd-laser (green wavelength range).

polarize-OPTICAL METHOD, half-wave plate, spectral analysis, CONTRAST 
MODULATION.

В статье представлен спектральный анализ светового потока поляризационно-оптическим мето-
дом (ПОМ) с двулучепреломляющей полуволновой пластинкой. Рассмотрены случаи прямоуголь-
ного и гауссовского спектра светового потока. Показано, что контрастность ПОМ сильно зависит от 
ширины спектра света и определяется порядком полуволновой пластинки. Приведены результаты 
оценки спектра излучения полупроводникового лазера.

ПОЛЯРИЗАЦИОНо-оптический Метод, ПОЛУВОЛНОВАЯ ПЛАСТИНКА, АНАЛИЗ 
СПЕКТРА, КОНТРАСТНОСТЬ МОДУЛЯЦИИ.

Birefringent (BF) materials are widely used 
in phase polarization modulation of light. The 
polarization-optical phase conversion method 
(POM) of the laser radiation into amplitude 
modulation is well-known, and it is charac-
terized by high efficiency [1, 2]. This method 
works in the polarization-optical scheme (POS)  
(Fig. 1), that consists of the laser 1 with the 
light of wavelength λ0 which passes successively 
through the polarizer 2, a BF medium 3 of the 
thickness l and birefringence ∆n, the analyzer 
4, and then enters the input photo recording 

device 5. In POS, collimated radiation of the 
source 1 passes through the polarizer 2, the axis 
orientation of which is relative to the optical 
axis of the BF material so that the material 
transforms the light via BF into two orthogo-
nally polarized light waves of equal intensity. 
These waves, for various values of the refractive 
index for the ordinary and extraordinary ne, no 
waves, acquire different phase delays, depend-
ing on the path l of the BF medium. As a result, 
the output light after the BF material becomes 
elliptically polarized. At the output after a quar-
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ter-wave plate, the light is circularly polarized, 
while after a half-wave plate the linear polar-
ization is orthogonal to the input polarization. 
The transformation of this phase-polarization 
modulation into amplitude modulation is per-
formed by the analyzer 4. To register this am-
plitude modulation photo recording device 5 
is used (see Fig. 1). The simplest expression of 
the phase transformation POS into amplitude 
modulation was obtained for the optimal ori-
entation of the optical axis relative to the axis 
of the material BF polarizer-analyzer, when 
modulated radiation had a single wavelength 
λ0 [1 −  3]. The maximal variation of light in-
tensity I of the radiation wavelength λ0 after its 
passing the polarization-optical scheme with a 
crossed-polarizer position of the analyzer axes 
is described by the following expression: 

I⊥ = I0∙sin
2(π∆nl/λ0), 

and for the parallel orientation of the polarizer-
analyzer axes: 

I|| = I0∙cos2(π∆nl/λ0) = I0cos2(ϕ0). 

The transformation of the phase-polariza-
tion modulation into amplitude modulation 
POM for radiation sources with finite spectrum 
of wavelengths is much more difficult. The 
present work is devoted to the study of polar-
ization-optical method with a half-wave plate 
used in the spectral analysis of output light in 
general case of radiation with a finite continu-
ous spectrum.

The real sources of radiation have a finite 
frequency range. This results is the fact that the 
extremes of intensity of light after the POS do 
not reach their maximum or minimum values. 
All of this can be used as the basis for POM 
spectral analysis. 

Consider the POS with a half-wave plate 
with crossed/parallel axes of the polarizer-ana-
lyzer. The maximum of normalized change in 

output intensity (1 – 0) or (0 – 1) is taken 
whenever the orientation of the axes is: polar-
izer/analyzer: × or ||, and the phase delay is de-
termined as ϕ(λ0) = π/2. The maximum depth 
of the change in intensity is only performed for 
a specific wavelength λ0. For the light sources 
with finite frequency width spectrum of radia-
tion or, in other words, with a finite range of 
radiated wavelengths: ∆λ = λ2 – λ1, the con-
dition of maximum modulation depth is only 
performed for one wavelength λ0. For all the 
other spectral components, this condition is 
not satisfied, which leads to the reduction of 
the maximum modulation depth of the radia-
tion. 

The amplitude spectral composition of the 
radiation is described by the spectral density. 
We will consider two cases of the spectrum: 
a rectangular spectrum with spectral density  
P(λ) = const, and a Gaussian spectrum with 
spectral density G(λ). LED and laser radiation 
has a finite frequency spectrum or it has a finite 
range of wavelengths: ∆λ = λ2 – λ1 defining a 
longitudinal coherence length Lcoh that for the 
approximation of a rectangular distribution of 
the emission spectrum (Fig. 2) can be estimat-
ed by the position of the first minimum of the 
curve of the visibility 

V = (Imax − Imin)/( Imax + Imin) 

of the interference pattern: Lcoh = λ0
2/∆λ. Con-

ditions of POM of extreme values of intensity 
Imin,max (ϕ = (2N + 1)π/2, where N = 0, 1, 2,  
3, … is the wave plate order) are only applied to  Fig. 1. The polarization-optical scheme (POS)

Fig. 2. The rectangular P(λ);  
λ1 = 0.4 µm; λ2 = 0.7 µm and Gaussian G(λ)  

spectrum. λ0 = 0.55 µm, σ = 0.01 µm
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a specific wavelength of the emission spectrum 
λ0, and they are determined by the thickness 
l and the magnitude of the birefringence ∆n0, 
while for the rest of the spectral components 
this condition is not satisfied. The measure-
ment of the width of the spectrum or of the 
coherence degree is usually conducted by in-
terference methods of the decay curve of the 
contrast visibility V of the interference pattern 
in the different interferometers by changing the 
phase delay of the interfering beams. Such stud-
ies of the laser radiation require carrying out 
the experiment and processing huge amounts 
of data interferometric patterns obtained in in-
terferometers with a large difference between 
the variable shoulders. For example, to study 
LED radiation, there arise certain difficulties 
due to the small value of the coherence length 
(10 – 20 µm).

Our method of estimating the width of the 
spectrum is based on the measurement of the 
polarization contrast K of the polarization-op-
tical scheme: K is the measurement of the ra-
tio of maximum to minimum output intensity 
of POS (K = I×max/I||min for crossed and paral-
lel polarizer-analyzer axes orientation of POS 
with half-wave phase plate). The intensity of 
the radiation transmitted in the polarization-
optical system with a parallel orientation of the 
polarizer-analyzer axes POS||, will have a mini-
mum value. Its value is determined by integrat-
ing the spectral radiation density Р(λ) and G(λ) 
over the entire width of the spectrum and will 
be proportional to the width of the spectrum:  
I||min ~ ∆λ (zero output intensity is reached only 
for the one wavelength λ0). Accordingly, the 
maximum intensity for POS× with a half-wave 
phase plate will be achieved for a crossed ori-
entation of the polarizer-analyzer axes. All of 
this can be used as a basis of a simple method 
of estimating the light width of the spectrum by 
means of measuring the contrast K = I×max/I||min 
of POS with a half-wave phase plate.

Consider passing the POS with a half-wave 
plate by radiation of white light with a rectan-
gular spectral density P(λ) with a cutoff wave-
length λ1 = 0.4 µm, λ2 = 0.7 µm and by a nar-
row-band radiation with a Gaussian spectrum 

2 2
0( ) /(2 )( )G e− λ−λ σλ =  

with the average wavelength λ0 = 0.55 µm and 

a standard deviation σ = 0.01 µm (Fig. 2). The 
density of the radiation spectrum j×P,G(λ) at 
the output of the polarizer-analyzer with the 
crossed orientation of the axes POS× for a rect-
angular radiation spectrum will be:

л
2 0

max 0

0,  0.4 m;

sin , 0.4 0.7 m;

0,  0.7 m.

P

P

P

j

n l
j j

j

×

= λ < µ


π ⋅ ∆ ⋅  = < λ < µ  
 

 = λ > µ

For a Gaussian spectrum (Fig. 3):  

2 0
max 0 sin ( ).G

n l
j j G×

π ⋅ ∆ ⋅ = ⋅ λ λ 
The density of the radiation spectrum j||P,G(λ) 

at the output of the parallel orientation of the 
polarizer-analyzer axes POS|| for a rectangular 
radiation spectrum will be:

2 0
0|| min

0,  0.4 m;

cos , 0.4 0.7 m;

0,  0.7 m.

P

P

P

j

n l
j j

j

= λ < µ


π ⋅ ∆ ⋅  = < λ < µ  λ 
 = λ > µ

 For a Gaussian spectrum (Fig. 3):  

2 0
max 0|| cos ( ).G

n l
j j G

π ⋅ ∆ ⋅ = ⋅ λ λ 
The output intensity is determined as

2

1

, ( ) .out P GI j d
λ

λ

= λ λ∫

(3)

(5)

(4)

Fig. 3. The density of: the wave with  
a rectangular spectrum  jxPmax(λ) after POSx,  

the wave with a rectangular spectrum  j||Pmax(λ)  
after POS||, the wave with the Gaussian spectrum 

 j||Gmin(λ) after POS
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а) b)

The boundary values of the wavelengths λ1, 
λ2 were determined by the level 0.01 of Gauss-
ian spectrum. The output contrast ratio K of 
white input light with a rectangular spectrum: 
K = 14, while the contrast of the narrowband 
modulation in case of Gaussian emission spec-
trum: K = 1250. The modulation depth of 
white light 

V = (Imax–Imin)/(Imax+ Imin) = 87%. 

Figure 3 shows that the polarization-optical 
conversion phase modulation into amplitude 
modulation occurs with the conversion spec-
trum of the transmitted POS radiation. This is 
also mentioned in Ref. [4].

The results of theoretical calculations of the 
logarithm of the contrast intensity POS with 
zero order half-wave plate from the Gaussian 
width of the emission spectrum is shown in 
Fig. 4.

Natural birefringence BF plates, placed in 
the POS can cause severe transformation of the 
spectrum of broadband radiation passing POS. 
Especially clear this phenomenon is for the BF 
half-wave plates of multiple orders. Zero-order 
half-wave plates, of the thickness of l0, creating 
a path difference λ/2, a half-wave plate of or-
der N, a thickness of (2N +1)l0, – create a path 
difference (2N +1)λ/2. Such plates produce the 

Fig. 4. The logarithm of the contrast intensity POS 
with zero order half-wave plate from the Gaussian 

width of the emission spectrum. λ0 = 0.55 µm,  
∆n0 = 0.04, l = 6.88 µm

Fig. 5. The dependence of the contrast  
of the half-wave BF plate from created a path  

difference of the ordinary and extraordinary waves 
∆n0 = 0.04, the Gaussian spectrum λ0 = 0.55 µm,  

σ = 0.05 µm

Fig. 6. The spectral density of white Gaussian light spectrum after passing POSx,|| with a half-wave plate:  
a – zero-order (N = 0) ∆n0 = 0.04, thickness l = 6.88 µm (λ0 = 0.55 µm); b – after its passing POSx,||  

with a half-wave plate of second order (N = 2), ∆n0 = 0.04, thickness l = 34.38 µm
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same linear transformation of the input polar-
ization into the orthogonal linearly polarized 
output radiation. But, the contrast conversion 
significantly depends on the order of a half-
wave plate (Fig. 5). To show this, consider the 
Gaussian white light emission spectral density 

2 2
0( ) /(2 )( )wG e− λ−λ σλ =  

where the average wavelength λ0 = 0.55 µm and 
a standard deviation σ = 0.05 µm. The spectral 
density at the output of the POS with a half-
wave plate is described by the expression:

0
,||

( ) 2
1 cos .

2
w w

G

G n
j l×

 λ π ⋅ ∆ =   λ  


Natural medium birefringence ∆n0 causes 
severe aperiodic modulation of the spectrum 
of white light passing the medium-length 
BF. Fig. 6 a, b corresponds to l = 34.38 µm  
(∆n0 = 0.04). Note that the intensity of the light 
which has passed POS, in accordance with (5), 
is being reduced with increasing order of a half-
wave plate. The limit value of this reducing is 
almost 2. About 50 % is lost due to the spectral 
modulation. 

Estimation of radiation spectrum width as a 
function of the pump current by polarization-
optical method was carried out on the exam-
ple of semiconductor laser HLDPM10-650-1  
(λ = 650 nm). Fig. 7 shows the width of the 
spectrum decreasing with the increase of the 
pump current. 

It should be noted that our results would 
correspond to the polarizer-analyzer and the 
zero order half-wave plate of a high quality 

only. Usually, a half-wave phase plate, ana-
lyzer and polarizer, the quality of workman-
ship, are far from perfect. These factors can 
significantly reduce the contrast of the POS 
with λ/2 plates. Therefore, the measurement 
of the width of the emission spectrum of the 
light source by polarization-optical method 
with the use of real half-wave plates requires 
regular calibration by the interference method. 
The proposed method can be used to quickly 
estimate the width of the emission spectrum of 
the light sources.

(6)

Fig. 7. The dependence of the contrast  
of the POS with semiconductor laser radiation 
HLDPM10-650-1 (λ = 650 nm) in the POS  
with λ/2 phase plate on the pump current
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Simulation of laser radiation propagation  
in inhomogeneous media with complex geometry

В.Е. Привалов, А.Ю. Сетейкин,  А.Э. Фотиади   

МОДЕЛИРОВАНИЕ РАСПРОСТРАНЕНИЯ ЛАЗЕРНОГО ИЗЛУЧЕНИЯ  
В НЕОДНОРОДНЫХ СРЕДАХ СО СЛОЖНОЙ ГЕОМЕТРИЕЙ 

A mathematical model has been developed. It makes possible to analyze the process of the three-
dimensional propagation of laser radiation in inhomogeneous media with a complex geometry using the 
proposed modification of the Monte Carlo method. The model also allows to carry out the calculation of 
the distribution of the absorbed laser energy density in multilayered materials with complex geometry and 
can be used in solving problems of analysis of thermal fields visualization. Those problems arise in irradiated 
tissues. 

LASER RADIATION, MULTIBIOLOGICAL TISSUE, MONTE CARLO METHOD, 
INGOMOGENEITY, MULTIPLE SCATTERING.

Построена математическая модель, позволяющая с помощью предложенной модификации ме-
тода Монте-Карло анализировать  процесс трехмерного распространения лазерного излучения в 
неоднородных средах со сложной геометрией. Модель позволяет проводить расчет распределения 
плотности поглощенной энергии лазерного излучения  в многослойных материалах  сложной гео-
метрии и может использоваться при решении задач анализа визуализации тепловых полей, возни-
кающих в облучаемых тканях. 

ЛАЗЕРНОЕ ИЗЛУЧЕНИЕ, МНОГОСЛОЙНАЯ БИОЛОГИЧЕСКАЯ СРЕДА, МЕТОД МОНТЕ-
КАРЛО, НЕОДНОРОДНОСТЬ, МНОГОКРАТНОЕ РАССЕЯНИЕ. 

I. Introduction

Optical methods of diagnostics of the 
biological tissues are now becoming more 
and more widespread. The main advantage of 
these methods is their non-invasiveness. Using 
low-intensity laser radiation in the visible 
and near-IR region as a sounding signal does 
not have significant damaging effects on the 
studied biological media. In this context the 
questions of using mathematical models that 
would adequately describe the propagation of 
light in biological tissues, acquire additional 
relevance. Such models should describe not 
only the propagation of radiation in terms of the 

multiple scattering, but they also are supposed 
to solve the problem of determining the flow 
of radiation emerging from the medium of the 
illuminated surface. This is due to the fact that 
most modern diagnostic methods are based on 
the detection of reflected and backscattered 
light.

The theory of radiative transfer is one of 
the most common theoretical description of 
light propagation in turbid media. However, 
the analytical solution of the problem of light 
propagation in multi-component biological 
tissues is quite complex, even in simple cases. 
If we consider heterogeneous tissue or the 
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tissue of complex geometry, then obtaining 
an analytical solution is almost impossible. 
In such cases the required solutions can only 
be obtained by numerical methods. However, 
most of the known methods do not allow full 
determining the changes in the optical and 
geometrical parameters of the medium due to 
the presence in it various irregularities. From 
the point of view of modeling, «visualization» 
of such objects is to use the most appropriate 
statistical Monte Carlo (MC) method. It is based 
on the concept of the radiation propagation in 
the medium in the form of a flow of model 
wave packets, each of which being formed by 
a set of photons of a certain «class» with a 
given energy and propagation direction. This 
means that the model package exhibits definite 
properties such as phase and polarization and 
is a kind of quasiparticle energy carrier, and 
is capable of forming an interaction with the 
medium of similar, but less energetic particles.

The mathematical model of the process 
of three-dimensional optical radiation 
propagation in living tissue is described in this 
paper. It is assumed that the model medium 
volume is a set of addressable (indexed) 
volume elements of three-dimensional space. 
Selecting a possible model for the event 
package is calculated by its interaction with 
either the elementary volume or the surface, 
if the latter is the boundary between the layers 
with different optical characteristics.

II. Simulation Methods of Laser Radiation 
Propagation in Complex Tissues

With regard to the problem of light 
propagation, photons motion in a medium is 
simulated. In other words, «random path» of 
photons is simulated on the basis of the laws 
that determine the radiation distribution in the 
tissue. The movement trajectory is expressed 
by the probability density function p(x), which 
depends on the medium macroscopic optical 
parameters [1 – 5]. These parameters include the 
absorption coefficient, the scattering coefficient 
and the anisotropy parameter. Fresnel law is 
used to account for the reflection or refraction 
at the interface of two subdomains. Fig. 1, a 
shows an example of the photon trajectory in 
the medium. Model is based on the radiative 
transfer equation.

It is believed that the particles, which 
are scattered and absorbed, are spherically 
symmetrical, and therefore the average indicatrix 
of scattering can be used in our calculations. 
Using this model and comparison of numerical 
calculations and experimental results have 
shown that this approximation satisfactorily 
describes properties of most biological tissues.

III. The Simulated Experiment Scheme

The action of UV and IR laser radiation on 
the human epidermis is widely used in medicine. 
The biological medium is inhomogeneous, and 
its optical parameters are complex functions 
of spatial coordinates. However, the medium 
can be divided into fairly small subregions, 
within which the optical properties of the 
medium can be approximately specified. The 
simplest approximations are those of constant, 
linear, and quadratic functions. For modeling 
by Monte Carlo method in three-dimensional 
space, a very important factor is how to carry 
out such a division.

Fig. 1. An example of the photon trajectory  
in the medium  

(The open and shaded circles – respectively absorbing 
and scattering centers)

а)

b)
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The finite-element method provides a 
convenient set of tools for describing complex 
media. The geometry of the medium is described 
in this paper as a finite-element network  
(Fig. 1, b). The use of Monte Carlo method 
to model radiation propagation with such a 
specification of the medium has a number of 
features that are considered in this paper. The 
simpler the shape of the partitioning elements, 
the fewer computational resources are required 
for the calculations. Therefore, the use of 
tetrahedra as network elements makes it fairly 
easy to make a transition between elements to 
go beyond the limits of an element and to find 
a packet inside a network element. Certain 
criteria need to be developed to determine the 
quality of the network. The network by means 
of which the calculated region is approximated 
by partitioning into elementary cells is one of 
the main factors that determine the accuracy 
and convergence of the numerical solution of 
the problem.

According to the theory [6], the properties 
of the network mainly depend on the shape 
of the partitioning elements. Networks are 
regarded as high-quality in such an estimate 
when each element is a regular or close-
to-regular tetrahedron. Consequently, a 
network will be considered low-quality if it 
contains degenerate or close-to-degenerate 
elements. With such an approach, the starting 

geometry of the calculated region can be 
arbitrary. The case in which the medium 
contains an internal closed inhomogeneity 
can be of practical interest. Problems of the 
propagation of radiation with wavelengths of 
400 and 800 nm were therefore chosen as 
test problems to estimate the accuracy and 
adequacy of the developed algorithm. Skin has 
an inhomogeneous structure and accordingly 
inhomogeneous optical parameters. A medium 
consisting of several layers: the stratum 
corneum, the epidermis, and the dermis with 
a closed inhomogeneity of complex shape – 
was chosen as the calculation medium. The 
closed inhomogeneity is modeled in the form 
of a complex figure bounded by two ellipsoidal 
surfaces; an additional layer which models air 
is also introduced.

Fig. 2 shows the geometry of the calculation 
medium subjected to laser irradiation. The 
center of the beam is displaced relative to the 
coordinate origin along the x axis by 0.001 cm 
and is directed perpendicularly upwards, and its 
radius is 0.001 cm. The absorption coefficient 
is fairly high for radiation with wavelength of 
400 nm; therefore, it must be strongly absorbed, 
without penetrating deep inside the medium.

When a photon is deflected by angle θ,  
it is assumed that it is deflected axially 
symmetrically relative to the initial propagation 
direction at azimuthal angle ψ, which is 

Fig. 2. Geometry of the medium used for calculations. Several layers of medium:  
1 – stratum corneum, 2 – epidermis, 3 – dermis with a closed ingomogeneity (5), 4 – air

1

2

3

4

5
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uniformly distributed within the interval  
[0, 2π]. Asymmetric scattering is not considered 
in this paper. Probability-density function p is 
constant and equals 1/2π [7].

After N photons are launched, we have 
a certain choice of statistical weights X1, X2, 
..., Xn for each network node, obtained by 
the medium in its neighborhood. Statistical 
processing is carried out for these quantities. 
The most important ones are the mathematical 
expectation and the selective dispersion.

Let the weight of all N photons correspond 
to a certain energy q. Then, the mathematical 
expectation of the resulting weight by a network 
node is

1

(1 / ) ,
n

i
i

X n X
=

= ∑
where n is the number of absorptions in the 
neighborhood of the node of interest, and 
Xi is the statistical weight absorbed in the 
neighborhood of the i-th node of interest.

The mathematical expectation can be used 
to compute the energy density as follows:

( ) / ,Q Xq V=

where V is the volume of the neighborhood of 
the node of interest, and q is the energy that 
corresponds to the total statistical weight of N 
packets of photons.

The method called the implicit photon-
capture technique is often used to take into 
account the absorption [8, 9]. The motion of a 
packet of photons, rather than of each photon 
separately, is considered in the modelling. A 
packet of photons models the motion of a set of 
photons along  similar trajectories. Only some 
of the photons from a packet are absorbed 
when they interact with the medium, while the 
rest continue to move.

A cross-section in the xz plane was chosen 
for a graphical representation of radiation 
propagation in the medium. Fig. 3 shows the 
density distribution of the absorbed energy in 
this plane for 400-nm radiation.

For 800-nm radiation, the absorption 
coefficient is significantly less than the scattering 
coefficient, and a strongly scattering medium is 
modelled. Consequently, its penetration depth 
must be greater than in case when UV radiation 
is used. One more layer is therefore added to 
the region of calculation – the dermis, 0.05 cm 
thick. Fig. 4 shows the density distribution of 
the absorbed energy in the xz plane for radiation 
with wavelength 800 nm.

The character of the interaction of laser 
radiation with biological tissue depends on 
the absorption coefficient for this wavelength. 
Absorption predominates in the UV region; 
therefore, the contribution of scattering is 

Fig. 3. Density distribution of absorbed energy u in the cross-sectional xz plane  
for a wavelength of 400 nm

(1)

(2)

Radiation
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fairly small, and the radiation penetration 
into the medium is just as shallow. For 
radiation from 600 to 1500 nm – the so-
called terahertz window – in the event that 
scattering predominates over absorption, and 
the radiation-penetration depth is significantly 
greater than that for the UV region.

The laser radiation has the same power and 
energy in both cases. The penetration depth of 
UV radiation is slight. Therefore, a great part of 
the energy will be absorbed in a small volume 
near skin surface for 400-nm radiation, and the 
absorbed energy density is significantly greater 
than in the case of the wavelength of 800 nm 
[10].

IV. Conclusion

The paper concerns the propagation of 
optical radiation of different spectral regions 
in biological tissues. Monte Carlo method has 

been used in the study. We can simulate all 
the aspects of biological medium geometry 
using as the computational domain a grid 
of tetrahedron elements for 3D modeling 
or triangles in case of two dimensions.  The 
modeling results give a visual representation 
of the absorbed energy density distribution in 
a biological medium. In case of one million 
packets of photons computational error does 
not exceed 1 %. 

The proposed method is very flexible and 
well adaptable to the environments of different 
geometry. It allows obtaining two- and three-
dimensional information on the distribution of 
light in tissue. The algorithms based on MC 
method can be applied both to diagnosing 
structural changes in the biological tissue 
of any closed geometry, and to calculating 
the temperature field and the boundaries of 
degradation during laser therapy.
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ON STABILITY OF NANOSCALE  
ELECTRON-POSITRON DROPLETS

А.Н. Ипатов, В.К. Иванов, Р.Г. Полозков

О СТАБИЛЬНОСТИ НАНОРАЗМЕРНЫХ  
ЭЛЕКТРОН-ПОЗИТРОННЫХ КАПЕЛЬ

This paper presents the results of the total energy calculation for electroneutral electron-positron clusters 
with closed shells. The calculations were performed within the Random Phase Approximation with Exchange 
to take into account many-particle correlations that allowed us to reduce the energy per one electron-
positron pair below the energy per one pair of dipositronium molecule. The most stable electron-positron 
clusters are found for the cluster sizes in the interval from 20 to 40 pairs.

CLUSTER, ELECTRON, POSITRON, NANOSCALE DROPLET, RPAE.

В статье представлены результаты вычислений полных энергий электронейтральных электрон-
позитронных кластеров с заполненными оболочками. Для учета многочастичных корреляций вычис-
ления проводились в рамках приближения случайных фаз с обменом, которое позволило получить 
энергию на одну электрон-позитронную пару меньше той же энергии для молекулы дипозитрония. 
Обнаружено, что наиболее стабильными являются кластеры, содержащие число пар в интервале  
от 20 до 40. 

КЛАСТЕР, ЭЛЕКТРОН, ПОЗИТРОН, НАНОРАЗМЕРНАЯ КАПЛЯ, псфо.

I. Introduction

Investigations of a bound state of matter 
and antimatter, in particular of electron-posi-
tron systems, have a long story. Before the ex-
perimental observation of the atom-like bound 
state of an electron and positron in 1951 [1], 
the probability of formation of the dipositro-
nium molecule – the bound state of two posi-
troniums – was predicted theoretically in 1946 
[2]. Then, in 1947, the ground state energy of 
dipositronium molecule was calculated by solv-
ing the four-body Shrodinger equation for two 
electrons and two positrons [3]. Later on, a set 
of computations of coupling energy of diposi-

tronium was performed and the lifetime of that 
system was estimated as well [4 – 6]. Finally, 
the dipositronium molecule was found experi-
mentally in 2005 [7] that proved the existence 
of bound state of two electron-positron pairs.

The problem of possible formation of com-
pact bound systems of more than two electron-
positron pairs is still open. Recently, it was 
shown that formation of an electron-positron 
liquid is possible in particular interval of par-
ticle densities and temperatures due to intense 
Coulomb interaction that correlates the mo-
tion of electrons and positrons [8]. So far, one 
could have expected a formation of electron-
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positron droplets similar to the electron-hole 
droplets in semiconductors [9]. The number of 
particles in the droplets theoretically can vary 
from two electron-positron pairs to infinity. In 
the similar way, as it happens in positronium 
atom, the motion of electrons and positrons in 
a finite-size droplets must be quantized. Elec-
trons and positrons move in the self-consistent 
field formed by both subsystems with the whole 
system being electrically neutral. It was pro-
posed that the droplets formed by mutual in-
teraction between electron and positron sub-
systems should have a lot of similarities with 
alkali metal clusters, where their valence elec-
trons are completely delocalized through the 
whole volume. Based on this proposal, a new 
theoretical model for electron-positron droplets 
was developed [10 – 12]. In particular, in the 
papers [10 – 12] the electron-positron drop-
lets containing up to 100 particle pairs have 
been studied. Calculations of internal structure 
of these systems were performed both within 
Hartree – Fock (HF) approximation and the 
Local Density Approximation (LDA). It was 
found that similarly to metallic clusters  [13], 
the minimal energies per one particle corre-
spond to the systems with «magic» numbers of 
electron-positron pairs that form closed shells.

It was shown in [10 – 12] that the optimal 
density distribution of both subsystems corre-
sponding to an absolute minimum of the total 
energy of electron-positron droplet must satisfy 
the local electroneutrality condition that provides 
the local equality of positive and negative charge 
densities through the whole droplet volume. The 
similar situation takes place with alkali metal 
clusters within the optimized jellium model [14].

The previous calculations [10 – 12] show 
that the energies per one pair resulting from the 
latter calculations are significantly higher than 
the energy per pair in dipositronium molecule 
[4 – 6]. However, one should note that HF and 
LDA approximations used in these calculations 
do not take into account the dynamical part of 
interparticle correlations, in particular the po-
larization interaction. Moreover, the energies 
of electron-positron clusters obtained within 
the density functional theory framework for a 
part of many-particle correlations [10, 11] are 
visibly lower than corresponding Hartree-Fock 
energies [12].

The goal of present work is to study the 
role of correlation effects in possible formation 
of stable electron-positron clusters. The cor-
relation corrections to the Hartree-Fock cou-
pling energies of several most stable clusters 
with «magic» numbers of pairs were calculated 
using different approximations. The results of 
preliminary calculations were already presented 
in [15]. The present paper is devoted to more 
detailed description of obtained results. 

The atomic system of units is used through-
out the paper: 1.ee m= = =

II. Theoretical Approach

Let’s consider an electrically neutral system 
of fermions interacting via Coulomb forces. For 
example, it can be an electron-positron droplet 
which consists of the same number N of posi-
tive and negative charged fermions with equal 
masses 1.e pm m m= = =  The ground state wave 
function of the system described by total Ham-
iltonian  0H  with pair interaction potential 

1
( , ) ,V ′ =

′−
r r

r r


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In this case, the following normalization 
condition is fulfilled:
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Here and more throughout the text, 
indexes i, j correspond to occupied and m, n –  
non-occupied (virtual) one-particle states, 
respectively; r(e), r(p) – electron- and positron-
position vectors.

Within Hartree-Fock approximation, the 
total electron and positron wave functions are 
presented by Slater determinants:
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composed of one-particle wave functions 
obtained by solving the system of Hartree-Fock 
equations:
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Hartree’s potentials defined as
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are the densities of electron and positron sub-
systems. The non-local exchange potentials 
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ex

eU  ( )

ex

pU  in (4) can be written in the follow-
ing form:
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Note, that in the case of central symmetry 
one-particle wave function can be composed 
as a product of radial, angular and spin 
components: 

( )
( , ) ( , ) ( )nl
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P r
Y

r µϕ σ = θ ϕ χ σr

and characterized by well-known quantum 
number set n, l, m, μ [16].

It was shown [15, 17] that in the case of equal 
masses of interacting particles e pm m m= =  the 
minimal value of the total energy corresponds 
to the equality of local Hartree potentials 

( ) ( )
H H( ) ( )e pU U=r r

and the local electrical neutrality of the system 
( ) ( )( ) ( ) 0.e pρ − ρ =r r

So, Hartree-Fock equations are transformed 
to the following form [14, 15]:
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and the interaction between the particles is only 
presented by the exchange term (7). Note that 
the equations (11) are equally suitable for both 
electron and positron subsystems. 

The total energy of the droplet totE  consist-
ing of N electron-positron pairs is determined 
by the total energies of electron eE  and posi-
tron pE  subsystems and the energy of interac-
tion between them .e pE −  It can be shown that 
within the HF approach, the total energy of the 
droplet is represented by the following expres-
sion [12]:

1

2 .
осс

tot i exch
i

E E
=

 
= ε + 

 
∑

Here, the values iε  are one-particle ener-
gies of occupied states which are the eigenval-
ues of HF equation system  (11), exchE  is the 
exchange interaction energy
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1
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E ij V ji
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where Vαβ γδ  is the Coulomb matrix ele-
ment:
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The indexes , , ,α β γ δσ σ σ σ  correspond to the 
spin projections of the one-particle states. 

Using the HF approximation, one should 
understand that this approximation underes-
timates the cluster total energy as soon as it 
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neglects the many-electron correlations, in 
particular the polarization interaction  [18]. 
Indeed, the calculations performed within the 
LDA framework, that effectively takes into ac-
count the static part of many-particle correla-
tions [11], lead to essential reduction of the 
total energy in comparison with the HF results 
[12]. The corresponding comparison is shown 
in Table 1.

On the other hand, starting from the HF 
approach, one can take into account the 

polarization interaction using Möller – Plesset 
approximation (MP2) [19], i. e. the second order 
of the perturbation theory. The corresponding 
correction of the total energy can be composed 
of three components

( 2) ( 2) ( 2) ( 2)MP MP MP MP
e e p p e pE E E E− − −∆ = + +

where
( 2) ( 2)

,

21
2

;

MP MP
e e p p

ij mn m n i j

m n i j

E E

ij V mn mn V ij

ij V nm mn V ij

− −= =


= − − ε + ε − ε −ε


− ε + ε − ε −ε 

∑

( 2)
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2
.
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e p
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E − = −

ε + ε − ε − ε∑

The factor «2» in the formulae (16), (17) 
results from summation over spin variables in 
matrix elements (14). Substituting (16), (17) into 
(15) one obtains the correction to the total energy 
of the droplet within MP2 approximation:

( 2)

,

4

 

.
 

MP

ij mn m n i j

m n i j

ij V mn mn V ij
E

ij V nm mn V ij


∆ = − − ε + ε − ε − ε


− ε + ε − ε − ε 

∑

The results of the calculations of the 
total energy per electron-positron pair 

Tab l e  1 

Total energies per pair for electron-positron  
clusters with different numbers N of pairs obtained 

within the HF [12] and LDA [11] approaches

N
Etot

(HF)/N Etot
(LDA)/N

eV

2 –2.96 –5.12

8 –2.76 –5.44

18 –2.70 –5.56

20 –2.68 –5.60

34 –2.68 –5.64

40 –2.64 –5.72

58 –2.66 –5.70

92 –2.62 –5.60

106 –2.60 –5.58

Tab l e  2

The total energies per pair for electron-positron clusters  
with different number N of pairs obtained within the HF approach [12],  

and with accounting for the correlations within Möller-Plesset approximation 
and RPAE (present work)

N
Etot

(HF)/N (Etot
(HF) + ΔE(MP2))/N (Etot

(HF) + ΔE(RPAE))/N

eV
2 –2.96 –4.63 –6.20
8 –2.76 –5.06 –7.22
18 –2.70 –5.26 –7.50
20 –2.68 –5.36 –7.68
34 –2.68 –5.38 –7.62
40 –2.64 –5.50 –7.94
58 –2.66 –5.38 –7.48
92 –2.62 –5.40 –7.13
106 –2.60 –5.42 –7.14

(15)

(16)

(17)

(18)
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( ) ( 2)( ) /HF MP
totE E N+ ∆  for the series of clusters 

with closed shells are presented in Table  2. 
Accounting for polarization interaction within 
the MP2 decreases the energies per pair and 
brings the obtained values closer to the LDA 
results.

However, as it was shown earlier in [15, 17],  
the Möller – Plesset approximation is still not 
able to include all correlation effects in the 
strongly interacting many-body systems. For 
the proper outline, it is necessary to consider 
the higher orders of perturbation theory. 
For this purpose, we use the Random Phase 
Approximation with Exchange (RPAE) which 
takes into account so-called «ring» Feynman 
diagrams of infinite order [18].

The correlated excited state can be 
represented within the RPAE as 

   

0( ) ,m i i mim ia
im

X a a Y a a
+ +ν ν

νΦ = − Φ∑

where 0

1
det{ ( )}

!
i j

N
Φ = ϕ r  is the ground 

state wave function within the HF approxima-
tion, a

+
α  и aβ  are one-particle Fermi creation 

and annihilation operators. The coefficients 

miX ν  and miY ν  called the «time forward» and 
«time reverse» amplitudes, respectively, are 
responsible for contributing the determinants 
  0m ia a

+
 and   0i ma a

+
 into the state (19). 

Note, that due to the local electrical neutrality 
of an electron-positron droplet [10 – 12], the 
expression (19) equally describes both the wave 
functions of electron and positron subsystems. 
It was shown [17] that the components of νX  
and νY  vectors can be found by solving the fol-
lowing RPAE matrix equation:
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which has 2( )eh phN N+  independent solutions, 
where eh phN N=  is the number of one-particle 

electron-hole and positron-hole pairs. The ele-
ments of Hermitian matrixes A and B, includ-
ing electron-electron (and positron-positron) 
interaction only, are described as

( ) ( )
,

( )
,

( ) ( )
,

( )
,

;

;

;

,

e e
im jn ij mn im

e
im jn

p p
as bt ab st as

p
as bt

A in mj

B ij mn

A at sb

B ab st

= δ δ ω +

=

= δ δ ω +

=

 (21)

where indexes i, j, a, b correspond to the oc-
cupied and m, n, s, t – to virtual one-particle 
states. 

Each matrix element 2 V Vαβ γδ = αβ γδ − αβ δγ
2 V Vαβ γδ = αβ γδ − αβ δγ  consists of «direct» 

and «exchange» parts defined by (14), and the 
factor «2» in the direct part arises from summa-
tion over spin projections.

The matrixes C and D correspond to the 
electron-positron interaction and therefore in-
clude direct interaction part only:

,

,

2 ,

2 .
im as

im as

C is V ma

D ia V ms

= −

= −

In case when one of the subsystems (for 
example, positrons) is «frozen» with respect to 
small deviation, i. e. ( )( ) 0,pδρ =r  the equation 
(20) reduces to the form of standard RPAE 
equation [18]:

.∗ ∗

     
= Ω     −     

A B X X

B A Y Y

The elements of the eigenvectors of 
matrix of equation (20) satisfy the following 
orthonormality conditions:

( ) ;

( ) ,

mi mi mi mi
mi

mi nj mi nj mn ij

X X Y Y

X X Y Y

ν µ µ µ
νµ

ν ∗ ν ν ∗ ν

ν

− = δ

− = δ δ

∑

∑
where index ν corresponds to an eigenvector 
with eigenvalue νΩ  that equals to the transi-
tion frequency between the ground state and 
ν-th excited one.

Due to the symmetry of equation (20), 
there are two solutions with eigenvalues νΩ  and 

ν−Ω  and eigenvectors ( ) ( ) ( ) ( )( , , , )e e p p
ν ν ν νY X Y X  and 

( ) ( ) ( ) ( )( , , , ),e e p p
ν ν ν νX Y X Y  respectively. This means 

that one should consider only ( )eh phN N+  so-
lutions with positive eigenvalues.

(19)

(22)

(23)

(24)

(20)
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Besides, if the masses of particles are equal 
( ),e pm m m= =  then, due to the symmetry be-
tween two subsystems

( ) ( )

( ) ( )

,

,

e p

e p

=

=

A A

B B

one can distinguish two following types of 
the solutions of equation (20): the symmetric 
modes, that match the conditions ( ) ( ) ( ) ( ),e p e p= =X X Y Y ( ) ( ) ( ) ( ),e p e p= =X X Y Y , and the antisymmetric ones with 
the relations ( ) ( ) ( ) ( ), .e p e p= − = −X X Y Y  The so-
lutions of the first type correspond to «acous-
tic» type of oscillations of the particle density, 
which retains the local electrical neutrality of 
the whole system. Thus, in the calculations 
of optical characteristics of electron-positron 
droplets, we should take into account only an-
tisymmetric (dipole or «optical») modes. This 
allows us to transform the equation (20) into the 
equivalent form with matrix size 2 2eh ehN N×
with ehN  independent solutions [15, 17]:

( ) ,RPAE

∗ ∗

     
= Ω       −    
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Y YB A

 
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, , ,

, , ,

4 ,

4 .

im jn im jn im jn
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A A C

in V mj in V jm

B B D

ij V mn ij V nm

= + =

= ω δ δ + −

= + =

= −





Note, that the orthonormality conditions 
(24) for eigenvectors of equation (26) remain 
intact. 

The coefficients miY ν  obtained by solving the 
equation (26) assess the contribution of the cor-
relations to the ground HF state. Finally, the 
correlation correction to the HF ground state 
energy within RPAE can be written as [21]

2( ) ( )

,

,RPAE RPAE
im

im

E Y ν
ν

ν

∆ = − Ω∑

where the summation is performed over all 
excited states ,νΦ  the energies ( )RPAE

νΩ  are 
the eigenvalues of equation (26).

Note that the same result can be obtained 
within Tamm – Dancoff approximation [21]

( ) ( ) ( )1
( )

2
RPAE RPAE TDAE

ν ν
ν

∆ = − Ω − Ω∑

where ( )TDA

ν
Ω  are the eigenfrequencies of the 

corresponding Tamm – Dancoff  equation
( ) .TDA= ΩAX X

Besides the correlation contribution to 
the ground state energy, the correlations 
significantly affect the optical properties of 
many-particle system. Indeed, the static dipole 
polarizability of an electrically neutral electron-
positron droplet can be calculated as [15, 17]

( )
2
.e p f+ ν

ν ν

α =
µΩ∑

Here the summation is over all excited 
states of the system, μ is the reduced mass of 
the electron-positron pair 

,
2

e p

e p

m m m
m m

µ = =
+

 

fν  are the dipole transition oscillator strengths 
between the  ground state and the ν-th excited 
many-particle state with frequency .νΩ . The 
oscillator strengths are defined by the following 
expression:

24
.

3
f Dν ν ν= µΩ

They satisfy the sum rule f Nνν
=∑   

[18, 21]. The transition matrix elements Dν  
are calculated by summation over all the one-
particle excited states:

( ),im im im mi
im

D X d Y dν ν
ν = +∑

where imd  are the single-particle dipole ampli-
tudes in the length gauge [18]:

( ) ( ) , ...,   1.
i i m mim n l n l m id P r rP r dr l l= = ±∫
III. Results of Calculations

In order to solve the equations (20) and 
(26) it is necessary to have a complete basis 
of the one-particle wave functions (8) includ-
ing both discrete and continuum spectra states. 
To perform the numerical calculations, we use 
replacing the true virtual one-particle states by 
the discrete spectrum of pseudostates. This ap-
proach is based on the representation of the 
radial wavefucntions (8) as a linear combina-
tion of the piecewise continuous polynomials 
defined on a sufficiently large radial interval [0, 
Rmax], so-called B-splines [22]. The new rede-

(25)

(30)

(31)

(26)

(32)

(27)

(33)

(34)

(28)

(29)
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fined functions Pnl(r) satisfy the boundary con-
ditions max(0) ( ) 0,nl nlP P R= =  i. e. the system is 
supposed to be placed in the spherical potential 
well with the walls of infinite height. This ap-
proach allows us to carry out summation over 
a finite number of discrete pseudostates instead 
of integrating over continuous part of the spec-
trum. 

In our calculations we use 50 B-splines of 
the order 7 for each orbital quantum number 
l, and implement the summation over trans-
ferred angular momenta up to l = 10. The 
partial contributions of the terms with dif-
ferent transferred angular momenta to the 
correlational part of the energy are shown 
in Fig. 1 for the electron-positron clus-
ters of different sizes. One can see that for 
small clusters the main contribution comes 
from the dipole term while the contributions 
with larger transferred momenta rapidly de-
crease. At the same time, for clusters with  
N > 20 the terms with larger transferred mo-
menta play more significant role and their 
contributions decrease more slowly with l. 

The results of the calculations of the to-
tal energies per electron-positron pair for 
the clusters of different size are presented 
in Table 2 and Fig. 2. For comparison, we 
present the results obtained within the HF 
approximation, the LDA, the second order 

Möller – Plesset approximation (MP2) and 
the RPAE as well. 

As it can be seen from Table 2, as well as 
from Fig. 2, the closed-shell clusters contain-
ing 20, 34 and 40 electron-positron pairs have 
the lowest values of the energy. There is a con-
spicuous minimum of the total energy calcu-
lated with the correlation corrections, while the 

Fig. 1. The partial contributions to the correlation 
energy of electron-positron clusters as a function  
of transferred angular momentum for the systems 
with different number of electron-positron pairs:  
N = 2 (1), N = 8 (2), N = 20 (3), N = 40 (4),  

N = 92 (5)

Fig. 2. The total energies of clusters per electron-
positron pair as a function of cluster size obtained 

within the different theoretical approaches:  
1 – HF [12], 2 – LDA [11], 3 – MP2,  

4 – RPAE; 5 – the result of ab initio calculations 
of dipositronium molecule [4]

Tab l e  3 

Reduced static dipole polarizabilities α(e+p)/R3  
for the clusters consisting of the different numbers  

of electron-positron pairs N. For comparison,  
there are reduced polarizabilities of electron 

subsystem presented here and obtained in a frozen 
positively charged core α(e)/R3 

N α(e+p)/R3 α(e)/R3 

2 1.40 1.24

8 1.58 1.39

18 1.46 1.29

20 1.54 1.38

34 1.39 1.25

40 1.50 1.37

58 1.33 1.21

92 1.30 1.20

106 1.31 1.21

5
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energies within Hartree – Fock approximation 
have approximately equal values for almost all 
of the clusters considered (except for the case of 
N = 2). Besides, the calculations with the cor-
relation corrections (Etot

(HF) + ΔE(RPAE))/N show 
that the pair energy of two electron-positron 
cluster is higher than half of the total energy of 
the molecule dipositronium (7.02 eV) obtained 
in the ab initio calculations [4], while the pair 
energies of other systems are visibly lower. 

Thus, it can be assumed that formation 
of a cluster consisting of two electron-
positron pairs bound by exchange-correlation 
interaction is energetically unfavorable in 
comparison with the positronium molecule 
the structure of which is determined by van 
der Waals interaction [8]. 

As for the larger systems, the cluster 
structure of an electron-positron droplet 
becomes more beneficial. In favor of the latter 
statement, the behavior of the reduced static 
dipole polarisability with cluster size reveals the 
maximum values for N = 8 – 40. Table 3 pre-
sents the ratios of the static dipole polarizability 
of electron-positron droplets calculated in 
RPAE, to the value of the effective cluster 
radius in the third degree. The effective radius 
is calculated by the simple formulae 

3
3

,
4

R
n

=
π

where n  is the average concentration of elec-
tron-positron pairs in the system:

1
( ) ( ) .e pn d

N
= ρ ρ∫ r r r

For the systems of medium size N = 8 – 40 
there is an admittedly optimal proportion of 
the particles in surface area, that give the main 
contribution to the polarization interaction, 
with respect to the volume area particles. 

It should be noted that, as one may see 
from Table 3, the polarizability of mutually 
correlated electron-positron droplets ( )e p+α  for 
all N is somewhat higher than the correspond-
ing values calculated in the frozen core of one 
of the subsystems ( ).eα . It means that the cor-
relations between the particles constituting the 
cluster subsystems influence not only the stabil-
ity of the electron-positron droplets as a whole, 
but also their optical properties. 

IV. Concluding Remarks

This work presents the results of the total 
energy calculations as well as the static polaris-
ability of electron-positron clusters with closed 
shells. The calculations fulfilled show that the 
single-particle approximations like Hartree – 
Fock one and the Local Density Approxima-
tions are not able to provide a stable state of 
such systems. The total energies obtained with-
in HF and LDA calculations are higher than 
the corresponding energies of electron-positron 
systems bound by van der Waals interactions.

However, using HF approximation as a 
zero guess, it is possible to take into account 
additional correlations aroused by the strong 
polarization interaction of electron-positron 
system. The calculations with accounting for 
the second order of perturbation theory and 
within the RPAE reveal the significant decrease 
of the total energies. 

In particular, the RPAE results for the clus-
ters with the number of pairs N ≥ 8 are below 
the energy level of –7.02 eV, which is equal to 
the total energy per pair of positronium mol-
ecule [4]. The calculations reveal the minimum 
of the total energy per pair for the numbers of 
N in the range between 20 and 40, and this 
corresponds to the most stable electron-posi-
tron clusters. This minimum could be under-
stood if one considered the behavior of reduced 
static dipole polarizability of electron-positron 
systems, which also has a visible maximum in 
the same size region. 

The existence of stable electron-positron 
clusters could be investigated experimentally. 
These objects can be created during conden-
sation or density collapse of electrons and 
positrons in a certain volume. The necessary 
conditions for such process can be obtained in 
experiments with electron and positron aligned 
beams of high density and of equal energy. The 
stable clusters can be determined by the meth-
ods of optical spectroscopy. Indeed, the rel-
evant time corresponding to the frequency of 
dipole resonance is about ~1.5 fs [17] while the 
lifetime of the annihilation decay of dipositro-
nium molecular is the five orders of magnitude 
larger [5]. This condition can provide one with 
enough life time of electron-positron cluster to 
study its optical properties.

(35)

(36)
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A Second-Order Method for Additive Stiff Problems

Е.А. Новиков

Метод второго порядка для решения  
аддитивных жестких задач

A second-order accuracy method for additive stiff systems of ordinary differential equations is developed. 
Inequalities for accuracy control are obtained. Numerical results are presented.

stiff additive problem, (m,k)-method, error estimation.

Построен метод второго порядка точности для решения жестких аддитивных систем 
обыкновенных дифференциальных уравнений. Получено неравенство для контроля точности 
вычислений. Приведены результаты расчетов.

жесткая аддитивная задача, (m,k)-метод, оценка ошибки

I. Introduction

For the numerical solution of the Cauchy 
problem

( ),y f t y′ = ,  0 0( ) ,y t y=  0 ,kt t t≤ ≤

for a stiff system of ordinary differential 
equations, L-stable methods are usually 
applied. Here y and f are real vector functions 
of dimension N, t is an independent variable. 

For a large-scale problem (1), the total 
computational cost of a method with the 
unbounded stability domain in fact is completely 
defined by the time of the calculation and 
decomposition of Jacobi matrix of the system 
(1). In a number of algorithms, Jacobi matrix 
is frozen, i. e. one and the same matrix is used 
at several integration steps. This enables one 
to decrease a computational cost considerably. 
This approach is widely used when implementing 
semi-implicit and implicit methods of Runge – 
Kutta type and multistep methods of Adams 
and Gear type (see, for example, Ref. [9]). 
However, for iteration-free methods [2, 5, 8]  
the problem of the freezing or any other 
approximation of Jacobi matrix is rather more 
complicated. On the other hand, the problem 

(1) can be written in the form [1, 6]:

[ ( ) ] ,y f t y By By′ = , − +

0 0( ) ,y t y=  0 ,kt t t≤ ≤

where B is an approximation of Jacobi matrix. 
Assuming that the term By is completely 

responsible for stiffness, the expression in 
the brackets can be considered as a non-
stiff part. Taking into account this fact when 
constructing an iteration-free method enables 
one, in particular, to freeze Jacobi matrix, 
which can be calculated analytically as well 
as numerically, in integration algorithms. For 
some problems, the symmetric part of Jacobi 
matrix or its diagonal approximation can be 
taken as the matrix B. Here we propose a 
second-order accuracy method which admits 
different types of approximation of Jacobi 
matrix. An error estimate and an inequality for 
the calculation accuracy control are obtained. 
Numerical results are presented.

II. A Numerical Scheme for Autonomous 
Problems

We consider the Cauchy problem for an 
autonomous system of the form

(1)

(2)
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( ) ( ),y y g y′ = ϕ +  0 0( ) ,y t y=  0 ,kt t t≤ ≤

where y, ϕ, and g are real vector functions 
of dimension N, and t is an independent 
variable. 

We assume that the function g(y) is completely 
responsible for stiffness and ϕ(y) is a non-stiff 
part. For (3), we consider a method of the form

4

1 1
;n n i ii

y y p k+ =
= + ∑  ;n nD E ahg ′= −

1 ( );nk h y= ϕ  2 [ ( ) ( )];n nDk h y g y= ϕ +

3 2;Dk k=

4 41 1 42 2 43 3( ),nk h y k k k= ϕ + β + β + β

where E is the identity matrix; g′n = ∂g(yn)/∂g; 
ki, 1 ≤ i ≤ 4 are the stages of the method; a, 
pi, β4j, ki, 1 ≤ i ≤ 4, 2 ≤ j ≤ 3 are numerical 
coefficients which define accuracy and stability 
properties of (4). 

To study the scheme (4), we substitute 
Taylor expansion of the stages ki, 1 ≤ i ≤ 4 in 
the first formula of (4). This gives

1 1 2 3 4

2
2 3 41 42 43 4

2 2
42 43 4 2 3

2 3
2 3

( )

 ( ) ( ) '

 ( ) ' ( 2 )

( 2 ) ( ),

n n n

n n n

n n n n

n n

y y p p p p h

p p hg p h

p h g a p p h g

a p p h g g O h

+ = + + + + ϕ +

+ + + β + β + β ϕ ϕ +

′+ β + β ϕ + + ϕ +

′+ + +

where the elementary differentials ϕn, gn, 
ϕ′nϕn, ϕ′ngn, g′nϕn, and g′ngn are calculated at an 
approximate solution yn. 

Taylor expansion of the exact solution 
y(tn+1) is of the form

1

2 3

( ) ( ) ( )

0 5 ( ' ' ) ( ),
n ny t y t h g

h g g g g O h
+ = + ϕ + +

′ ′+ . ϕ ϕ + ϕ + ϕ + +

where the elementary differentials ϕ, g, ϕ′ϕ, ϕ′g, 
g′ϕ, and g′g are calculated at the exact solution 
y(tn). Comparing the above expansions for the 
condition yn = y(tn), we arrive at the second-
order conditions for the scheme (4), i. e.

1 2 3 4 1,p p p p+ + + =  2 3 1,p p+ =

2 3( 2 ) 0.5,a p p+ =

41 42 43 4( ) 0.5,pβ + β + β =  42 43 4( ) 0.5.pβ + β =

This results in

41 0,β =  2

4 1
,

2
a

p
a
−

=  3

1 2
,

2
a

p
a

−
=  

1 4 0,p p+ =  42 43 4( ) 0.5.pβ + β =

Now we study the stability of scheme (4). 
In this case we may not use the test equation  
y′ = λy with a complex value λ, Re(λ) < 0 since 
there is no sense in splitting the right-hand 
side of the system of differential equations into 
stiff and non-stiff parts. Hence, in (3) we put 
ϕ(y) = λ1y and g(y) = λ2y where λ1 and λ2 are 
arbitrary complex numbers. Here λ1 and λ2 
mean some eigenvalues of the Jacobi matrices 
of the functions ϕ(y) and g(y), respectively. 
Applying (4) to the scalar test problem

1 2 ,y y y′ = λ + λ  0(0) ,y y=  0,t ≥

with the notations x = λ1y and z = λ2y, we have 
yn+1 = Q(x,z)yn where

2
1 2 42 43 4

2 2 2 2
42 4 1 4 42 4

2 2 2
2

( ) {1 (1 2 )

[ 2 ( 2 ) ] 0 5

[ ]

( ) } (1 ) .

Q x z a z x

ap ap a p xz x

a p x z a p a p a p xz

a ap z az

, = + − + +

+ − − + β + β − + . −

− β + + − β +

+ − / −

The necessary L-stability condition for 
the numerical formula (4) with respect to the 
function g(y) = λ2y is the relation Q(x,z) → 0 
as z → –∞. From the form of Q(x,z), it follows 
that this relation is valid provided that p2 = a 
and β42 = 0. As a result, taking into account (5), 
we obtain the set of the coefficients

41 42 0,β = β =  2 ,p a=  3 1 ,p a= −

1
4 1 430.5p p −= − = β

for the second-order accuracy scheme (4) 
where β43 is a free parameter and a is a root 
of the equation a2 – 2a + 0.5 = 0. Then, the 
stability function Q(x,z) of the scheme (4) has 
the form

2

2

( ) [1 0 5 (1 2 )

(1 2 ) ] (1 ) .

Q x z x x a z

a xz az

, = + + . + − +

+ − / −

For ϕ(y) = 0, the scheme (4) coincides with 
the L-stable (2,1)-method 

yn+1 = yn + ak2 + (1 – a)k3 [7] 

with the stability function Q(0, z) of the form 

Q(0, z) = [1 + (1 – 2a)z]/(1 – az)2 

and the local error δn,L of the form
23 3 2 4

, ( 1 3) 6 ( ).n L a h g h g g O hg ′′′δ = − / + / +

(3)

(4)

(5)

(6)
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The equation 

a2 – 2a + 0.5 = 0 

has two roots 1  1 –  0.5 2a =  and 

2  1 + 0.5 2.a =  We take a = a1 since in this 
case the coefficient of the principal term of the 
local error of the (2,1)-scheme is smaller. For 
g(y) = 0, (4) is degenerated into an explicit 
method of the Runge – Kutta type of the 
form 

yn+1 = yn + (1 – 0.5/β43)k1 + 0.5k4/β43. 

Notice that the local error δn,RK of this 
scheme can be written in the form

23
,

2 4
43

[ 6'

(1 6 0 25 / ) '' ] ( ).

n RK h

O h

δ = ϕ / +ϕ

+ / − . β ϕ ϕ +

Hence, the local error of the explicit formula 
is minimal provided that β43 = 2/3. Finally, 
we have the coefficients of the second-order 
accuracy scheme (4), i. e.

1 2 / 2,a = −  41 42 0,β = β =  43 2 / 3,β =

4 1 3 / 4,p p= − =  2 ,p a=  3 1 .p a= −

III. Calculation Accuracy Control

Calculation control for the scheme (4) is 
performed with a first-order accuracy method. 
With the help of the stages of (4), we can 
construct a family of first-order numerical 
formulae of the form

11 1 1 2 2 3 3 4 4 5 5,n ny y b k b k b k b k b k+ , = + + + + +

where k5 = hg(yn), bi  are numerical coefficients. 
Using Taylor expansion of the stages, we see 
that (7) is of first-order accuracy provided 
that 

b1 + b2 + b3 + b4 = 1 

and 

b2 + b3 + b5 = 1. 

Then an error estimate εn for the scheme 
(4) can be calculated by the formula 

εn = yn+1 – yn+1,1. 

When choosing the coefficients bi, 1 ≤ i ≤ 4, 
one can be guided by different considerations. 
For instance, if the function g(y) is completely 
responsible for stiffness of the problem (3), 

which is the case for many problems (2) for  
B = ∂f(y)/∂y, then it makes sense to take the 
set of coefficients 

b1 + b3 + b4 + b5 = 0 and b2 = 1 

or 

b1 + b2 + b4 + b5 = 0 and b3 = 1. 

This technique of the error estimation is 
used with advantage when implementing the 
(2,1)-method with analytical calculation of the 
Jacobi matrix. However, if, for instance, in the 
problem (2) a diagonal approximation of the 
Jacobi matrix is used, then for many problems 
(3) we may not consider the function ϕ(y) as 
a non-stiff part. In this case, such an estimate 
may result in the loss of calculation accuracy 
due to arising instability of the explicit part of 
the numerical formula (4). From this reasoning, 
in (7) the coefficients b1 + b5 = 1 and b2 = b3 =  
= b5 = 0 are taken. In this case, (7) is rearranged 
to the form 

yn+1,1 = yn + h[ϕ(yn) + g(yn)]. 

Numerical results show that the application 
of this scheme in the estimate results is more 
reliable control of calculation accuracy. 

We point out an important feature of the 
proposed error estimate. From L-stability of 
the scheme (4), it follows that for the stability 
function Q(x,z) we have Q(x,z) → 0 as z → –∞. 
For the exact solution 

y(tn+1) = exp(x + z)y(tn) 

of the problem (6) a similar property holds, 
hence, it is natural to require that the error esti-
mate εn approaches zero as z → –∞. However, 
for the proposed estimate we have εn = O(z). 
Thus, to improve the asymptotic behaviour, 
instead of εn we consider the estimates εn(jn) of 
the form εn(jn) = Dn

1–jnεn, 1 ≤ jn ≤ 3. Observe, that 
in the sense of the principal term, i. e. the first 
term of Taylor expansion of an error in powers 
of h, the estimates εn and εn(jn) coincide for any 
value of jn, besides, εn(3) → 0 as z → –∞. Now, 
for calculation accuracy control we can use the 
inequality ||εn(jn)|| ≤ ε, 1 ≤ jn ≤ 3, where ε is the 
required accuracy of calculations. Notice, that 
the use of εn(jn) instead of εn does not result 
in considerable increase of a computational 
cost. For z → 0, the estimate εn(1) = εn is in 

(7)
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agreement with the behaviour of an error and 
there is no need to check it for other values 
of jn. With the drastic increase of the step, the 
behaviour of εn may become inadequate which 
manifests itself in unreasonable decrease of the 
step and repeated calculations of a solution. 
Thus, when implementing an integration 
algorithm, the inequality for accuracy control 
is used as follows. For each n the smallest value 
of jn which provides this inequality is taken. If it 
does not hold for any value of jn, then the step 
decreases and the solution is recalculated.

IV. A Numerical Scheme for Non-Autonomous 
Problems

We consider the Cauchy problem for a 
non-autonomous system of the form

( ) ( ),y t y g t y′ = ϕ , + ,  0 0( ) ,y t y=  0 ,kt t t≤ ≤

where y, ϕ, and g are real vector functions of 
dimension N and t is an independent variable. 

Further, we again assume that the function 
g(t, y) is completely responsible for the 
stiffness, and ϕ(t, y) is the non-stiff part. For 
the numerical solution of a non-autonomous 
problem we consider a method of the form

1 1 1 4 4... ,n ny y p k p k+ = + + +  ,nD E ahg ′= −

1 ( ),n nk h t y= ϕ ,

2 [ ( ) ( )],n n n nDk h t y g t ch y= ϕ , + + ,  3 2,Dk k=

4 41 42 43

41 1 42 2 43 3

( [ ]

),
n

n

k hf t h

y k k k

= + β + β + β ,

+ β + β + β

where E is the identity matrix; g′n = ∂g(tn,yn)/∂y; 
ki are the stages of the method; c, a, pi, β4j are 
numerical coefficients.

To study the scheme (8), we use Taylor 
expansion of the stages ki in powers of h up 
to the terms of order of h2. Substituting these 
series in the first formula of (8), we get

1 1 2 3 4

2
2 3 41 42 43 4

2
2 3 41 42 43 4

2 2
42 43 4 2 3

2 3
2 3

( )

 ( ) ( ) '

 ( ) ( ) '

 ( ) ' ( 2 )

 ( 2 ) ( ),

n n n

n tn

tn yn n

yn n yn n

yn n

y y p p p p h

p p hg p h

c p p g p h

p h g a p p h g

a p p h g g O h

+ = + + + + ϕ +

+ + + β + β + β ϕ +

′+ + + β + β + β ϕ ϕ +

′+ β + β ϕ + + ϕ +

′+ + +

where the elementary differentials are calculated 
at an approximate solution.

Taylor expansion of the exact solution 
y(tn+1) in the neighbourhood of the point tn has 
the form

2
1

3

1
( ) ( ) ( ) ( '

2
 ' ' ) ( ),

n n t t

y y y y

y t y t h g h g

g g g g O h

+ ′= + ϕ + + ϕ + +

′ ′+ ϕ ϕ + ϕ + ϕ + +

where the elementary differentials are calculated 
at the exact solution. Comparing the series for 
the condition yn = y(tn), we arrive at the second-
order accuracy conditions for the scheme (7), 
i. e.

1 2 3 4 1,p p p p+ + + =  2 3 1,p p+ =

41 42 43 4

1
( ) ,

2
pβ + β + β =

2 3

1
( ) ,

2
c p p+ =  42 43 4

1
( ) ,

2
pβ + β =

2 3

1
( 2 ) .

2
a p p+ =

This yields c = 0.5. With considerations 
similar to those for the scheme (4), we obtain 
the coefficients for the numerical formula (8) 
of the form

41 42 43

4 1 2 3

2 1 2
1 0

2 2 3
3

1 .
4

a c

p p p a p a

= − , β = β = , = , β = ,

= − = , = , = −

An inequality for calculation accuracy 
control is constructed similarly to that for 
the scheme (4), where in the estimate εn an 
approximation to a solution, obtained with 
the second-order accuracy method (8), and 
an approximate solution, calculated by a first-
order method of the form 

yn+1,1 = yn + h[ϕ(tn,yn) + g(tn + 0.5h,yn)] 

are used. The choice of the step with respect to 
the accuracy is performed in the same way as 
in the case of an autonomous system.

V. The Analysis of Numerical Results

In what follows, the proposed algorithm is 
called ASODE2. Freezing the Jacobi matrix, 
i.e. the use of the matrix 

Dn = E – ahg′yn 
at several integration steps, is performed by 
the following rule. If the Jacobi matrix is not 

(8)
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recalculated, then the integration step remains 
the same to keep the stability of the numerical 
scheme. An attempt to use the former matrix 
is performed after each successful integration 
step. The following three reasons result in 
unfreezing: 

1) violation of an inequality for calculation 
accuracy control; 

2) the number of steps with a frozen matrix 
exceeds ih; 

3) the forecasted integration step exceeds 
the last successful step by the factor of qh. 

The parameters ih and qh can be used to 
adjust the method to a specific problem. If  
ih → ∞ and qh → ∞, then the number of 
integration steps with one and the same Jacobi 
matrix increases. If ih = 0 and qh = 0, then 
the matrix is not frozen. Hence, for a large-
scale system of ordinary differential equations, 
it makes sense to take ih and qh sufficiently 
large. In the numerical results presented below,  
ih = 20 and qh = 2. 

All the examples below are rearranged to the 
form (2). The required calculation accuracy is 
ε = 10–2. The calculations were performed with 
PC Intel(R) Core i7-3770S CPU@3.10GHz 
with double precision. The scheme (4) is of 
second-order accuracy, hence, there is no 
sense in higher-order precision in this case. The 
norm ||ζ|| in inequalities for accuracy control is 
calculated by the formula

1

| |
|| || max ,

| |
i

ii N
ny r≤ ≤

 ζ
ζ =  

+ 
where i is the number of components, and r is 
a positive parameter. 

If the inequality |yn
i| < r holds for the i-th 

component of a solution, then an absolute error 
εr is controlled, otherwise the relative error ε is 
controlled. In the calculations, the parameter 
r is taken so that an actual accuracy for all 
components of the solution is not lower than 
the required one. Below is, if, idec, isol denote 
the total number of integration steps, of right-
hand sides of the system (1), of decompositions 
of the Jacobi matrix, and of calculations of 
backward Gauss, respectively. 

A. Example 1 [4]

1 1 1 30 013 1000 ,y y y y′ = − . −  2 2 32500 ,y y y′ = −

3 1 1 3 2 30 013 1000 2500 ,y y y y y y′ = − . − −

[0 50],t ∈ ,  1(0) 1,y =  2(0) 1,y =  3(0) 0,y =

4
0 2 9 10 .h −= . ⋅

The problem (9) is solved by the method 
(4) with a diagonal approximation of the Jacobi 
matrix, i. e. in the numerical formula (4) the 
diagonal Jacobi matrix with the diagonal entries 
bii of the form 

b11 = –0.013 – 1000y3; b22 = –2500y3; 

b33 = –1000y1 – 2500y2 

is used. 
Since in this case the computational cost 

of the method (4) is close to that of explicit 
methods, this method is compared in terms of 
efficiency with the well-known Merson method 
[3] of the fourth-order accuracy. Calculating an 
approximate solution with accuracy ε = 10–2 by 
the ASODE2 algorithm requires 687 steps, the 
remaining costs are calculated from the form of 
the scheme (4). The solution of the problem by 
Merson method requires 400,627 calculations 
of the right-hand side. In the case of full Jacobi 
matrix of system (9), the ASODE2 algorithm 
without freezing Jacobi matrix for the problem 
(9) requires 38 steps, 38 decompositions of 
the matrix, and 108 calculations of backward 
Gauss. The remaining costs are calculated from 
the form of the scheme (4). In calculations with 
freezing the Jacobi matrix, the computational 
cost is as follows: 

is = if = 98, idec = 15, isol = 288. 

B. Example 2 [4]

1 1 2 1 255 65 ,y y y y y′ = − + −

2 1 20 0785( ),y y y′ = . −  3 10 1 ,y y′ = .  

[0 500],t ∈ ,  1 2(0) (0) 1,y y= =  3(0) 0,y =

2
0 2 10 .h −= ⋅

The problem (10) is solved by the method 
(4) with the diagonal approximation of Jacobi 
matrix where 

b11 = –55 – y3; b22 = –0.0785y3; b33 = 0. 

An approximate solution with accuracy  
ε = 10–2 by the ASODE2 algorithm is calculated 

(9)

(10)
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in 4,953 steps. The solution of the problem by 
Merson method requires 80,713 calculations of 
the right-hand side. In the case of the full Jacobi 
matrix of system (10), the ASODE2 algorithm 
without freezing Jacobi matrix requires 81 steps, 
81 decompositions of Jacobi matrix, and 388 
calculations of backward Gauss. In calculations 
with freezing the matrix, the computational 
cost is as follows:

is = if = 338, idec = 24, isol = 1,124. 

C. Example 3 [8]

6
1 1 1 2 277 27[ (1 8 375 10 ) ],y y y y y−′ = . − . ⋅ − +

2 3 1 2( (1 ) ) 77 27,y y y y′ = − + / .

3 1 30 161( ),y y y′ = . −

[0 360],t ∈ ,  1(0) 1,y =  2(0) 2,y =  

3(0) 3,y =  6
0 10 .h −=

The problem (11) is solved by the method 
(4) with the diagonal approximation of Jacobi 
matrix where 

b11 = 77.27(1 – 1.675⋅10–7y1 – y2); 

b22 = –(1+y1)/77.27; b33 = –0.161. 

An approximate solution with accuracy  
ε = 10–2 is calculated by the ASODE2 algorithm 
in  19,964 steps. Solving the problem by Merson 
method requires 23 700,664 calculations of 
the right-hand side. In the case of the full 
Jacobi matrix of the system (11), the ASODE2 
algorithm without freezing Jacobi matrix 
requires 2,449 steps, 2,652 decompositions 
of Jacobi matrix, and 6,964 calculations of 
backward Gauss. The computational cost of 
the calculations with freezing the matrix is as 
follows: 

is = if = 19,807, idec = 3,431, isol = 50,924.

VI. Conclusion

The proposed integration algorithm 
serves for the numerical solution of the 
problems of mechanics of continua after the 
space discretization by the finite element or 
finite difference method. In this case, in the 
problem (3) splitting into the functions g(y) 
and ϕ(y) is natural, g(y) is a symmetric part 
related to the second-order differentiation 

operator and ϕ(y) is a nonsymmetric part 
(convective terms) related to the first-order 
differentiation operator. The implementation 
of the numerical formula (4) requires solving 
a linear system of algebraic equations twice. 
In the problems of mechanics of continua, 
efficiency of an integration algorithm can be 
improved by means of special methods for 
linear systems with a symmetric matrix that is 
positive in many cases. 

The scheme (4) can also be applied to 
locally unstable problems. In this case ϕ(y) is 
responsible for the eigenvalues of Jacobi matrix 
with a positive real part. Contrary to A-stable 
or L-stable methods which usually have a small 
instability domain and are A-stable or L-stable 
not only in the left half-plane but in the right 
half-plane of the plane {hλ} as well, explicit 
methods of Runge – Kutta type are unstable 
practically in the whole right half-plane, hence, 
they are preferable for determining an unstable 
solution. For locally unstable problems, splitting 
the right-hand side of a system of ordinary 
differential equations into functions ϕ(y) and 
g(y) from physical considerations usually does 
not involve difficulties. 

The presented numerical results are not 
oriented to the solution of the problems of 
mechanics of continua or locally unstable 
problems, but are related to the study of 
possibilities of the integration algorithm for 
some conventional test examples. 

The test examples are taken in order to 
demonstrate different features of the integration 
algorithm. In the case of similar behavior of 
several test problems, the simplest example is 
taken.

The purpose of the calculations is to verify 
working efficiency of the algorithm with variable 
step and freezing Jacobi matrix, reliability of 
the inequality for computation accuracy control 
and to study possibility of calculations with a 
diagonal approximation of Jacobi matrix. In 
the last case the computational cost per step 
for the proposed algorithm is close to that 
for explicit methods. In particular, from the 
analysis of numerical results for stiff problems, 
it follows that, in the case where methods 
with unbounded stability domain may not 
be applied, the algorithm (4) is considerably 

(11)
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more efficient than the Merson method being 
the most popular among explicit numerical 
schemes of Runge – Kutta type.

The work is supported by Russian Foundation 
of Fundamental Researches (projects 11-01-00106 
and 11-01-00224).
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сертаций в соответствии с Номенклатурой специальностей научных работников.

Журнал представлен в Реферативном журнале ВИНИТИ РАН и включен в фонд научно-технической литературы (НТЛ)
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Редакция журнала соблюдает права интеллектуальной собственности и со всеми авторами научных статей заключает из-

дательский лицензионный договор.

2. ТРЕБОВАНИЯ К ПРЕДСТАВЛЯЕМЫМ МАТЕРИАЛАМ
2.1. Оформление материалов

1. Объем статей докторов наук, профессоров, докторантов, соискателей ученой степени доктора наук, как правило, – 12–20 стра-
ниц формата А-4. Количество рисунков не должно превышать четырех, таблиц – трех, литературных источников – пятнадцати.

2. Объем статей преподавателей, сотрудников, соискателей ученой степени кандидата наук, как правило, – 8–15 страниц
формата А-4, объем статей аспирантов – 8 страниц формата А-4. Количество рисунков не должно превышать трех, таблиц –  

двух, литературных источников – десяти.
3. Авторы должны придерживаться следующей обобщенной структуры статьи: вводная часть (0,5–1 стр., актуальность, 

существующие проблемы); основная часть (постановка и описание задачи, изложение и суть основных результатов); заключи-
тельная часть (0,5–1 стр., предложения, выводы), список литературы (оформление по ГОСТ 7.07-2009).

4. Число авторов статьи не должно превышать трех человек.
5. Набор текста осуществляется в редакторе MS Word, формулы – в редакторе MS Equation. Таблицы набираются в том же 

формате, что и основной текст.
Шрифт – TNR, размер шрифта основного текста – 14, интервал – 1,5, таблицы большого размера могут быть набраны  

12 кеглем. Параметры страницы: поля слева – 3 см, сверху, снизу – 2,5 см, справа – 2 см, текст размещается без переносов. 
Абзацный отступ – 1 см.

2.2. Представление материалов
Вместе с материалами статьи должны быть обязательно представлены:
• номер УДК в соответствии с классификатором (в заголовке статьи);
• аннотация (2–3 предложения) на русском и английском языках;
• ключевые слова (5–7) на русском и английском языках;
• сведения об авторах на русском и английском языках: ФИО, место работы, должность, ученое звание, ученая степень,
контактные телефоны, е-mail;
• аспиранты предоставляют документ отдела аспирантуры, заверенный печатью;
• рецензия на имя зам. главного редактора, подписанная специалистом, имеющим ученую степень доктора наук и/или
ученое звание профессора. Рецензия должна быть ОБЯЗАТЕЛЬНО заверена в отделе кадров. Рецензент несет ответствен-

ность за содержание статьи, достоверность представленных материалов.
• акт экспертизы о возможности опубликования материалов в открытой печати.
Предоставление всех материалов осуществляется по электронной почте на адрес редакции: physics@spbstu.ru .

2.3. Рассмотрение материалов
Предоставленные материалы (п. 2.2) первоначально рассматриваются редакционной коллегией и передаются для рецензи-

рования. После одобрения материалов, согласования различных вопросов с автором (при необходимости) редакционная кол-
легия сообщает автору решение об опубликовании статьи. В случае отказа в публикации статьи редакция направляет автору 
мотивированный отказ.

При отклонении материалов из-за нарушения сроков подачи, требований по оформлению или как не отвечающих тематике 
журнала материалы не публикуются и не возвращаются.

Редакционная коллегия не вступает в дискуссию с авторами отклоненных материалов.
Публикация материалов аспирантов очной бюджетной формы обучения осуществляется бесплатно в соответствии с оче-

редностью.
При поступлении в редакцию значительного количества статей их прием в очередной номер может закончиться ДОСРОЧНО.

Более подробную информацию можно получить по телефону редакции:
(812) 294-22-85 с 10.00 до 18.00 – Александра Сергеевна
или по e-mail: physics@spbstu.ru


