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THERMOACTIVATED CURRENT SPECTROSCOPY
OF POLYETHYLENE TEREPHTHALATE FILMS
IRRADIATED BY HEAVY XENON IONS

Yu.A. Gorokhovatsky', D.E. Temnov',
N.S. Shabanova', A.N. Nechaeff?, A. Rossouw:

! Herzen State Pedagogical University of Russia,
St. Petersburg, Russian Federation;

2 Joint Institute for Nuclear Research,
Dubna of Moscow region, Russian Federation

The paper analyzes the electret state of polyethylene terephthalate (PET) films irradiated on the IC-100
cyclotron (JINR LAR) using thermostimulated spectroscopy methods. Thermally stimulated discharge
currents (thermally stimulated depolarization) of PET film samples obtained at different technological
stages of track membrane manufacturing are studied. The results of the analysis of thermally stimulated
depolarization currents indicate a significant change in the spectra of the energy states of the electric
charge accumulated during the polarization of PET films, during irradiation with accelerated heavy Xe
ions, ultraviolet treatment, and alkaline etching of latent tracks. The parameters of relaxation processes
(activation energy and effective frequency factor) occurring in track membranes are calculated using the
Eyring method. A significant change in the energy state spectra of the electric charge accumulated during
the polarization of PET films as a result of ion-track processes in them indicates the possibility of creating
an electret state in PET films and track membranes irradiated with heavy ions on their basis.

Keywords: electret, track membrane, polyethylene terephthalate, thermal-stimulated discharge cur-
rent, Eyring method
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TEPMOAKTUBALMOHHASA CNEKTPOCKOINUA
NNEHOK NMOJIUDTUNEHTEPEDTAJIATA,
OBJTYHYEHHbDIX TAXEJ/IbIMU UOHAMU KCEHOHA

10.A. Topoxoearckui', [1.D. TeMmHOB',
H.C. lWla6aHoBa', A.H. HeuaegB?, A. Poccoy?

1 POCCMICKMI rOCYAAPCTBEHHbIN Neaarormyeckuin yumsepcuteT uMm., AW, MepueHa,
CaHkT-MeTepbypr, Poccuitickas depepauus;

2 O6bEANHEHHDBIV MHCTUTYT SIAEPHBIX UCCNeaoBaHWUIA,
r. lybHa MockoBckoi obnactu, Poccuiickast Peaepaumsi

MeToa0M TepMOCTUMYJIMPOBAHHOI TOKOBOI CIEKTPOCKOIMU B paboTe NMPOaHAIM3UPOBAHO 3JICK-
TPETHOE COCTOSIHME B OOJIyUEHHBIX Ha [IUKJIOTPOHE TUIEHKaX MoJiuaTuieHTepedTantaTa. M3ydyeHo rmose-
JIEHUE TEPMOCTUMYJIMPOBAHHBIX TOKOB AETONSpU3alliK B 0Opa3lax IUIEHOK, MMOJIYyYeHHbBIX Ha pPa3HbIX
TEXHOJIOTMUECKUX CTAAUSIX U3TOTOBJICHUS TPEKOBBIX MeMOpaH. Pe3ysbraThl KCCIEAOBAHMS YKA3bIBAIOT
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Ha CyIIECTBEHHOE M3MEHEHNE CIIEKTPOB SHEPTETUYECKUX COCTOSTHUI 3JIEKTPUIECKOTO 3apsifia, HaKO-
TJIEHHOTO TIPY TMOJISIPU3aliMK TUIEHOK TMOC/Ie UX 00JydeHUsT YCKOPEHHBIMU TSIKEJIBIMU MOHAMU KCEHO-
Ha, 3aTeM ITOoCJIeAyIolIel yabTpachroIeToBoi 00pabOTKH U IIEJIOYHOTO TPaBJICHUST JTJATEHTHBIX TPEKOB.
C nomolipio MeTona DifprHTa pacCuMTaHbl TapaMeTphl pelakKCallMOHHBIX MPOIIECCOB (IHEPTHST aKTH-
BalMM U 3P (PEKTUBHbBIM YaCTOTHBIN (haKTOp), BOZHUKAIOLIKUX B TPEKOBBIX MeMOpaHax. YKa3aHHbIE Cy-
LIECTBEHHbIE UBMEHEHUS CIIEKTPOB CBUIAETEILCTBYIOT O BO3MOXHOCTH CO3/IaHUSI 3JIEKTPETHOI'O COCTO-
SIHUST B OOJTyYeHHBIX TIJICHKAX U TPEKOBBIX MEMOpPaH Ha UX OCHOBE.

KioueBble ciioBa: 2JIeKTpeT, TpekoBasi MeMOpaHa, IMOJUATUWIeHTepedTaiaT, TEPMOCTUMYIUPOBAH-
HbIii TOK JAETOJSIpU3aluu, MeToa DitpuHra
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Poccoy A. TepmoakTuBalimoHHask CIIEKTPOCKOINS IVIEHOK MOJUATUIIeHTepedTanaTa, 00IyIeHHBIX TS-
JKeJILIMUA MOHaMU KceHoHa // HayuHo-TexHuueckue Benomoctu CITOITTY. dusnko-MareMaTuuecKue
Hayku. 2021. T. 14. Ne 3. C. 8—20. DOI: 10.18721/JPM.14301
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Introduction

The results of fundamental and applied studies, obtained recently using heavy ion beams with low
and medium energies, are clear evidence that these approaches have good prospects for the high-tech
industry. Analysis of fundamental physical processes characterizing particle interaction with a solid
provides the basis for the practical applications of these processes for ion-beam modification of ma-
terials [1].

Accelerated heavy ion beams can serve as a unique tool for transforming the nano- and micro-
structure of solids, in particular, for obtaining track membranes [2 — 4, 7].

Fabricating polymer track membranes with heavy ion accelerators is one of the major applications
of ion track technologies. Track membranes based on polyester films made of polyethylene tereph-
thalate (PET) and polycarbonate (PC) are effectively used for ultra-purification of water, in biotech-
nology for producing vaccines and serums, in medicine as a key filtering element of plasma filters, in
analytical chemistry and environmental sanitation control [10, 11].

Modern track membranes are mainly based on polyester films such as polyethylene terephthalate
(PET) and polycarbonate. PET is a polymer that is a complex thermoplastic polyester of terephthalic
acid and ethylene glycol. PET films that track membranes are produced from are composites whose
structure includes both amorphous and crystalline phases. PET in amorphous state is characterized
by mutual random arrangement of macromolecule chains with rare isolated formations of an ordered
structure. The crystalline state of PET is characterized by crystallites that are bunched macromole-
cules appearing as folded stacks. The crystallite size in films is about 5 — 10 nm, and the degree of
crystallinity is about 40 — 50%.

The structural and physicochemical characteristics of PET-based track membranes irradiated with
heavy ions depend on the parameters of the ion beam, the chemical composition of the irradiated
polymer film and its structure, as well as the methods for physicochemical processing of latent tracks
in it. A heavy ion track forms in a polymer material through a complex physicochemical process. A
high-energy multicharged ion passing through a PET film enters into a Coulomb interaction with its
electron subsystem. Amorphization of PET and a decrease in the size of crystallites are observed due
to irradiation with heavy ions. In addition, the destruction of PET macromolecules is accompanied
by an increase in the number of carboxyl groups in the polymer [8, 9].

Tracks in PET are capable of selective chemical etching upon exposure to aqueous solutions of
alkali metals. A chemical reaction of etchant interaction occurs in ester polymers, including PET,
accompanied by breaking of ester bonds, elimination of ethylene glycol and terephthalate ion mole-
cules with carboxyl and hydroxyl groups forming on the surface, which determine the negative elec-
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tric charge of the material surface. Photo-oxidation of radiolysis products in tracks exposed to soft
ultraviolet (UV) radiation in the presence of oxygen is used to increase the selectivity of track etching
[4, 5,12, 15].

Notably, PET films are also used for producing electrets with a stable electrical charge. An electret
is a dielectric that maintains a polarized state for a long time after the external influence is removed,
leading to polarization of this dielectric and generating a quasi-static electric field in the surrounding
space. The electret state is inherent to varying degrees in all dielectrics, including PET.

Analyzing the literature, we have found that the methods of ion-track electret charging of polymer
films are insufficiently understood. It can be assumed that the electret properties of polymer films
change under bombardment with accelerated heavy ions, similar to the above-mentioned effects of
UV irradiation and alkaline etching of tracks. The reason for this is that the morphology and chem-
ical structure of the PET film change upon exposure to both ionizing radiation processes and highly
alkaline thermal hydrolysis.

We used methods of thermally stimulated depolarization to consider changes in the properties of
track membranes based on polyethylene terephthalate (PET) for the purpose of analyzing the effect
of ion-track etching in PET on the variaton in electret properties [17 — 21].

Thermally stimulated current spectroscopy is widely used to study the processes of electrical relax-
ation, in particular, the electret state in various dielectric materials [17 — 22]. One of the most popular
methods of TSC spectroscopy used to study charge relaxation in electrets is the method of thermally
stimulated discharge current, or thermally stimulated depolarization (TSDC). Measurement of ther-
mally stimulated discharge currents is carried out in short-circuit mode (when the resistance of the
external measuring circuit is much lower than that of the given dielectric). Analysis of the shape of the
TSDC curve (temperature dependence of the initial section of the current peak, temperature position
of the current maximum, etc.) allows determining the most probable activation energy of electrically
active defects and their effective frequency factor based on experimental data (methods for processing
TSDC data are described in detail in [21]).

The motivation behind the study was to understand how the properties of the charged surface of
PET films and track membranes based on them change, in order to expand the range of their practical
applications. Track membranes with electret properties can find further application in various types
of transducers, for example, in sealing systems, filters, membranes, and in biomedical technologies.

Materials and methods

Samples were prepared from Hostaphan RNK PET film 30 um thick by Mitsubishi Polyester Films
(Germany). The samples were irradiated by *?Xe*? ions with a 1.16 MeV beam at +/— 35° angles
sequentially on each side at the IC-100 cyclotron of the Flerov Laboratory of Nuclear Reactions
(Joint Institute for Nuclear Research, Dubna, Moscow Region, Russia). The ion path length in PET
was about 20 pm. The surface pore density on each side was N = 4.5-10* cm—2. Following cyclotron
irradiation, all samples were exposed to UV radiation for 2 h on each side before chemical etching.
UV irradiation was performed in air using LE-30 lamps (by Lisma, Saransk, Russia); the pure PET
film was used as a filter and periodically replaced with a fresh one. UV radiation intensities measured
with a TPK-PKM radiometer amounted to 3 — 4 W/m? in the UV-A range (315 — 400 nm) and
1 W/m? in the UV-B range (280 — 315 nm). The density of nano- and micropores on the surface was
determined using a Hitachi SU8020 scanning electron microscope. Furthermore, we used the SEM
microscope to examine the membrane cross-sections obtained via polymer matrix embrittlement by
mild photooxidation.

In this study, we applied the TSDC method for analyzing different samples of PET films and PET-
based track membranes.
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Samples 1 — 6 were first irradiated with UV light; the exposure time was 2 h on each side of the
film. They were then chemically etched in a thermostat at 80 °C with a concentration of sodium hy-
droxide (NaOH) solution equal to 1 mol/L for different periods of time: from 1 to 6 min.

Measurements of the pore diameter on the surface of the samples were carried out by SEM. The
results are presented in Table 1.

A TSC-II setup from Setaram (France) was used to measure the thermally stimulated depolariza-
tion currents.

The measurement process included the following stages:

polarization of samples at a constant temperature 7; =90 °C in an electric field of 5 kV/mm for a
time t,= 0.5 min;

cooling at a rate of 4 °C/min in an electric field until the temperature reached 7, = 10 °C;

exposition at a temperature 7, in the absence of an electric field for a time 7, = 1 min;

heating at a given rate (4, 7, or 9 K/min) to a temperature 7},= 130 °C with simultaneous measure-
ment of depolarization currents (with a Keithley 6517E electrometer).

All measurements were carried out in a vacuum chamber in a gaseous helium atmosphere in or-
der to prevent access of oxygen to the samples.

Table 1
Structural characteristics of irradiated PET films after etching in alkaline solutions

Sample Etching time, min Average pore diameter SEM data
No. on the surface, nm
1 1.0 25
2 2.0 36
No etchback

3 3.0 57

4 4.0 78

5 5.0 160
Etchback

6 6.0 232

Note. Samples 7, 8, 9 were pure films, not subjected to etching; sample 8 was exposed to UV rays, sample 9 to
UV rays and xenon ions.

Experimental results

We considered the samples obtained at different stages of producing track membranes (see the
procedure in the previous section), comparing the results with the corresponding data on the pure
PET polymer films.

Fig. 1 shows the TSDC curves for pure polymer film obtained at two different heating rates of the
sample.

Several maxima associated with relaxation processes are clearly visible on the dependences pre-
sented, typically due to various molecular movements inside the polymer:

high-temperature a-process (dipole-segmental) around 90 °C, caused by orientational rotations
of the polar macromolecular units when segmental motion is possible, i.e., in a highly elastic state;

- and y-processes (dipole-group) in the temperature ranges of 60 and 25 °C, respectively, due to
the mobility of polar end and side groups of macromolecules (they can also appear in the glassy state).

A technique for finding the activation energy of these processes relies on different linear heating
rates of the sample, subsequently using numerical solution methods abased on the Tikhonov — Ar-
seniev regularization algorithms. From a mathematical standpoint, finding the required parameters,

11
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Fig. 1. TSD spectra of pure PET films at two heating rates of the samples: 9 K/min (/) and 7 K/min (2)

that is, the frequency factor m and the activation energy E of electrically active defects (EAD) from
the experimental dependence means solving the following integral equation (1):

E,

7

J(1)~ [ do | G(E.0)(E,o.T.8)dE, n

0

where T is the sample temperature; [ is its heating rate; G(E,®) is the EAD distribution function;
E(E,m,T,B) is the integrand function whose specific form depends on the physical model incorpo-
rated in the theory describing the phenomenon of thermally stimulated depolarization.

Analysis of Eq. (1) confirms that this problem can only be solved if the value of the frequency
factor o is known. However, in practice, this value is unknown in advance, yielding an ambiguous
solution. This difficulty can be eliminated using a method proposed in [5], comparing the energy
spectra numerically reconstructed from the TSDC curves measured for a given sample at two heating
rates with other conditions being equal. If the value of the frequency factor is chosen correctly, then
the shapes of energy spectra should not differ for different heating rates. Conversely, the difference in
the reconstructed spectra for different heating rates means that a different value has to be selected as
the frequency factor.

Thus, this technique makes it possible to determine the EAD parameters in the given material with
a sufficient degree of reliability even when the relaxation processes observed are not monoenergetic,
and the electrically active defects have a complex energy distribution.

Processing the TSDC spectra, we discovered that the activation energies of relaxation processes
turned out to be equal (in eV): 1.24, 0.93, and 0.45; they also correspond to a decrease in the maxi-
mum temperature of the depolarization peak.

Irradiation of PET films with xenon ions and UV photons significantly increases the intensity of
a-relaxation, which implies an increase in the segmental mobility of polar macromolecular units in
the irradiated samples (Fig. 2), which is apparently due to amorphization of the samples upon irradi-
ation with ions [17].

Further etching of the films with the duration increased from 0.5 to 6 min considerably changes the
TSDC spectrum both with respect to the temperature scale and to intensity (Fig. 3). It can be assumed
that another process becomes most important for charge relaxation in this case, most likely associated
with the first the formation and then the depopulation of charge traps on the track walls.

12
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Fig. 2. TSDC spectra of pure PET films (/), irradiated with xenon ions (2)
and then with UV photons (3) at a heating rate of 7 K/min

Fig. 3. TSDC spectra of PET films irradiated with xenon ions and UV photons
upon subsequent chemical etching of samples 1 — 5 (curve numbers correspond to the sample numbers).
Sample heating rate was 7 K/min

It can be seen from the data in Fig. 3 that the TSDC maximum shifts to the high-temperature re-
gion with an increase in the etching time, and its intensity remains approximately the same.

The parameters of this relaxation process were calculated for all etching times: the activation ener-
gy and effective frequency factor (Table 2); Eyring's method was used for this purpose [6].

It is known [4] that an increase in the etching time leads to an increase in the average diameter of
the pores formed in track membranes. This is confirmed by the data given in Table 2.

Apparently, the dependence of the activation energy on the average pore diameter is practically
linear (Fig. 4,a), and the corresponding dependence of the effective frequency factor bears a pro-
nounced nonlinear character (Fig. 4,b).

A sharp increase in the frequency factor with increasing average pore diameter likely points to-
wards the formation of through pores in PET films at an etching time sufficient for this phenomenon,

13
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Fig. 4. Dependences of activation energy (@) and effective frequency factor (b)
on average pore diameter with increasing etching time

as well as towards an increase in the free volume of the polymer. An increase in the activation energy
suggests that progressively deeper charge carrier traps evolve with increased etching time.

Table 2
Parameters of dipole-group relaxation process observed in PET films at different etching times
Etching time, Mean diameter of pores, Activation energy, Effective frequency factor,
min nm eV 1010 gt

1 36 0.70 2.4

2 57 0.73 4.4

3 78 0.76 5.4

4 160 0.88 150

5 232 0.97 1100

The method of relaxation maps [7] was used to calculate the degree of disorder in the polymer
system. With an increase in the etching time, it increases from 25.2 (this etching time is 1 min) to 36.6
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(this time is 5 min), which means that the degree of disorder can serve as a characteristic of the total
volume of the 'loose’ polymer along the pore walls formed during etching.

Conclusion

The method of thermally stimulated current spectroscopy has been applied for the first time to
track membranes based on PET films. We have confirmed that the processes of ion track technol-
ogy, such as irradiation with heavy '*>Xe*?¢ jons, UV sensitization and etching of PET film tracks,
have a major effect on the TSDC spectra. The obtained spectroscopic data were used to calculate
the parameter values of the relaxers, as well as the degree of disorder of the polymer system for track
membranes with different pore diameters. Several relaxation processes are clearly observed for the
pure PET films, typically associated in the literature with various molecular movements inside the
polymer; in particular, a high-temperature process (dipole-segmental) takes place around 90 °C, due
to orientational rotations of the polar macromolecular units under the conditions when segmental
motion is possible. Irradiation of PET films with xenon ions and UV photons considerably increases
the intensity of a-relaxation, which means an increase in segmental mobility in irradiated samples.
Further etching of the films with an increase in the etching time significantly changes the TSDC spec-
trum both with respect to the temperature scale and the peak intensity. It can be assumed that another
process becomes most important for charge relaxation in this case, most likely associated with the for-
mation and subsequent depopulation of charge traps on the track walls. The maximum of the TSDC
spectrum shifts to the high-temperature region with increasing etching time, while the dependence
of the activation energy on the average pore diameter is almost linear, and the corresponding depend-
ence of the effective frequency factor bears a pronounced nonlinear character.

The most likely reason for the sharp increase in the frequency factor is that through pores evolve
in PET films given a sufficient etching time. An increase in the activation energy suggests that pro-
gressively deeper charger carrier traps appear with increased etching time. The results may indicate
that the spectrum of energy states of the electric charge accumulated during polarization of such films
changes considerably and that an electret state can be generated in such materials. The relaxation
parameters of track membranes can be tailored in accordance with the structural peculiarities of such
objects.
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TYPBYNEHTHAA CMEWWAHHAA KOHBEKLLUA
B BbICTPOBPALLAIOLWNXCA OBOINPEBAEMbIX
KOJIbLEBbIX MOJIOCTAX NMPU NPOXOXXAEHUU
YEPE3 HUX OCEBOIO NOTOKA
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[IpencraBiaeHbl pe3ysibTaThl BUXpEpa3pellaloiero YMCJIEHHOTO MOJEIMPOBAHMST TypOYJIEHTHOM
CMeIIaHHOW KOHBEKIINH B CUCTEME U3 TPEX OMMHAKOBBIX, ObICTPOBPAIIIAIOIIMXCS KOJIBIIEBBIX TTOJIOCTEI.
[Tonoctu oborpeBaroTCsl CO CTOPOHBI TMCKOBBIX MOBEPXHOCTE U ¢ mepudepun (I BCeX IMOJIOCTei
3alaHO OJIHO U TO XK€ paclipeneseHue MOBEePXHOCTHOM TeMIIEpaTyphl), a TEMIOCHEM OCYIIECTBISETCS
TPaH3UTHBIM OCEBBIM ITOTOKOM BO3/yXa, NMPOTEKAIOIIMM I10 Y3KOMY (B Ipe/ieaX CUCTEMbI MOJOCTei)
KosblieBoMy KaHaiy. Pacuetsl Ha ocHoBe MeTona Implicit LES mpoBeneHbI ¢ yueTom ycaoBuii 3KCIIepr-
MEHTa, U3BECTHBIX M3 JIuTepaTyphl. BpamatenbHoe uncio PeiiHonbaca coctaisiio 200 TeiC., pazmep-
HOCTb ceTKU — 17 MuTH. siueek. O6cyKaaeTcsl ciokHasi MHOTOMACIITaOHasl CTPYKTypa TeUeHUST U BITUSI-
HMe Ha JIOKAJbHYIO TeTJIOOTAa4y C IMCKOBBIX TTOBEPXHOCTEI BXOAHBIX a9POAMHAMUYECKUX U TETIJIOBBIX
YCJIOBUIA, HE SBJISIONIMXCS UIEHTUYHBIMU JUTSI BKIIOUEHHBIX B CUCTEMY TTOJIOCTEN.

KmoueBble c1oBa: cMelIaHHAass KOHBEKIINSI, OBICTPOBpAIIIAIOIIasicsl KOJblieBasl MOJ0CTb, TPAH3UT-
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Introduction

While gaining a deep and reliable understanding of the mechanisms behind local heat transfer in
rapidly rotating annular cavities heated from disk surfaces under axial throughflow of cooling gas is
important on its own, it is also crucial in the field of turbomachinery, where such configurations are
widely used for cooling rotors of axial compressors in gas turbine engines [1 — 4].

Because disk surfaces bounding the cavities are opaque and rotating rapidly, it is difficult to obtain
reliable quantitative experimental data characterizing the convection that develops in these cavities,
and unsteady local heat transfer. Experimental studies are typically limited to visual observations and
measurements of local and integral heat transfer, averaged over time [1 — 3, 5, 6].

Much hope is therefore pinned on modern methods of computational fluid dynamics and heat
transfer, as well as supercomputer technologies that allow high-precision eddy-resolving simula-
tion. Direct numerical simulation (DNS) and the implicit large eddy simulation (LES), i.e., ILES,
where the role of small-scale physical dissipation is replaced by dissipative properties of the numerical
scheme, seem to show the greatest promise.

The initial experience of using the ILES method is described in [7 — 10]. The corresponding com-
putations were carried out on grids with moderate dimensions (up to 100,000 cells) and did not yield
an acceptable agreement with the experimental data for local heat transfer on disks, which was at-
tributed to inaccurate modeling of turbulent flow in the zone where axial flow mixes with the gas
circulating in the cavity.

The characteristic features of the flow structure known from the literature were successfully repro-
duced by computations of turbulent mixed convection in a single rapidly rotating ventilated annular
cavity heated from the disks [11 — 13], carried out recently by the ILES and RANS/ILES methods
(Reynolds-averaged Navier — Stokes equations) using grids with dimensions of up to several million
cells. However, this left open the question about the reasons for the constant discrepancy between the
simulation results and experimental data on heat transfer from disk surfaces.

Notably, it is difficult to fully reproduce the experimental conditions in the computations due to
uncertainties in imposing boundary conditions. In particular, this refers to aecrodynamic and thermal
conditions at the inlet to the cavity: an unperturbed uniform velocity profile and a constant temper-
ature in the inlet section of the channel supplying the coolant are generally imposed in the compu-
tations performed for a single cavity; however, the flow at the inlet to the cavity is non-uniform and
turbulent in the experiments.

In view of the above, it seems particularly interesting to conduct numerical studies of mixed con-
vection in a system of sequentially located cavities, when the experimental conditions can be simulat-
ed more accurately, which, together with detailed resolution of processes (that are significant for the
problem) on refined grids, allows expecting better agreement with the measurement data. Multistage
cavities are becoming the focus of increased attention in experimental studies; for example, measure-
ments of the time-averaged temperature and local heat transfer on disk surfaces were carried out in
[14] for a system of four cavities, detecting two main flow regimes characterized by two regions: forced
convection at small radii and Rayleigh — Bénard convection at medium and large radii.

This paper presents the results of eddy-resolving simulations for turbulent mixed convection in a
system of rapidly rotating heated annular cavities located periodically around an inner shaft of a rela-
tively large diameter with axial throughflow of cooling air.

The computations were carried out for conditions close to the experiments in [5] but for a single
cavity. We obtained a numerical solution by the ILES method on grids that were much more refined
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than those used earlier [7, 8]. We analyzed structures of unsteady flow and temperature fields in the
cavities and in the channel supplying the coolant, the evolution of large-scale vortex structures and
turbulent fluctuations. Furthermore, we considered the influence of the conditions at the inlet to the
cavity on the intensity of local heat transfer from disk surfaces.

Problem statement and computational aspects

Consider the problem of the flow and heat transfer of air (Prandtl number Pr = 0.69) in a system
with three rapidly rotating interdisk cavities of the same shape, heated from both disk surfaces and
from the periphery, sequentially subjected to axial throughflow of cooling gas (Fig. 1). The system
rotates around the z axis with a constant angular velocity Q.

The computational domain includes three coaxial cavities (denoted by A, B, C by order down-
stream) and a narrow annular channel interrupted inside each cavity, consisting of an inlet section,
two short sections between the cavities and a relatively long outlet section.

The geometry of the cavities and the radial dimension of the axial channel (height) are borrowed
from [5], presenting the results of experiments for a single cavity (Table 1).

A constant temperature 7, and a uniform axial velocity profile /¥, (without perturbations) are set
at the channel inlet (position 7 in Fig. 1), the circumferential component of relative velocity in the
inlet section is assumed to be zero. Radial temperature distributions are set on the heated surfaces of
disks 6 in each cavity (see Fig. 2, showing the experimental data from [5]; the radial coordinate r is
measured from the central axis), somewhat different for the upstream & downstream disks [5]. Pairs
of disks belonging to different cavities are identified as A1-A2, B1-B2, C1-C2 in this study. The tem-
perature is assumed to be constant in the circumferential direction. A linear temperature distribution
is set on the surfaces of cylindrical shrouds (position 4 in Fig. 1); it varies slightly between the maxi-
mum values on the disks, with 7/r = 1. The inner (2) and outer (3) cylindrical surfaces of the channels
are assumed to be thermally insulated. A constant pressure is set at outlet 5 from the channel.

Fig. 1. Schematic illustrating the problem statement for a system of three annular cavities (A, B, C);
meridional section of the system (a) and the axial section of one of the disks (b) are shown:
inlet 7; inner and outer pipe surfaces 2 and 3; shroud 4; outlet 5;
disk surfaces 6 (A1-A2, B1-B2, C1-C2); geometrical parameters are also given.

Fragments of computational grid for one of the cavities are shown on the right.
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Fig. 2. Experimental radial temperature distributions along the surfaces of the disks [5]:

the first (shaded circles) and the second (empty squares) disk downstream.

Radial coordinate r is measured from the central axis

Table 1
Computational geometric parameters (see Fig. 1)
Parameter Notation Value, m
External cavity radius r, 0.40
Cavity width s 0.08
Internal radius of annular channel r 0.12
Height of annular channel Ar 0.018
Length of parts of annular channel:
inlet [, 0.10

outlet L 0.28

Distance between cavities Al 0.04
Table 2
Remaining computational parameters of the problem
Parameter Notation Unit of measurement Value
Axial velocity of flow i m/s 0.95
Angular velocity of system rotation Q rad/s 14.2
Temperature at channel inlet T, 25
°C

Mean temperature at r = r, T, 104
Temperature factor €, 0.27
Reynolds number
rotational Re, _ 2-10°
throughflow Re, 2-10*
Rossby number Ro 0.56
Prandtl number Pr 0.69
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The numerical solution was obtained in our study for a set of parameters given in Table 2.
The data in Table 2 correspond to a set of determining (dimensionless) parameters of the problem,
which corresponds to one of the cases known from the literature [5, Case 4].

Traditional hydrodynamic similarity criteria (see Table 2) are defined as follows:

ReQ = Q}"OZ/V; Rez = ZKW:n/V’ RO = VVM/QY; ’

where v is the kinematic viscosity of air (for the inlet temperature).
The temperature factor is estimated by the expression

e, = PAT,

where [ is the coefficient of volumetric thermal expansion (also estimated for the inlet temperature),
AT=T(r=r)—T,.

Judging from the experimental data shown in Fig. 2, the value 7, = T(r = r,) was taken equal to
104 °C.

The computations were performed in the ANSYS Fluent 19.3 software package. The problem was
solved in a relative reference frame rotating at an angular velocity €, based on the Boussinesq ap-
proximation with constant viscosity and thermal conductivity (estimated by the temperature at the
inlet to the channel), without taking into account the action of gravity.

We used a computational algorithm based on simultaneous solution of the equations for mass
balance and momentum with pressure correction. Spatial discretization of convective terms in
the equations was carried out via a QUICK scheme with third-order accuracy. Diffusion
terms were approximated by a central-difference scheme with second-order accuracy. The non-
iterative fractional step meth-od with second-order accuracy was applied to advance in physical
time. The time step was set to 4-10~* s, which provided a Courant number of less than unity over
the entire computational domain. Representative statistics on the velocity and temperature fields
and heat transfer characteristics were accumulated after a transition period (in a time
corresponding to approximately 100 revolutions of the cavity system).

The unstructured computational grid whose fragments are shown in Fig. 1 consisted of hexagons,
included about 17 million cells, was strongly clustered to all the walls of the computational domain.
The grid used was very refined, providing, among other things, the option to reproduce the following
phenomena important for satisfactorily predicting the heat transfer process with high accuracy:

flows in the mixing zones of axial stream with flow in the cavities;

evolution of multiscale vortex structures in the cavity;

their interactions with thin quasi-laminar Ekman layers formed near the disk surfaces.

Computational results and discussion

The details of the three-dimensional vortex pattern of the flow developing in the given system are
illustrated in Fig. 3 using the QO-criterion isosurfaces (Q = 400 s~'). Apparently, flow with two arms
of highly turbulent fluid, and many separate vortical structures in the throughflow zones and at the
cavity walls is generated in each of the cavities. The mechanism behind the observed turbulent arms
is explained below.

Let us now focus on the particulars of throughflow in the annular channel. Recall that pronounced
annular channels are only present in the inlet and outlet sections of the given configuration. Be-
cause the conditions of unperturbed uniform flow and a relatively small channel length are adopted
for the inlet channel, the boundary layers do not have sufficient time to grow and turbulence does
not occur here; consequently, almost uniform throughflow enters the first cavity.
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Fig. 3. Visualization of three-dimensional vortex flow through instantaneous Q-criterion
isosurfaces in the cavities A (a), B (b) and C (c) (see Fig. 1); Q =400 s!

z ﬁ\\{&@w@ \
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N\

Fig. 4. Instantaneous fields of tangential velocity (a—c) and temperature (d—f)
in the central axial section between the disks in the cavities A (a, d), B (b, e), C (c, f) (see Fig. 1)

However, throughflow becomes turbulent already at the outlet from the first cavity, due to its in-
teraction with the fluid in the cavity occurring in the mixing layers. Next, throughflow passes around
the sharp edge, entering a short section of the channel between the cavities, and growing considerably
turbulent at the inlet to the second (and also the third) cavity.

Fig. 4 shows the instantaneous fields of relative tangential velocity and temperature in the central
axial section (with streamlines plotted on them) for all cavities.

Interestingly, the 1990s experiments for cavities with a central axial tube with throughflow of cool-
ing gas [1 — 3] yielded a general picture of fluid circulation typically distinguishing evolving large-
scale cyclonic and anticyclonic vortices of the Rayleigh — Bénard type, separated by radial arms of
cold gas moving towards the periphery of the region [7, 8, 11 — 13].
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Fig. 5. Computed radial distributions of averaged tangential velocity (a) and temperature (b)
in the central axial section between the disks in cavities A (solid line), B (dashed line) and C (dash-dotted line)
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Fig. 6. Temperature fluctuations over time at the monitoring points located
in the central sections of the cavities between the disks at a distance » = 0.75r
from the axis (a) and the corresponding energy spectrum for points in cavities A and B (b).
Computational results are given for cavities A, B and C (black, red and green curves, respectively)

A solution obtained in our computations for an annular cavity included a 'global’ anticyclonic vor-
tex surrounding throughflow and a pair of cyclonic vortices pushed to the periphery (Fig. 4). Notably,
the turbulent arms of cold gas are located inside the global anticyclonic vortex, producing a pair of
local 'internal’ anticyclonic vortices. The vortex structure of the flow core is generally preserved over
time, with azimuthal motion (precession) in the direction opposite to the direction of rotation.

Fig. 5 shows the radial distributions of tangential velocity and temperature averaged over time
and circumferential coordinate for the central section of each of the cavities (angle brackets denote
averaging). On average, the flow core noticeably lags behind the translational motion of the system's
global rotation (Fig. 5,a). We should note that measurements of circumferential velocity in [15] yield-
ed similar levels of the lag for a related configuration with a single rapidly rotating cavity heated from
only one disk; no other experimental data on the rate of lag was found.

The mean temperature of the flow core (Fig. 5,b) varies unevenly along the radius: it is almost
con-stant in most of the cavity, while strong gradients appear near the hot shroud being in contact
with regions of relatively cold gas leaking towards it.
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Fig. 7. Instantancous distributions of axial velocity for the distance of 2.7 mm
from the first (@) and the second (b) disk downstream, as well as
in the central axial section between the disks in the first cavity (c)

Fig. 6 illustrates the temperature fluctuations over time for all three cavities at the monitoring
points located in the central axial sections at a distance » = 0.75r, from the axis, as well as the energy
spectrum of the fluctuations at the same points for the first and second cavities. The graphs presented
confirm that the flow in all cavities has a pronounced turbulent character. The general structure of the
fluctuations in the cavities is similar, and their amplitude reaches 0.6 of the temperature difference.
The presence of low-frequency fluctuations (with the principal frequency f, = 0.26 Hz) reflects the
global precession of the flow core discussed above.

Considering small-scale motion, which is largely associated with the phenomena in Ekman layers
emerging on disk surfaces, let us first estimate the thickness of these layers. It is well known (see, for
example, monograph [3]) that the characteristic thickness d of the 'classical' Ekman layer can be esti-
mated as 6 = (v/Q)0.5, and the total thickness of the layer 8, is about 36. The corresponding estimates
for the case under consideration give the values 6 = 0.9 mm and 6, = 2.7 mm.

Fig. 7 shows the instantaneous axial velocity distributions in the sections located in the first
cavity near the disks A1 and A2 at the outer boundaries of the Ekman layers detected by these esti-
mates, as well as in the central axial section between the disks. It can be seen from Fig. 7, a and b that
longitudinally oriented vortex structures appear in the Ekman layers, which is definitive proof that hy-
drodynamic instabilities evolve in these layers. We obtained similar structures in recent computations
of free convection in a rapidly rotating closed cavity, introducing near-axis heat sinks to simulate the
heat removal effect of throughflow in the initial problem of mixed convection (see [16]). At the mo-
ment, we can only assume that given a non-isothermal Ekman layer, these structures act as a trigger
giving an impetus to axial motion of the fluid across the cavity in the form of local multidirectional
flows with an intensity amounting to tens of percent from the characteristic values of the relative cir-
cumferential velocity, providing effective heat transfer between the Ekman layers and the flow core.
Further fundamental studies are necessary to gain more insights into this matter.

Fig. 8 shows the temperature fields averaged over time and circumferential direction in the me-
ridional section of the given system of cavities. Evidently, the temperature of throughflow
increases considerably as the fluid passes through the cavities. The increases in the mean mass
temperature after passing through cavities A, B and C are 13.1, 12.9 and 9.6 °C, respectively. Thus,
the values of the temperature factor € for the three cavities included in the system are different,
equal to: €A™ =€, = 0.27; ¢, ,=0.21; €, .= 0.17 (the characteristic temperature difference AT
and the volumet-ric thermal exp’ansion B were computed from the mass-averaged temperature at
the inlet to the corre-sponding cavity to obtain estimates for the quantities € g and €, o)

Table 3 contains the computational data on the heating power from the disk (quantities O, and
Q,) and outer cylindrical (Q,) surfaces of each of the cavities. The last column of Table 3 shows the
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Fig. 8. Computed field of averaged temperature in the meridional section of the system

values of total heat removal O, from the cavity walls. It is noteworthy that the total amount of heat
removed per unit time from the walls of the second cavity is close to the value predicted for the first
one, while the flow entering the second cavity is already heated (by 13.1 °C) relative to the
conditions at the inlet to the first cavity. A likely explanation for this somewhat unexpected result is
that throughflow entering the second cavity is highly turbulent, while virtually no turbulent structures
are observed at the inlet to the first cavity (under the given boundary conditions). As expected, much
less heat is removed from the walls of the third cavity.

Another interesting finding is that integral heat removal from the disks forming the cavity becomes
balanced as the flow moves from cavity A to cavity B, and then to cavity C. The difference between O,
and Q, for the first cavity is 22% (relative to the mean value), and drops to 2.5% for the third cavity.

Turning to the computational results for the local heat transfer intensity, we can observe that the
local Nusselt number on the surface of the disks was computed based on the temperature difference
between the local value on the wall and the mass-averaged value at the inlet, individual for each
cavity.

Fig. 9 shows the computed radial distributions of the local Nusselt number, averaged over time
and circumferential coordinate, over the surfaces of all six disks in comparison with the experimental
data for a single cavity [5].

The local Nusselt numbers predicted for the first cavity are in fairly satisfactory agreement with
the experimental data, especially taking into account their considerable scatter. The greatest
discrepan-cies with the experiment are observed for the first disk downstream, where a section of
'negative' heat transfer is predicted at small radii, which is absent in the experimental data.

Table 3
Computational data on integral heating power (W) removed from the cavity surfaces
Cavity 0, 0, 0, Oy
A 54.4 84.7 79.7 218.8
B 61.4 71.8 81.9 215.1
C 46.3 48.6 65.1 160.0

Notations: Q,, O, are the powers removed from the disk surfaces; 0, is the amount of heat removed from the

outer cylindrical surface; Q, is a value of the total heat removal from the walls of a cavity.
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Fig. 9. Comparison of computed radial changes in the local Nusselt number (Nu)
on the disk surfaces (lines) with the experimental data from [5] (symbols).
Computational results are shown for cavities A, B and C (black, red and green curves, respectively; solid lines
correspond to Al, Bl and C1, dashed lines to A2, B2 and C2). The experimental data are shown similarly to Fig. 2

Moreover, the differences in the conditions at the inlet boundaries of the cavities have a major ef-
fect on the computational results. The throughflow entering the second and third cavities is strongly
turbulent, contributing to increased normalized heat transfer from the disk surfaces at medium and
large radii. A decrease in the temperature factor for the convection developing in the third cavity has
a particular pronounced effect on the thickening of the near-surface temperature layer near disk C1
(this is clear from the temperature field shown in Fig. 8) and the appearance of a zone with 'negative’'
heat transfer with increasing length.

Conclusion

We have performed numerical simulation of turbulent mixed convection in a multistage system
with three rapidly rotating annular cavities heated from disk surfaces and from the periphery and
cooled by airflow through a narrow axial annular channel. The computations were based on Implicit
Large-Eddy Simulation with a refined computational grid (17 million cells).

The simulation predicted a previously unobserved large-scale structure of the flow in cavities
with a global anticyclonic eddy surrounding throughflow and cyclonic vortices localized at large
radii. We believe that one of the key reasons why satisfactory agreement with experimental data was
obtained was that the evolution of large-scale vortices was described correctly in the computations;
small-scale structures responsible for heat transfer between the near-disk layers and the flow core
were repro-duced simultaneously. Another important finding is that the heat transfer
characteristics are highly sensitive to the conditions at the inlet to the cavity.

Ongoing research on this issue is aimed at further developing the eddy-resolving method for com-
putations of this class of flows, which are more complex. This approach is expected to yield reliable
and reproducible results. We plan to carry out new computations based on the compressible gas model
for a system comprising two or three cavities with varying dynamic and thermal conditions at the cav-
ity inlet, including imposing 'synthetic' turbulence at the inlet.

The study was financed by the Russian Foundation for Basic Research within the framework of Scientific
Project "Eddy-resolving modeling of free and mixed convection in rapidly rotating annular cavities" No. 20-
08-01090.

The computational results were obtained using the resources of the Supercomputer Center at Peter the Great
Polytechnic University (www.scc.spbstu.ru).
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YNCNEHHOE MOAE/IUPOBAHUE TEPMOAKYCTUYECKHUX
KOJIEBAHUW TA3A B TPYBE C TENJIOOBEMEHHbIMU
3JIEMEHTAMU TOPOUAAJIbHOU ®OPMbI

C.B. bynoBuu

CaHkT-MeTepbyprckuii NONUTEXHUYECKUI YHUBEpCUTET MeTpa Bennkoro,
CaHkT-MeTepbypr, Poccuitckas denepaums

B paboTte npoBeneHO MOIeTMPOBaHUE PEKMMOB TeUEHMS Ta3a B TpyOe, 3aKPHITOM ¢ OMHOTO KOHIIA
1 OTKPBITOM B aTMOC(hepy IPYyrMM KOHIIOM; /Ul 3TOTO MCIIOIb30BAHO YMCIEHHOE PellleHUe CUCTEMBI
ypaBHeHuii HaBbe — CTOKCA B AByMEpPHOI1 OCECUMMETPUYHOI MOCTaHOBKE. Bo30y:kneHue KoebaHuit
ra3oiMHaMM4ecKuX (QYHKIMI OOYCIOBICHO I'PaJMEHTOM TeMIIepaTyphbl Ha y4acTKe TpyObl, BOSHUKa-
IOIIMM B pe3yJibTaTe KOHTaKTa ra3a ¢ pa3HOHATPEThIMU TOPOUIATBLHBIMU 3JIEMEHTAMU BHYTPU TPYOHI,
TeMITepaTypa KOTOPBIX TTOIePXKUBAETCS TOCTOSTHHOM. [10 TOCTMKEeHNY yKa3aHHBIM IpalleHTOM ITOPO-
TOBOTO 3HAUYEHUSI, B TpPyOe HAOJII0IaeTCsT YCTOMUYMBOE TEPMOAKYCTHUECKOE KolebaHe Ta30BOTO CTOJI0A.
PaccuuTaHbl 3aBUCMMOCTH OT BpEMEHHU JIaBJICHHUS U OCEBOI COCTABJISIONIEH CKOPOCTH ra3a, a TakKe Te-
TJIOBBIE MOTOKM B TETIOOOMEHHOM OJ10Ke pe3oHaTopa. [TojydeHHbIe pe3yabTaThl XOPOIIO COTIACYIOTCS
C 3KCIepUMEHTaIbHBIMU JAHHBIMMU.

KioueBnie cioBa: TepMmoakycTuka, 3¢ ek 3oHaxaycca, MaTeMaTUIeCKOe MOAEIMpPOBaHUE, YHC-
JIeHHoe pelieHue ypaBHeHuii HaBee — CToKca
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Introduction

Many devices are available for converting thermal energy into mechanical or electrical energy. A
particular focus is on the thermoacoustic engine (TAE), since acoustic energy in the form of standing
or traveling waves acts as an intermediate link in this transformation. Many research groups have con-
sidered the mechanisms generating a sound field and maintaining it at a sufficient level in operation.
The engine itself has a simple design, with the option to eliminate moving elements from the working
fluid. External heat supply allows using any source of energy, while the motion of the working fluid in
a closed system makes it possible to fabricate autonomous structures that can be used on Earth and
in space.

The effect when sound is generated in a pipe closed at one end and open into the atmosphere at the
other was first described by the German physicist Karl Sondhauss [1]. While the study did not explain
why sound appeared, it established the general patterns behind the behavior of such characteristics as
the dependence of frequency and amplitude of generated waves on the parameters. Rayleigh [2] made
qualitative assessments of the phenomena when oscillations emerge and persist, ultimately laying
down the foundations for the entire discipline of thermoacoustics. Expressed concisely, the concept
is that if heat is given to the gas at the instant of greatest compression or is taken away from it at the
instant of greatest rarefaction, this leads to an increase in acoustic oscillations. An important point in
this statement is that the source driving the oscillations is identified as the time dependence of heat
addition and its synchronization with pressure oscillations. Putnam and Dennis [3] provided a math-
ematic proof for this hypothesis, which came to be called the Rayleigh criterion. The formulation of
the criterion indicates a phase shift between pressure and heat addition oscillations, whose absolute
value should be less than m/2; oscillations are excited in this case. If the phase shift lies in the range
from 7/2 to m, the oscillations are damped.

The first TAE based on a standing wave was created in 1962 by Carter, White and Steele (USA) [4].
A stack acting as a heat exchanger with thermal inertia was placed between the heat supply and heat
removal sections in the experiments, similar to regenerative Stirling engines. This improvement made
it possible to significantly enhance the thermoacoustic effect in the Sondhauss pipe. A particularly in-
teresting prototype was built at the Los Alamos National Laboratory in the 1990s [5]. An experimental
setup was constructed at the same time at the National Center for Physical Acoustics of the University
of Mississippi to study a stationary thermoacoustic wave in a wide range of parameters [6]. Further
experimental studies were aimed at producing a system consisting of a stack combining an acoustic
prime mover and an acoustic refrigerator, united by a common resonator [7]. Changing the rectilin-
ear resonator to a U-shape and using a liquid piston in the resonator made it possible to significantly
reduce the size of the twin setup [8].

The idea that an analogy can be drawn between a Stirling engine and a thermoacoustic engine has
been further developed, leading to revision of the basic theory describing the generation of stationary
waves in a resonator. Ring-shaped resonators with the operating principle based on traveling waves
were constructed as a result [9, 10].

Notably, even though the basic principles of thermoacoustic effects are fairly well-understood,
with extensive experimental experience accumulated in creating functional devices, the issues of the-
oretical analysis and mathematical modeling are far from fully resolved. Because the processes occur
on different scales, either an extremely simplified formulation is obtained, allowing to describe the
object 'as a whole', or the analysis focuses on the unsteady heat transfer mechanism neglecting the
processes outside the near-wall layer of the heat exchanger.
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Let us consider an experiment with a Sondhauss tube without a regenerator. In a sense, this
formulation is more complicated, since the presence of a regenerator in some modes stabilizes the
unsteady gas flow. Let us rely on the results of the experimental study [11], which returns us to the
basic formulation of the Sondhauss pipe problem.

A plane channel of length L with a square section d x d was described in [11]. One end of the
channel was closed, the other open, and the gas in the channel interacted with the atmosphere. A
heater was located inside the channel at a distance o from the closed end; a cooler was located at
a distance / (/ << o) from the heater. The heater and cooler were grids consisting of an equal num-
ber N of cylindrical rods of the same radius a. The heater had a constant temperature 77, and the
cooler 7. All rods were parallel to each other. It was confirmed experimentally that the threshold at
which self-oscillations occurred in the resonator was a function of two parameters: the temperature
difference and the distance between the heat exchangers. Another parameter is the location of the
heat exchangers relative to the closed end of the pipe.

The main difficulties in theoretical analysis of thermoacoustic self-oscillations, the main difficul-
ties are caused by complex mathematical description of feedback mechanisms accounting for non-
linear properties; besides, nonlinear partial differential equations have to be solved for this purpose.
Therefore, linearizing the system of differential equations by some method provides certain insights
into the laws of thermoacoustics.

We should note that early studies were based on a one-dimensional approximation in a nonlin-
ear formulation. Friction and heat transfer were represented by closing relations depending on the
flow regime. However, this approach turned out to be ineffective for describing periodic processes
because it is impossible to correctly reflect the phase shifts of the signal in the closing relations.

The Rott equation was later formulated [12, 13] based on a linearized system of equations for the
balance of mass, momentum and energy in the one-dimensional approximation; a software version
of the solution to this equation is available: DeltaEC [14] (free access). The range of applicability
is determined for this model by the 3% pressure deviation from its baseline value. Many examples
assessing the performance of devices using this software are given in literature [15 — 17]. As linear
theory was applied in practice, the understanding of thermoacoustic oscillations was supplemented
with the knowledge that a critical temperature gradient must be exceeded to excite oscillations if
the heat source and sink are separated in space [5].

A different approach was used in [18], based on the system of boundary layer equations. This
made it possible to construct a mathematical model based on the behavior of functions towards the
wall, gaining new data on possible losses of acoustic energy. Losses are accounted for as an energy
balance, which consequently sets not only the threshold level of the temperature gradient when
gas oscillations occur, but also the possible parameter values of traveling or standing waves. Taken
together, this information made it possible to achieve better agreement between experimental re-
sults and theoretical estimates. Monograph [19] describes the specifics of problems related to heat
addition during combustion.

However, it is fundamentally impossible to model some effects within the framework of linearized
theory. This primarily refers to the evolutionary process of oscillation generation. Linearized theory
can only characterize the state of oscillations that are already established.

Turbulence is another important issue. Changing the direction in which the gas moves leads to the
fact that the turbulence model should describe the transition phenomena when turbulent flow is gen-
erated and vice versa. The appearance and destruction of turbulent structures are characterized by a
relaxation time scale, which is not represented in any way in the Rott equation. Notably, the problem
of describing transitions within turbulence models has not been solved completely even for the so-
called canonical flows on plates, in pipes, or in the wake.

37



4 St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 14 (3) 2021

Finally, the third aspect are different oscillation modes emerging for gas-dynamic functions. In the
general case, they are not described by the simplest dependences in the form of harmonic functions,
which are the solution to linearized equations. In particular, the problem on oscillatory flow around
a cylinder is constructed by two regime parameters: the Keulegan — Carpenter number (the ratio of
the hydrodynamic to the geometric scale that is the cylinder diameter) and the Stokes number (the
estimate of the boundary layer width as a fraction of the geometric scale). According to the generally
accepted classification, up to six zones with completely different flow structures are identified on the
regime map in the vicinity of the cylinder [20]. A tandem of two cylinders complements the picture
with another parameter, i.e., the distance between the cylinders. This generates an interference pat-
tern, which can be accompanied by both an increase and a decrease in the friction factor of the pair.

Many of these problems can be solved by mathematical modeling via numerical solution of a sys-
tem of differential equations. Various approaches to numerical study of the problem were considered
in a number of works, for example, in [21 — 27].

Let us consider some of these studies in more detail. It was confirmed in [21] that the self-os-
cillation mode could be obtained by numerically solving a system of Navier — Stokes equations in
a two-dimensional formulation. A particular assumption made by the authors is that plates of zero
thickness are used as heaters in the calculations. The results of numerical integration in [22] simulate
the operation of some of the engine elements. The problem is solved in a two-dimensional formula-
tion, examining heat transfer on a plate in oscillatory flow caused by external excitation. The perfor-
mance characteristics of a high-frequency (300 Hz) engine with flat heat exchangers were calculated
in [24] in a two-dimensional formulation assuming a turbulent flow regime. The mathematical model
was closed by the (k-¢€) turbulence model. The temperature was set on the channel wall and on the
stack connecting the heat exchangers. The authors investigated the influence from the lengths of the
resonator and the stack connecting the flat heat exchangers, comparing the data with linear theory.
The results of numerical simulation revealed an oscillatory mode of gas-dynamic functions with de-
creasing amplitude. The LS-FLOW solver, developed by the Japan Aerospace eXploration Agency for
analysis of three-dimensional compressible flows within the Navier — Stokes system of equations, was
used in [26]. The computations were carried out on an unstructured grid in a two-dimensional formu-
lation. It was found that a short trigger pulse injected from the open end of the computational domain
was required to induce oscillations in the system. However, a deviation of the numerical solution from
linear theory was observed.

To summarize, mathematical modeling of thermoacoustic self-excitation in the given system by
numerically integrating the system of Navier — Stokes differential equations imposes stricter require-
ments on all aspects of the computational process. Constructing the solution to the problem by the
control volume method involves tailoring the size of the domain where the desired functions are de-
fined, the shapes of the discretization elements of the computational domain, the method for approx-
imating the function at the element boundary, the time integration scheme. The computations in all
of the above studies were performed in a two-dimensional formulation without accounting for the
interaction with the pipe wall. For this reason, this work contains the solution of a two-dimensional
problem including the interaction with the pipe wall.

Problem statement and computational aspects

The solution of the problem from [11] requires three coordinate directions. If a channel with a
square cross-section is replaced with a cylindrical pipe, and the heat exchanging rods with toroidal
elements, then, assuming that the gas-dynamic functions are homogeneous in the circumferential
direction, axial symmetry appears in the problem formulation, making it possible to reduce the num-
ber of spatial coordinates to 2. This geometric modification does not fundamentally affect the excita-
tion of thermoacoustic oscillations under consideration, allowing to consider not only unsteady heat
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transfer on the surface of heat exchangers but also the interaction of the gas with the pipe wall, which
is commonly excluded from balance relations in the two-dimensional formulation.

The system of Navier — Stokes equations for the problem formulated in an axisymmetric setting
consists of four partial differential equations:

mass balance,

energy balance,

balance of momentum written as projections on two axes, z and 7.

The system should be supplemented with two equations of state:

thermodynamic (in the form of the Mendeleev — Clapeyron equation),

caloric, establishing the relationship between internal energy and temperature.

A diagram of the computational domain and explanations for the problem formulation are shown
in Fig. 1, the values of the parameters used in the calculations are summarized in Table.

Parameters of stagnant gas values at the open end of the pipe: P° = 0.1 MPa, 7° = 300 K. The
temperature of the cooler surface 7'= 300K. The given quantitative values of the problem parameters
correspond to the sizes selected in [11]. Judging by the results of that study for the selected distance
between the heat exchangers, the self-excitation mode should occur at the temperature 7+ = 850 K
and higher at the heater surface. Thus, it can be established through a series of calculations with vary-
ing heater temperature that the mathematical model can reproduce the important conclusions of the
experimental study.

The boundary conditions at the permeable boundary of the computational domain are imposed
in a simplified formulation. Firstly, the boundary of the computational domain coincides with the
exit section of the pipe, which excludes the influence from the so-called synthetic jet arising outside
the resonator on the solution [28]. Secondly, when gas enters the computational domain, the steady-
state values of gas-dynamic functions are obtained by isentropic formulas; the value P° is used for gas
outflow.

The side wall of the pipe is divided into three zones to maintain the thermodynamic balance in the
system. The pipe wall temperatures in the sections to the left and to the right of the heat exchanger are
T* and T-, respectively. The condition of thermal insulation is imposed between these zones, on the
pipe wall section (1.0 cm long), centered relative to the location of the heat exchangers. An identical
boundary condition is imposed at the end of the pipe.

The no-slip condition is imposed on the surface of the toroidal elements and on the pipe walls.

The results in this study were obtained using the ANSYS FLUENT 2021R1 package, allowing to
solve two-dimensional problems in the axisymmetric formulation. The pressure-based solver in the
implicit formulation with the coupled algorithm was used to construct the solution. Reconstructions
with third-order accuracy (Third-Order MUSCL) were used to produce the values of functions on
the control surfaces. The time integration was performed by an implicit scheme with second-order

< Side wall
Q0T
d || Closed Cand) Open | P’
end &23 end |T°
e
I 1 © R Axis
L

Fig. 1. Schematic of computational domain (geometric proportions are not reproduced):
Side wall of the pipe; Closed & Open ends of the pipe; Axis of symmetry;
T*, T~ are the temperatures of the heater and the cooler; see also table
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Table
Computational parameters of the problem and their values
Parameter Notation Unit Value

Length of computational domain L m 1.0
Radius of computational domain d cm 3.2
Radius of cylindrical rods a mm 1.0
Distance from grid to closed wall of pipe c cm 20
Distance between grid rows / mm 6.0
Number of elements in grid N — 4
Grid spacing e mm 4.0
Gas pressure P MPa 0.1
Temperature

of gas ° K 300

of cooler surface T

Notes. 1. The values given correspond to the selected dimensions from [11]. 2. The grid spacing is the distance
between the central lines of the torus generators. 3. The compressed medium is air.

accuracy. Discretization was carried out on an unstructured mesh consisting of quadrangular ele-
ments. The mesh provided clustering to all impermeable boundaries of the computational domain.
This made it possible to resolve the structure of the temperature and dynamic boundary layer on the
pipe wall and on the surfaces of the heat exchangers.

The results in the study (see below) were obtained on a mesh containing about 40,000 elements,
while the time integration step was Af = 0.1 ms.

Computational results and discussion

Initial data. The computations were carried out for the initial state of the gas, when its pressure in
the pipe was P°, and its velocity was equal to zero. The stepwise dependence on the axial coordinate
was taken as the initial state of the temperature. It was assumed that the temperature to the left and
right of the gratings coincides with the temperature of the heat exchangers. The temperature in the
section where the thermal insulation condition was imposed on the pipe wall was determined by the
half-sum of the selected temperature levels. The gas density was taken in accordance with the ideal
gas equation of state. This local state, which is unsteady with respect to temperature between the heat
exchangers and the air around them, is essentially sufficient to excite natural oscillations of the gas
column in the system.

The excitation of oscillations starts as a temperature field is generated in the vicinity of the heat
exchangers. The process is accompanied by pressure gradients appearing, along with a nonzero value
of the velocity vector. Pressure and velocity waves are characterized by small amplitude and natural
oscillation frequency. This state of gas (oscillations with small amplitude ) can last rather long and
count more than one hundred oscillation periods. Both an unsteady solution and a steady heat trans-
fer regime can be established depending on the magnitude of the temperature gradient. Let us give the
results for four temperatures of the heater (K): 600, 800, 900 and 1200.

Fig. 2 shows the time dependences of the mean cross-sectional velocity at the open end of the pipe
and the magnitude of the pressure deviation from the initial value at its closed end at different tem-
peratures of the heater.

Judging from the data presented, the arising oscillations of gas-dynamic functions are completely
damped in a time interval of less than 1 s at a heater temperature 7+ = 600 K.

40



Simulation of physicsal processes

0.004

0.002

v, mis| p, Pa| f)
1.0 400
0.5 200
0.0 0
0.5 -200
-1.0- -400
15 ——TT7 -600
0 2 4 6 8 s 0
v, m/s p, Pa
1.0 400
0.0 0
-1.0 -400 H
204b——7T—+—7T—"—T7—+—T7— 800 +——F——T—— T+
0 1 2 3 4 s 0 1 2 3 4 ts

Fig. 2. Time dependences of axial velocity component, averaged over the section,
at the open end of the pipe (a, c, e, g) and pressure deviation from the initial level
at the closed end of the pipe (b, d, f, h) at heater temperature
" =600 K (a, b), 800 K (c, d), 900 K (e, f) and 1200 K (g, #)
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The damping scenario of natural oscillations undergoes changes at a heater temperature 7" =
= 800 K, namely, the process proceeds much more slowly. For the given initial state of the functions,
the transition to steady state occurs in a time interval exceeding 4 s. A possible explanation for this
behavior of the functions is that the selected combination of problem parameters produces a regime
that is outside the boundaries of oscillation self-excitation. The heater temperature does not precisely
coincide with the temperature at which the self-oscillations of gas-dynamic functions are observed in
the experiment: this can be related to the change in the channel shape and simplified description given
to the behavior of the functions at the open end of the pipe.

The threshold values of the temperature gradient are exceeded at a heater temperature 7+ =
=900 K, therefore, a continuous oscillatory gas flow evolves. Steady flow is established in the pipe in
several stages. First, a time interval exists with small-amplitude oscillations, when the signal magni-
tude increases by a linear law; secondly, there is an 'avalanche-like' resonant mode of increasing the
oscillation amplitude, when there is positive feedback between the change in pressure and the specific
heat flux in the heat exchangers; thirdly, the transition to steady non-stationary oscillation mode uis
observed. The oscillation amplitude of gas-dynamic functions (third stage) is stabilized due to two
factors. The first is the work of the frictional forces of the gas against the pipe wall performed during
oscillatory flow, and the second is the radiation that occurs the open end of the pipe, generating a
synthetic jet.

The flow regime in the resonator at heater temperature 7" = 1200K is characterized by a shorter
transition time to steady oscillations. The amplitude of velocity oscillations at the open end of the
pipe and the pressure deviation from the initial value at its closed end is higher than for the case
T* =900 K. The natural frequency of the gas column is 87.0 = 0.7 Hz up to the selected time inte-
gration step.

Let us focus on the behavior of functions over time for one oscillatory period in steady state.
Fig. 3 shows the dependence of the specific heat flux averaged over the entire surface of the grid
and the pressure deviation from the initial state for one oscillatory period for the cases 7" = 900 and
1200 K.

The zero value of the pressure deviation from the initial one in the heat exchangers is taken as the
beginning of the cycle. The behavior of the specific heat flux function indicates that the maximum
heat addition is synchronized with the maximum pressure increase across the heater. In turn, the
maximum heat removal in the cooling grid is also in the vicinity of the minimum pressure. Thus, a
situation that falls under the Rayleigh criterion happens with both heat exchangers. Notably, the sig-

p, Pa g, Wim2 o b) p, Pa

q, W/m?
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Fig. 3. Time dependences of pressures p (solid line), specific heat fluxes ¢* (dashed line)
and ¢~ (dash-dotted line) for the oscillatory period in the heater
and cooler, respectively, for cases 7" = 900 K (a) and 1200 K (b)

42



4 Simulation of physicsal processes >

nals increase in amplitude and lose their sinusoidal shape with the distance from the parameter values
setting the excitation boundary of thermoacoustic oscillations.

Conclusion

The solution to the problem on self-excitation of oscillations in a structure reproducing the Sond-
hauss effect has been obtained by numerical integration of the system of differential Navier — Stokes
equations for compressible gas. Depending on the temperature difference in the heat exchangers, the
mode established is either oscillation damping, or a stable unsteady mode of oscillatory flow of a gas
column in a pipe closed at one end. The result of mathematical modeling is in good agreement with
the experimental data.
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Ha ocHoBe 3KcIiepyMMeHTaIbHbIX JaHHBIX B pab0Te MPOMOAEIMPOBAH MPOLIECC UCKPOBOIO I1J1a3-
MeHHoro crekanusi (MI1C) MeTauIM4ecKUX YacTULl METOJOM KOHEUHBIX DJIEMEHTOB B TEPMOXJICK-
TPOMEXaHMYECKOI IMOCTAHOBKE C YYETOM BJIMSHMSI TeMIIepaTypbl Ha mapaMeTpbl MaTepuaaoB (HU-
keast u meau). CpaBHeHHUE pe3yJbTaTOB MOJAEJMPOBAHUS C 3KCIEPUMEHTOM IT03BOJIMJIO CO3/1aTh
BBIUMCIUTEIBbHYIO Moaeb ripoliecca MTIC, ynoOHyo st OLleHKU BIUSIHUS TTapaMeTPOB TMOJI3Y4eCTH
U IUTACTUYHOCTY Ha pa3Mep MeXJacTUUHOM IIeiiku, obpasyromeiics rmpu nposeaenun UIIC. Yera-
HOBJIEHO, YTO JIJIsI BBICOKMX TeMItepaTyp 3(P@eKT Moa3y4ecTy B HECKOIbKO pa3 MPEeBOCXOAUT BIUSHUE
IUIACTUMHOCTHU Ha IIpoliecc 00pa30BaHUsI IIeKY crieKaHus. [1py 3TOM n3MeHeHMe mapaMeTpOoB MOJI3-
y4eCTH MPU MOACIMPOBAHUM TaKKe aKTUBHO BJIMSIET HA (OPMUPOBAHUE IICHKMU.
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Introduction

Detailed experimental and theoretical studies [1, 2], as well as simulations [3 — 5] have been
carried out for sintering and compaction of powder metallurgy products, aimed at improving their
properties. The technology for obtaining metal powders and manufacturing products from them
offers several benefits [6, 7], in particular, making it possible to synthesize materials that are dif-
ficult or impossible to obtain by other methods; furthermore, it helps save metal and significantly
reduces the production costs. Additionally, using pure starting powders yields sintered materials
with a lower impurity content, better corresponding to a given composition compared to conven-
tional cast alloys. Sintered materials have better mechanical properties compared to cast ones with
the same composition and density; for instance, the preferred orientation of the crystal grains of
the metal (texture), which is characteristic for cast equivalents, has a smaller adverse effect. The
size and shape of the structural elements of sintered materials are easier to control, and even more
importantly, it is possible to produce such types of mutual arrangement and shape of grains that are
unattainable for cast metal.

Due to these structural peculiarities, sintered metals are more heat-resistant, better tolerate the
effects of cyclic fluctuations in temperature and stress, as well as nuclear radiation, which is crucial
for the materials used in novel devices.

Spark Plasma Sintering/Field Assisted Sintering Technology (SPS/FAST) is an effective method
for obtaining defect-free blanks from powder materials, combining pressing with an intense electrical
discharge, allowing to obtain compact materials in a very short time. Recently, there has been an in-
crease in the number of studies on spark plasma sintering (see, for example, [11 — 13]). The essence
of this method for consolidating powder materials is that substances are heated by electric current
pulses passing through it. This way, the temperature and sintering time are greatly reduced compared
to conventional high-temperature sintering and hot pressing.

The difficulties with simulating the given class of problems are due to different sintering mecha-
nisms (plasticity, creep, thermal migration, etc.). In addition, the sintering process consists of mul-
tiple pronounced stages: neck growth, formation and subsequent shrinkage of closed pores. Moreo-
ver, fields of different nature interact in this case: electrical, thermal, chemical and mechanical. The
nontrivial dependence of electrical and mechanical constants on the temperature of the material can
cause problems with the convergence of the solution during simulation. This convergence also strong-
ly depends on the parameters of the contact, namely the thermal and electrical conductivity of the
zone of contacting elements. Finite element modeling (FEM) is a valuable tool for gaining a better
understanding of the process. FEM was mainly used previously to study macroscopic temperature
gradients in samples during a fast process [ 14 — 16] but recently more and more works [4, 5] consider
FEM of particle deformation, as well as microscopic distribution of current and temperature upon
particle contact as the simplest representative volume of powder.

It was established in [5] that using elastic and viscoelastic models of the sintered material in sim-
ulating such processes does not yield a good correlation with experimental data. In this case, the best
accuracy was obtained by simultaneously taking into account both viscous and plastic effects.

The goal of this study consisted in analyzing the potential offered by FEM of spark plasma sinter-
ing by comparing the results with experimental data.
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To solve this problem, it was necessary to analyze the influence of a number of key factors and, first
of all, creep, on the diameter of the interparticle neck formed in the process of the studied technology.

Experimental setup and mathematical model

l Pressure

1

To

Fig. 1. Schematic of experimental setup:
copper punches /, thick-walled glass tube 2,
nickel balls 3, electrolytic capacitors 4

The experiments carried out at the Dresden
University of Technology (Germany) [4, 5] in-
volved balls made of commercially pure nickel
I mm in diameter. To remove oxides from nick-
el spheres, the balls were placed in a citric acid
solution for several hours and rinsed with distilled
water and ethanol before they were inserted into
the setup. An experimental setup was developed
and built specifically to study the initial stages of
contact formation under spark plasma sintering.
The diagram is shown in Fig. 1.

Copper punches / 1 mm in a diameter are lo-
cated at the top and bottom of the setup. Thick-
walled glass tube 2 with a | mm internal diameter
is attached to the lower punch to prevent balls 3
from falling out. Two nickel balls are placed be-

tween the fitting punches. A mechanical load
(Pressure) is applied to the upper punch using a 1 kg weight providing an axial compressive force of
12.5 MPain the cross section of the copper punches, and, accordingly, in the equatorial section of the
balls. An electrode containing two series-connected electrolytic capacitors 4 is attached to the upper
punch. The second electrodes of the capacitor are connected to the lower punch via a current rectifier
that serves as a switch controlled by a microcontroller. The capacitors were charged to a voltage from
1 to 8 V (the value depended on the experimental conditions).

Mathematical model

We consider a related thermoelectromechanical axisymmetric problem for analyzing the deforma-
tions, emerging stresses, as well as the evolution of the temperature field and contact resistance. Elas-
tic, plastic and viscous parameters of the material are used for simulating the mechanical component
of the problem. Given that there are no reliable data for nickel plasticity curves at high temperatures,
a plasticity model with linear hardening was used to simulate plastic deformations. The von Mises
condition was considered as a condition for the onset of plasticity, due to the isotropy of the material.
The heat balance equation taking into account the Fourier law was used for non-stationary processes
accompanying the changes in the thermal field.

The complete system of equations for a coupled thermoelectromechanical initial boundary-value
problem has the following form for the given conditions:

p(T)C(T)%—];—V-(X(T) E-VT)-gq,=0,

V() () -a(r)(r-7,, )~ )

V-(an -va‘PjW-[o(T)-V(p]:o,
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where A is the thermal conductivity, 7 is the temperature, 7° . fis the initial temperature, €’ is the plas-
tic deformation tensor, & is the deformation creep, p is the density, C is the specific heat, g is the
volumetric heat transfer, @ is the scalar electric potential, ¢ is the electrical conductivity tensor, g, the
dielectric permittivity tensor of the medium, fv is the volumetric force vector, u is the displacement
vector, “C is the stiffness tensor, a is the tensor of linear thermal expansion coefficients.

Volume forces and inertial terms are absent from the equilibrium equation of system (1) in the
given problem statement. The values of elastic, thermal and electrical constants of the material de-
pending on temperature are given in Table 1 for nickel and copper (taken from [4, 5]); the dimensions
of the given constants correspond to a certain system of units: millimeters, gigagrams, seconds (mm,
Gg, s). Table 1 also lists the values of the yield stress o, and the plastic modulus /| corresponding to
the model of plasticity with linear hardening. The data presented indicate that the characteristics of
materials are considerably dependent on temperature. In SPS, a current passing through the material
causes it to heat up, leading to a change in the material constants, for example, resistivity. A change in
the latter in turn leads to a change in the current and density of the heat released in the given section.
This chain reflects how the material constants are related to the temperature field, and how, in turn,
the temperature field depends on these constants.

Norton's law based on the similarity hypothesis was used to account for creep. In general, Norton's
law is written as

= Ao/'S -t~exp(—%), (2)

where AH is the creep activation energy; R is the Boltzmann constant; ¢ is the time; 7 is the temper-
ature; o is the stress; n and A4 are the power and linear creep indicators; S is the stress tensor deviator.

The values of the creep constants were taken from monograph [17]:

A=280.4 MPa=*¢/s, n = 4.6, AH = 284 kJ for nickel;

A=2.45MPa*¥/s, n=4.8, AH =197 kJ for copper.

Since the problem is symmetric with respect to the contact plane of the balls, it seems reasonable
to consider only the upper part of the structure in the FE simulation (see Fig. 1); it is shown in a hori-
zontal position in Fig. 2, a,b. The FE model is shown in Fig. 2,a. It contains 1524 elements and 4491
nodes. The model was constructed in the ANSYS FEA package using PLANE 223 type elements in a
thermoelectromechanical setting.

The contact between the balls in this symmetric statement is modeled as the contact between the
upper ball and an absolutely rigid plane. Since boundary conditions in the given problem should be
imposed taking into account the experimental procedure, they should be mechanical, electrical and
thermal in nature. The mechanical component should reflect the restricted displacements and the
fact that pressure is applied to the upper copper punch. A restriction on displacement of the contact
surface was imposed in the symmetric problem statement. The electrical component accounted for
the potential difference applied to the electrodes of the test setup. The function of the potential over
time was taken to be equal to half the voltage between the capacitor plates changing over time. An
exponential curve was combined with its piecewise-linear point approximation for the FE simulation
(Fig. 2,¢).

The following boundary conditions were imposed on the free surface of the ball and the punch:
zero normal stress and electric current (6, =0, J = 0), thermal radiation by the Stefan — Boltzmann
law (the ball material was assumed to be a blackbody with the emissivitye=1) g, =€- 0 - (T LT )
Restrictions on the radial components of displacement, electric current and heat flux were imposed
on the boundary of axial symmetry: u, =0,/ =0, g = 0. The boundary conditions of zero displace-
ment, potential and heat flux were imposed on the contact boundary of the balls: u, =0, ¢ =0, g, = 0.
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Table 1
Values of elastic, thermal and electrical constants
of nickel and copper depending on temperature [4, 5]
7, K 300 500 700 900 1100 1400 1728
(°C) (27) (227) (427) (627) (827) (1127) (1455)
Values for nickel
2 3 8.90e—12 8.82¢—12 8.74e—12 8.65¢—12 | 8.55e-12 8.40e—-12 8.10e-12
Gg/mm
C
’ + + + + + + +
J/(Gg-K) 4.44e+8 5.24e+8 5.24e+8 5.43e+8 5.77e+8 6.09¢+8 6.25¢+8
A,
W/(mm-K) 0.0904 0.0721 0.0609 0.0662 0.0735 0.0767 0.0785
p,, Q'mm 7.37¢-5 18.0e-5 32.0e-5 38.7¢-5 44.5¢-5 52.4e-5 59.0e-5
a, 1/K 13e-6 14e-6 15¢-6 16.5¢-6 17¢-6 19¢-6 13e-6
E, GPa 218 199 195 192 171 141 —
Y 0.28 0.28 0.28 0.30 0.31 0.34 -
c,, MPa 185 180 140 80 50 - -
H,, MPa 1800 1400 1100 1000 750 - -
Values for copper
D, 3 8.93e-12 8.63e—12 8.73e—12 8.62e—12 | 8.51e-12 | 8.39¢-12 7.96e—12
Gg/mm
C
’ + + + + + + +
J/(Gé'K) 3.85¢+8 4.08e+8 4.25e+8 4.41et8 4.64¢+8 5.07¢+8 5.14¢+8
A,
W/(mm-K) 0.402 0.385 0.370 0.355 0.338 0.322 0.184
p,, Q'mm 1.73¢-5 3.09¢-5 4.51e-5 6.04¢e-5 7.72e-5 9.59¢-5 23.4e-5
a, 1/K 16e—6 18e-6 19¢-6 20e-6 24e-6 29¢-6 -
E, GPa 130 115 103 89.7 76.8 63.7 —
v 0.35 0.35 0.35 0.36 0.38 0.40 -
c,, MPa 220 190 100 40 - - -
H,, MPa 500 400 200 200 - - —

Notations: T is the temperature, p is the density, Cp is the heat capacity at constant pressure, X is the thermal
conductivity, p, is the resistivity, a is the thermal expansion coefficient, £ is Young's modulus, v is Poisson's
ratio, o, is the yield stress, H is the plastic modulus.

The following boundary conditions were imposed on the upper boundary of the punch: pressure ver-
sus time 6, = p(?), potential versus time @ = V(#)/2 and initial temperature 7= 7. The general form
of the boundary conditions is shown in Fig. 2,b.

The penalty function method was used. The following parameter values were given:

normal contact stiffness factor equal to 1.0;

penetration tolerance factor equal to 0.1;
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b)

g,=0 J,=0 q,=co5(T"=T)
Oy = P(ﬂ u, = 0

= V('E‘);'E =0

T=T, g, =0
u, =0 Jn=0 ¢, =0

¢)

m—— Experiment
m—— Approximation

0 2 21 é é ,ms

Fig. 2. Schematic representation of FE model
of spark plasma sintering for copper punch (purple) and nickel ball (blue):
a corresponds to partition of objects into finite elements, b illustrates the boundary conditions
of the problem statement, c is the graph of the electric potential applied to the upper boundary of the punch

thermal contact conductivity equal to 1 kW/K;
electrical contact conductivity equal to 1 MS.

Computational results and discussion

A series of simulations by the finite element method was performed to assess the influence of the
yield parameters on the results of SPS. Virtual experiments differed by the initial charge of the capac-
itor and, accordingly, the dependence of the passing current on time. We selected three cases of initial
voltage on the capacitor before the start of the SPS process were chosen: 2, 3, and 5 V. The input data
for the mathematical model was the dependence of the voltage in the setup on time, recorded in a real
experiment. The creep parameters were varied in addition to the change in the initial voltage on the
capacitor plates, namely, its power exponent z and its activation energy AH.

We only analyzed the results obtained for the first 10 ms of the computational experiment, since
the main changes in the thermal and electric fields were basically finished by the end of this time in-
terval, and the process was observed to reach steady behavior.

The problem was solved in two thermoelectromechanical statements to assess the effect of creep on
the temperature of the interparticle neck during sintering: without creep and taking it into account.
The results obtained in [4] were used for verification, where the FE model was considered in a ther-
moelectric statement without mechanical deformations taken into account. The radius of the neck
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Fig. 3. Comparison of temperature evolution in the interparticle neck at initial voltages
on capacitor plates equal to 2 V (a), 3 V (b) and 5 V (¢), obtained in two thermoelectromechanical statements
and compared with the thermoelectric statement (blue curves) [ 4]

contact was set in this model according to the experimental results and did not change throughout the
entire simulation.

The graphs below are given for the dependence of the temperature of the neck material on time
during sintering for three experiments differing in the initial voltage on the capacitor plates: 2, 3, and
5V (Fig. 3). Apparently, accounting for creep at an initial voltage of 2 V does not affect the tempera-
ture change.

In addition, we compared the diameters of the sintering neck for the computational cases with and
without accounting for the creep of its material, with different initial voltages on the capacitor plates
(Table 2). The maximum diameter of the contact between spherical particles was taken as the neck
diameter in the mathematical model.

Analyzing the data in Table 2, we can conclude that accounting for the creep at high initial voltages
on the capacitor plates (3 and 5 V) makes it possible to refine the neck diameter and approach the
experimental data, while the magnitude of the creep practically does not affect the growth of the neck
at low temperatures.

The effect of creep at a high temperature provides a large area of contact between the particles,
and, therefore, the peak temperature is lower. This result is consistent with the dependences shown
in Fig. 4.

Significant differences between the simulation results and experimental data can be explained by
increasing influence of other factors governing the formation of the interparticle neck, for example,
the phenomena of surface and grain-boundary diffusion, which can develop at high capacitor volt-
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Fig. 4. Neck diameter depending on creep exponent » (a) and creep activation energy AH (b)

Table 2
Comparison of diameters of interparticle neck in spark plasma sintering,
obtained experimentally and by the FEM method
Neck diameter, pum Deviation, %
Method 2B 3B 5B 2B 3B 5B
T=258K T=267K T=258K T=267K

Experiment 148 171 293 -
FEM in elastic statement 147 158 213 -0.7 -7.6 =27
FEM accounting for creep 147 164 227 -0.7 —4.1 =23

Notes. 1. Data are given for three values of the initial voltage on the capacitor plates and two values of temperature.
2. Deviations of the computed results from the experiment are shown.

ages, and, consequently, with greater heating. Unfortunately, such effects are not implemented yet in
the ANSYS FEA package.

To assess the influence of necking mechanisms, we considered the dependence of plastic and
creeping deformations on the voltage set on the capacitor plates (Fig. 5). Analysis of the dependences
plotted confirms that plasticity is the main mechanism behind the formation of an interparticle neck
at low capacitor voltages before discharge (which is equivalent to a lower current passing through the
system), while the main factor at higher voltages is creep.

Because creep has a considerable influence on the processes occurring at high initial voltages V
on the capacitor plates, we estimated the influence of the parameters of the Norton creep law on
the obtained diameter of the sintering neck was estimated for a value ' = 5 V. The following set of
parameters of Norton's creep law was selected:

the values n = 5 and 4 corresponding to deviations of +9 and —13% from the initial tabular value
were taken for the creep exponent », in addition to the tabular value n = 4.6 [17];

the values AH = 255.6 and 228.9 kJ corresponding to deviations of 10 and 20% from the initial
tabular value were taken for the creep activation energy AH, in addition to the tabular value AH =
=284 kJ [17].

The dependences for neck diameter on the creep exponent n and creep activation energy AH are
shown in Fig. 4.

In addition to the above, we estimated the influence of the yield stress on the resulting neck size for
the given tabular values of the creep parameters n = 4.6 and AH = 284 kJ [17]. The following values
of the yield stress (in MPa) were taken: 160, 180, 200, 220 and 240. The resulting dependence of the
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Fig. 5. Levels of plastic and creeping deformations
in the SPS interparticle neck depending on voltage on the capacitor plates
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Fig. 6. Sintering neck diameter depending on yield stress of the ball material

sintering neck diameter on the yield stress is shown in Fig. 6. Evidently, the nature of the plotted de-
pendence is actually linear for the given parameter values.

It was found that a 9% increase in the exponent results in an increase in the neck diameter by 3%,
while taking into account the contribution of creep deformations results in an increase in the neck
diameter by 50%. At the same time, its decrease by 13% leads to a decrease in the neck diameter by
3.1%. Furthermore, a decrease in the creep activation energy AH by 10% leads to an increase in the
neck diameter by 5%, and taking into account the contribution of creep deformations to an increase
in the neck diameter by 75%; a decrease in AH by 20% leads to an increase in the neck diameter by
10%, and taking into account the contribution of creep deformations to an increase in the neck di-
ameter by 150%. In addition, a 20% increase in the yield stress results in a 3% decrease in the neck
diameter.

These dependences confirm our conclusions about the predominant contribution of creeping
deformations to the SPS process, in comparison with the influence of plastic deformations.

Conclusion

Based on the results obtained, we can argue that the behavior of sintered particles can be described
fairly satisfactorily for low voltages on capacitor plates during spark plasma sintering. However, if
higher voltages are set, the given thermoelectromechanical concepts of microparticle sintering mech-
anisms turn out to be insufficient for reliably modeling this process.
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It was found that the creep effect on the sintering neck growth is several times greater for high
temperatures than the effect of plasticity. At the same time, the change in the creep parameters during
modeling also actively affects the formation of the neck. A deviation of the creep activation energy
from the tabulated values by only 10% can produce an increase in creep deformations by 75% and an
increase in neck diameter by 5%.

According to the data in monograph [18], the diffusion mechanism has a major effect on the sin-
tering process along with the creep phenomenon. The influence of high temperatures (over 1500 °C)
on the process of grain-boundary and surface diffusion was estimated in [19, 20].

Accounting for these necking mechanisms as well as creep and plasticity can give a more accurate
agreement between the simulated results for high-current sintering and the available experimental data.
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Introduction

The essence of keyhole laser welding is that a laser beam directed at a metal workpiece causes the
welded metal to heat and evaporate with a vapor-gas channel (the so-called keyhole) forming. The
interaction between the vapor pressure of the material, hydrostatic forces of the surrounding liquid
metal and surface tension forces prevent the keyhole from closing [1]. A jet of metal vapors escapes
from the keyhole (KH) into the shielding gas atmosphere, propels it and mixes with it, attenuating at
a certain height due to viscosity. The interaction of the laser beam with the evaporated metal can lead
to partial ionization of these vapors, generating plasma above the surface treated, i.e., a plasma plume
and plasma inside the KH [2 — 4]. The plasma plume serves as a convenient medium for transferring
energy from laser radiation to the workpiece. However, it also affects the welding process, due to ab-
sorption and scattering of laser radiation, as well as heating of the laser head.

The interactions between the plasma plume, laser beam and shielding gas paint a complex picture
of gas flow and heat/mass transfer [5 — 7]. When the absorbed energy becomes comparable to the
energy losses due to conduction, convection and radiation of the plasma plume, the plume becomes
capable of maintaining a stationary shape with respect to the laser beam. The spatial distributions of
the gas temperature and particle concentration in the plasma plume are always non-uniform. The
presence of density gradients within the plasma plume leads to refraction and defocusing of the laser
beam, reducing the power density of laser radiation and thus affecting the laser welding process.

Combustion of the plasma plume during welding can be accompanied by different complex pro-
cesses depending on the specific type of material processing. For example, condensed-phase clusters
can evolve in the plasma plume during hybrid laser-arc welding of metallic materials due to expansion
and cooling of metal vapors, reducing the mean energy of electrons in the plasma and affecting the
course of kinetic processes [8, 9].

As new methods need to be developed for controlling the processes occurring during keypoint
laser welding in order to improve the quality of material processing and obtain welds with the required
properties, studies into the distributions of temperature, density and concentration of particles in a
plasma plume are of paramount importance.

Turichin et al. [5] considered the characteristics of a plasma plume appearing during welding in
a helium-iron atmosphere using a solid-state neodymium-doped yttrium aluminum garnet laser
(Nd:YAG). The absorption of laser radiation by the plume in this particular case is typically very in-
significant. The authors then used a system of gas-dynamic equations to solve the problem on a jet of
hot iron vapors ejected into an atmosphere of cold helium acting as the shielding gas [10 — 12]. The
influence of insignificant volumetric heat release due to absorption of laser radiation by the plume was
taken into account by introducing an appropriate source into the energy balance equation. The prop-
erties of the source were determined from the solution of the kinetic equation for the energy spectrum
of plasma electrons [13].

Analytical solutions of the system of gas-dynamic equations corresponding to the problem of a
laminar submerged jet [10] were obtained in [5] taking the approximation of an axially symmetric
boundary layer and neglecting the heat source. Several assumptions were made to obtain these solu-
tions, allowing, in particular, to introduce the Crocco integral, but the authors did not investigate the
condition for its existence in detail.

In view of the above, one of the main goals of this study was to identify the domain where the values
of the observed quantities can be described by analytical solutions obtained in [5]. An additional task
was to analyze the characteristics of the plasma plume in a wide range of velocities and temperatures

61



4 St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 14 (3) 2021

of metal vapors ejected from the keyhole, comparing the results with the data of numerical calcula-
tions obtained by other authors [6, 7].

Theoretical description of a plasma plume

We consider the stationary case, i.e., neglect all the transient processes associated with the initial
instants when the laser is switched on and the plume starts to form. Assuming that welding is per-
formed by a Nd: YAG laser in a helium atmosphere, we will also neglect the heat source (similar to
[5]), associated with the absorption of laser radiation by the plume.

Fig. 1 schematically shows the plasma plume, which is a metal vapor (MV) jet escaping from the
keyhole (KH) into an atmosphere of shielding helium gas (HG). The vapors advance the shielding
gas, mixing with it, and the jet attenuates at some distance from the surface due to viscosity. The axes
of the Cartesian coordinate system are located so that the axis z is directed along the keyhole axis,
which can be represented as a cylinder with a small depth Az.

Let us denote the density of the mixture consisting of metal vapors with shielding gas as p, the mass
fraction of metal atoms in the mixture as C. Then the densities of metal vapors p,, and shielding gas
p, are expressed as

P=py +Pg,

1
py =Cp, py =(1-C)p. )

Some of the properties that mainly determine the properties of a stabilized plasma plume occur in
the layer where metal vapors are mixed with shielding gas atoms. We consider the edge of the mixing
layer, where the concentration of heavy metal atoms in the mixture is low, i.e., the region where the
heavy gas diffuses in the light one. In this case, the properties of the plume can be described in the
approximation of the boundary layer. We assume that the boundary layer is laminar (see the estimate
of the Reynolds number below, in the description of the results).

Let us take two length scales: longitudinal ~z (along the direction in which metal vapors are ejec-

ted) and transverse ~ r = 2+ y2 (across the keyhole axis). Similar to theory of the boundary layer,
the transverse scale is assumed to be much smaller than the longitudinal one.

The complete system of gas dynamic equations for the given binary mixture, written in the approx-
imation of an axially symmetric boundary layer, has the form [10, 11]:

{ ov, 8\/2} 10 ( GVZJ op
PV, —=+v, =——| rn—=|-—
or Oz ror or Oz

P " or Z 0z ror ng@r’

oh  oh) 1d( x on o (ov. Y

PV, —+V,—r=——| r—— [+tv.,—+u| == | +gq, (2)
or oz) ror( C,or oz or

0 0

— +— =0,

or (rpvr ) 0z (rpvz )

w_,

or
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where v , v_are the cylindrical components of the
velocity field v; p is the dynamic viscosity; DgV
is the interdiffusion coefficient; k is the thermal
conductivity; Cp is the heat capacity of the mix-
ture, Cp =(1—C)-Cpg +C~CpV (Cpg, CpV are
the specific heat capacities of helium and metal
vapors); h = CPT is the enthalpy written in terms
of temperature T;, p is the pressure.

The source g (which we are going to neglect
below) is the volumetric heat release related to
the absorption of laser radiation energy by the
mixture.

Fig. 1. Schematic of plasma plume ' System of equations (2) is written. in the cyl'in-

and velocity field v(R), where R = (r, ¢, 2): drical coordinate system (r, ¢, z) with the axis z

metal vapors MV: shielding helium gas HG; keyhole KH,  along the keyhole top (see Fig. 1). Assuming axial

its depth Az. A laser beam (not shown in the figure) falls symmetry for the problem implies that the veloc-

along the normal to the surface of the metal workpiece ity field v is independent of the angle ¢ and that
the rotational component v, of the velocity is equal to zero, i.e.,

v(r.z)=ew, (r.z)+ e (r.z2).

The first equation in system (2) is obtained from the main dynamic equation (Navier — Stokes
equations), the second and third are derived from the convective diffusion equation and the general
energy balance equation, respectively. The fourth equation in system (2) is the continuity equation,
and the fifth equation is the well-known condition of constant pressure across the boundary layer.

System (2) differs from a similar system of equations given in [5] by a quadratic term ~ (9v_/0r)?,
characterizing the action of viscous forces in the equation for enthalpy. The authors of [5] assumed
in advance that this term was small and omitted it. On the other hand, we preserved this term for the
sake of generality; we are going to explain at the end of the section why it can be neglected. Below we
make a natural assumption about the constant pressure [10], in the same manner as it was done in [5],
i.e., we take Op/0z = 0 in system (2).

We use the Mendeleev — Clapeyron equation as an equation of state closing system (2):

p= i+i PRT, 3)
M, M,

where M is the molar mass for the i component of the mixture, R is the universal gas constant.

System (2), (3) can be solved by finding the transfer coefficients p, DgV, K. These coefficients con-
tain the free path lengths ?»g, XV (for helium and metal, respectively), which can be estimated as follows
based on molecular kinetic theory [14, 15]:

Ao = ! ,
NgG g 2+nVGgV\/l+mg/mV
1 4)
}\'V =

2
1y o2 + ngGVg\/l +my [m,
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where m, m, are the masses of helium and metal atoms, respectively; n, n,are the corresponding
concentrations; O,y Oyys Ops Oy ATE the effective cross sections of gas — gas, gas — metal, metal — gas
and metal — metal interactions.

The mass of a helium atom is m = 4 amu; we took the mass of an iron atom m, = 56 amu as the
mass of the metal atom; concentrations n,=p, /mg, n,=p,/m,

The effective cross sections are expressed as

2
— 2 _ _ 2
Cgp =4Try,Cpp = n(rg +rV) ,Opy =4nr;,

where P> 1) are the effective radii of the atoms.
The Van der Waals radii were chosen as these radii [16, 17]: 1 140 pm, r,= 210 pm.
Therefore,

6, ~2.46-10° (pmy’, c,, = 3.85:10° (pm’, G, = 5.54-10° (pm)’ (5)

88
and
A, = 1Ay, ©6)
where the value of y lies in the range from 2 to 4. The number 2 corresponds to the C' — 1 limit, and

4 corresponds to the C — 0 or C — 0.5 limit.
The expressions for the transfer coefficients have the following form [14, 15]:

v =%[CXV () +(1=C)rg (vy) |
D, = %[(1 —C)hy (v )+, <vg>J, 7)
o= C;fp [ Chy (o )+ (1= C) g (v, ) .

where v = p/p is the kinematic viscosity; o = «/ (pCp) is the thermal diffusivity coefficient;
<VV>, Vg ) are the mean thermal velocities of iron and helium atoms, respectively.

The mass fraction C of iron atoms in the mixture should be less than 0.6 in the region of the mixing
layer under consideration, with predominant diffusion of heavy gas in light one; this value corre-
sponds to the approximate equality n,~ 10 n,,. Let us consider a particular case C = 0.5. The reason
why we have chosen it will become clear later on.

Then, taking into account relation (6), as well as the ratio of thermal velocities <vg > / <vV> =

=.[my / my ~4, we can rewrite the expressions for the transfer coefficients as follows:

L\

Poo

~v Pel 2 ¢
VRV, (h] ( ),

0

i 1/2 i 1/2
DgV zvoop;.o(h_j C, azaoop;.o[h_j (l_c)s

p P\

(8)
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where

3/2
__4UT) Gy =2, iy =C, T, ;
> o0 poo’

3pcgg(nmg)l/2 T S

T , p, are the temperature and density at infinity, i.e., the parameters of the shielding gas away from
the plume; £ is the Boltzmann constant.
Let us rewrite system (2) in view of the remarks made and the transfer coefficients (8) obtained:

0

1/2
{Vr a"z_,_v a&}:vaili r(1-C) L ,
h or

or "oz p ror -
oc  oc 10 n ' ac
{Vr—+ } \ P~ el 1| &,
or oz p ror h,, or
oh  oh 10 n " on
{v,—+ } a2 Zlr1-c)=| 2|+ (9)
or ‘oz p ror h,, or

ool (%]

aar(rpv) = —(rpv.)=0.

The first two equations are almost identical with respect to two different variables for values of
C close to 0.5, and the boundary conditions of the solutions are similar up to a constant value: C — 0,
v.— 0atr— oo,and C, v_tend to some constant values depending on z at » — 0.

Thus, the Crocco integral can be introduced for C =~ 0.5:

C=av_+f

(a and fare constants), allowing to exclude the equation for C from system (9).

Notably, the refined condition for using the Crocco integral, C = 0.5, can be regarded as the main
result of this section.

Because it was not discussed in [5] whether the Crocco integral could be used in system (2), it was
impossible to find the domain where the analytical solutions obtained would give a more accurate re-
sult. For example, the value of v differs from DgV by about ten times for C << 1, making it impossible
to introduce the Crocco integral that linearly relates the quantities C and V.

Let us solve the system of three equations with respect to the unknown fields v , v_and 4 in the
same way as it was done in [5]. Let us write down the main steps of the solution.

Step 1. Transition to Dorodnitsyn variables x, y [10]:
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ydy = Lra’r,
p

(10)

0
X =2z

Step 2. Assumption of a weak dependence of the density p on its argument 7, i.e., Op/Or = 0
[5]. The basis for this important assumption is that the escaping metal vapors are heavy but hot, while
the surrounding helium gas is, on the contrary, light but cold.

Then,
1 Y 5 v
y2:— 2p—jr2—pdr zirz, L L (11)
P o or P O (Poy

Step 3. Introducing new velocities U, V dependent on x, y, and their stream function y:

V=v,U=v, U_laa—"’,
y oy
V= Vay+Ua—y], . 1oy (12)
or 0z V=-———
y Ox

Step 4. Linearization of equations, corresponding to the following substitutions with respect to

system (9):
1/2 1/2 1/2 1/2
1 1
(1-C) L Y Y , C LN Y Y , (13)
h, 2\ h,, h, 2\ h,
where A, is the characteristic value of the enthalpy in the given region.

Step 5. Introducing the self-similar variable &=y / (xf/iéz) and writing the stream function and

enthalpy in terms of the new variables &, x:

y(Ex) =71 c(E). h=%«>d(g), (14)

I 1/2 I 1/2
v, _ Y| Mo , O, _ % Mo .
2\ hy 2 \ h,

Step 6. Transition to differential equations for functions c(§), d(&):

where

£2c" + E(c—1)c"+ &(c’)z —(c-1)c'=0,
i (15)

(Gl d"+ (G +9,¢)d" +7,0¢" - d )& e -y =0,
X
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The solution of the first equation for the function ¢(&) is known, corresponding to the solution
for a laminar submerged jet of incompressible gas [10]. The second equation for the function d(&)
defines the enthalpy and contains a term proportional to 1/x. Omitting this term assuming that it is
small (x = z is a large scale) is equivalent to omitting the term ~ (Ov_ /Or)? in the original equations
(9). Notice that the equation for d(&) can be solved exactly and its solution is expressed in quadra-
tures. Here, following [5], we do not take the influence of this term into account, considering it a
correction of higher order ~1/x2.

Let us write down the final solutions for the field of velocities, enthalpy, and the fraction of metal
vapors in the mixture:

1,2.2
bE[1——=b
ogzb_ &( 4 ij

2
U:Zb- 1 2>I7: ,
X 1,2.2 X l,2.2
1+-b 1+=b
) )
- b (16)
h=—= 1 <> C=alU
o 122 a
1+—b *
)

Here the constants a, b, b are found from the boundary conditions for the function ¢(§) and from
the conditions for preserving the corresponding total fluxes. The explicit expressions for these con-
stants take the form

1/2
C.H
a=to p ZpTofy Ve |y [ | (17)

where J, [, Cp, H, are the total fluxes (along the jet) of mixture momentum, metal vapor mass, and
enthalpy, respectively.

We should emphasize that the described procedure for solving system (9) is borrowed from [5];
therefore, solutions (16) completely coincide in their structure with the solutions obtained in [5].

However, the slight difference is in the constants in @_, v, (14) (see Eq. (11) in [5]), which are
half the size of the similar constants given in [5]. The reason for this difference is that we refined the
condition for using the Crocco integral above.

To write the quantities U, V, h, C found in terms of the "‘physical coordinates' 7, z, we should first
make a transition from the coordinates x, & to coordinates x, y, and then perform the inverse Dorod-
nitsyn transformation. The dependence of the variable y on p should be taken into account.

The solutions found are diverging at z — 0, which is typical for the self-similar case. The origin
along the jet axis was shifted deep into the keyhole by Az in this example to eliminate the divergence.

Results and discussion

We analyze solutions (16) considering the following problem statement. The KH has a shape close
to a straight cylinder with a small depth Az of the order of several millimeters (see Fig. 1). The latter
was estimated provided that 2(r = 0,z = Az) = h_, where h, = CpT ' is the maximum enthalpy cor-
responding to the temperature in the center of the keyhole top. The KH radius r, corresponds to the
radius of the laser spot on the surface of the workpiece and is approximately equal to , = 1.5-10~* m
for the given case [6]. The temperature of the side walls and the bottom is considered constant and
equal to the boiling point 7, of the welded material, which is iron in our case. The maximum veloc-
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ity of metal vapors Um is reached in the center of the keyhole top, where, accordingly, the mixture
temperature reaches its maximum 7 . Welding is performed in a shielding helium gas under normal
conditions, i.e., at a temperature of 298 K and a pressure of 101.325 kPa.

A pair of boundary values (7, U ) was set using the calculated data from [6], presenting numerical
studies of keyhole laser welding of an iron workpiece. Let us give the values for these pairs of quantities

used below:

13800 K, 360 m/s; 14100 K, 690 m/s;
14400 K, 920 m/s; 14500 K, 1120 m/s.

The quantities H, [, J, included in solutions (16) were estimated from the above values of tem-
perature, velocity, pressure, and radius of the keyhole.

The table lists the boundary values of various characteristics of the iron-helium mixture used in the
calculations.

Table
Boundary values for characteristics of iron-helium mixture

b 3200 K

. 298 K
C,atT, 480.8 J/(kg'K)
CatT, 5193 J/(kg-K)
poat7 1.99-10°° Pa-s
K atT 0.157 W/(m-K)
p, atT 0.164 kg/m?

Setting explicit values for temperature, velocity and pressure, we can now estimate the Reynolds
number Re for our problem. Let us choose U as the characteristic velocity, and estimate the charac-
teristic linear dimensions by the KH diameter 2r,. We calculate the dynamic viscosity of metal vapors
using the Enskog equation [15]:

1/2
16(25, )"\

then, taking into account the equation of state, we find the kinematic viscosity v, =y, / p, =
~ 3-10~* m?/s. Therefore,

. 2nU,,

R ~ 20.

Vy

The obtained Reynolds number is less than the typical value at which a steady laminar jet loses its
stability [18, 19].

Let us now move on to the results. Fig. 2 shows the radial dependences of the temperature and
mass fraction of iron atoms in the mixture at a distance of 5 mm from the surface of the workpiece,
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Fig. 2. Radial distributions for jet temperature () and mass fraction of iron atoms in the jet (b)
at a distance of 5 mm from the workpiece surface; radial distributions of mixture density at KH top (c)
and radial distributions normalized to the maximum temperature 7, ().
Fig. 2,d corresponds to Fig. 2,a but each curve is normalized to its maximum.
The values shown are a_, v, (solid lines) and 2a_, 2v_ (dashed lines), see Table

as well as the density of the mixture at the KH top. The dependences are constructed by Egs. (16).
The maximum velocity and the corresponding temperature at the KH top are equal to 1120 m/s and
14500 K, respectively.

Analyzing the graphs in Fig. 2, we can conclude that the transfer processes decide the final width
of the submerged jet. The characteristic radius of jet attenuation can be estimated by equating the
temperature of the mixture to the temperature of the shielding gas; it turns out that this radius is ap-
proximately equal to 0.3 — 0.4 mm.

The dashed lines in Fig. 2 correspond to the curves obtained following [5], i.e., the quantities a._,
v_ included in Egs. (16) turn out to be doubled. As expected in this case, the absolute value of the tem-
perature decreases due to the viscosity preventing the jet from propagating, while the width increases
due to thermal conductivity (see Fig. 2,d). The maximum temperature is approximately halved. A
similar dependence is observed for the quantity C, however, the maximum value decreases by only 1.5
times, which is associated with the upward motion of cooled iron atoms.

The submerged jet of iron vapor in the shielding helium gas attenuates at a certain distance from
the treated surface. The attenuation height depends on many factors, including the velocity at which
the vapor is ejected from the keyhole.
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Fig. 3. Family of isolines C(r, z) = C, for different pairs of parameter values (7, Kand U , m/s):
14500 and 1120 (a), 14400 and 920 (b), 14100 and 690 (c), 13800 and 360 (d);
the values taken are C, = 0.3; 0.4; 0.5; 0.6 and 0.7

We use Egs. (16) to analyze the behavior of the plasma plume with varying boundary values of
maximum velocity U and temperature 7 .

Fig. 3 shows a family of isolines for the same mass fractions of iron atoms in the mixture for differ-
ent pairs (T, Kand U , m/s):

C(r,z) = C,(C,=0.3-0.7 with a step 0.1).

The graphs show an approximately linear relationship between the maximum velocity U, and
the penetration depth of iron atoms into the shielding gas. For example, the isoline point with
C,=0.5atr=0for U = 1120 m/sislocated at a height of z~ 7.5 mm, and the height of the same
point decreases by three times for a velocity three times less (U = 360 m/s): z = 2.5. This linear
dependence is an obvious consequence from introducing the Crocco integral in our problem. A
similar picture is observed for the isotherms of the gas mixture 7(r, z) = T, K: T, = (1 — 14):10° K
at a step of 10° K (see Fig. 4).
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Fig. 4. Family of gas mixture isotherms 7(r, z) = T
for the same pairs of parameter values (7 , Kand U , m/s) as in Fig. 3.
The values taken are T, K: 1000, 2000, 3000, etc.

The results we obtained were compared with the numerical data from [6]. considering the process
of laser keyhole welding of an iron workpiece in shielding argon gas. A system of gas-dynamic equa-
tions was solved taking into account the heat source associated with absorption of laser radiation.
Although a slightly different model is considered in [6], some patterns obtained in it are described by
solutions (16): the penetration depth of iron atoms into the shielding gas along the direction in which
iron vapor is ejected is linearly related to the maximum velocity U, (of course, with the corresponding
temperature 7' ); a similar linear dependence was observed for the temperature of the gas mixture.

Conclusion

We used the analytical solutions of the system of gas-dynamic equations written in the bound-
ary-layer approximation to analyze the characteristics of a plasma plume generated under keyhole
welding of an iron workpiece with a neodymium-doped (Nd:YAG) laser in shielding helium gas.
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Analysis of the transfer coefficients included in the system of gas-dynamic equations made it pos-
sible to find the condition for using the Crocco integral. This condition corresponds to the mass frac-
tions C of metal vapors in the mixture close to 0.5. The kinematic viscosity for such values becomes
practically equal to the diffusion coefficient, and the equation for the velocity field v_is written in the
same form as the diffusion equation (see system (9)), allowing to introduce the Crocco integral and
consequently solve a system with a smaller number of equations. The solutions (16) obtained in this
case for the field of velocities, enthalpy and mass fraction of metal vapors in the mixture completely
coincide in their structure with the solutions obtained in [5]. There is, however, a slight difference in
that the transfer coefficients for the shielding gas are redefined. For example, it is necessary to substi-
tute a_, v. — 20,, 2v_ in the final solutions (16) to make a transition from solutions (16) presented
here to the corresponding solutions in [5], producing in particular noticeable changes in the radial
dependences of the mixture temperature and mass fraction of metal vapors in the mixture. The reason
why this difference between the solutions appears is that the Crocco integral was introduced in [5]
without rigorous analysis of the conditions under which it can be used.

The dependences of the mass fraction of iron atoms in the gas mixture and the mixture temper-
ature have been considered for various boundary values of velocity and temperature of the vapors at
the keyhole top. We have found a linear relationship (natural, due to the Crocco integral introduced)
between the maximum velocity of iron vapor ejected from the keyhole and the penetration depth of
iron atoms into the shielding gas (a similar dependence was found for the mixture temperature). The
same linear relationship between these quantities was observed in [6], where the system of gas-
dynamic equations was solved numerically for a similar problem.

To conclude, we should note that the estimate of the Reynolds number in our problem yielded
Re = 20, which is less than the typical value at which a laminar stationary jet becomes unstable [18,
19]. The Reynolds number grows larger for higher velocities of metal vapors U , and the assumption
that the jet in the mixture is laminar and steady may become inapplicable. In this case, the problem
will have to be solved relying on the theory of a turbulent boundary layer [20].
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CPABHEHME NOTEHLMUAJIbHbIX ®YHKLUH
Ana MONEKYNIAPHO-AUHAMUYECKOIo MOAEJIMPOBAHUA
COPBLUUU METAHA B CUJIUKANTUTE

A.C. KyuoBa, E.B. boratukoB, A.H. LLle6aHoB, E.H. bopmoHTOB

BopoHeXCKuiA rocyiapCTBEHHbIN YHUBEPCUTET,
r. BopoHex, Poccuiickas denepaums

C 11eJ1bI0 ONITUMAJIBHOTO BBIOOpA, B pabOTe MCCIeOBaHbI Ba BUIA CUIOBOTO MOJIS /ISl OLIEHKU BO3-
MOXHOCTU UX MPUMEHEHUST K MOJeIMPOBAHUIO MPOILIECCOB MOTIOIIEHUS 1 NTepeHoca B CUCTEME CUIIM-
KaJauT (CMHTETUYECKUIA 1IEOJIUT) — METaH; JIJIsI 3TOT0 MCIOJIb30BaH METOJI MOJICKYJISIPHOM JTUHAMUKU,
peanusoBaHHbI B makete LAMMPS. TIpuoputeTHbIMU KPpUTEPUSIMU BbIOOpA OBbLIM COXpaHEHUE 1ie-
JIOCTHOCTU CTPYKTYP MPU IJTUTEIBHBIX pacueTax, CTaOUIbHOCTb CUCTeMbl, BOBMOXHOCTb MOZEJIMPOBa-
HUS OTIETBHOTO KJIacTepa IeoJnTa OOJIBIIOTO pa3Mepa 0e3 MCITOIb30BaHUsI TTEPUOINISCKUX TPaHNI-
HBIX YCJIOBUI IS pa3MHOKEHUSI PEIIeTKH B TpocTpaHCcTBe. 7181 moTeHana, yaoBIeTBOPUBIIETO 3TUM
TpeOOBaHMSIM, ITPOBEJCH pacyeT CTPYKTYPHBIX, TEPMOIMHAMUUYECKUX U TPAHCTIOPTHBIX XapaKTePUCTUK
cuctembl. PaccunTaHbl paguanbHas ¥ yriioBast GyHKIMK pacripeesieHUsT YaCTULL TSI Pa3IMYHbIX Map U
TPOEK aTOMOB JIJIS1 YMCTOTO 1I€0IUTA U ISl IBYXKOMITOHETHOM CUCTEMBI CUJTMKATUT — MeTaH. JlocTur-
HYTO XOpOIIIee COorJlache BCeX MOJIyYeHHbIX XapaKTepUCTUK C TUTEPaTyPHBIMU JaHHBIMU YMCIICHHBIX U
HaTypHBIX KCITEPUMEHTOB.

Kuiouessbie ciioBa: cUIMKaIuT, HeouT ZSM-5, MeTaH, MOJIEKYJIIpHast AMHAMUKa, COPOLIUSI, TOTeH-
uanbHasi GyHKIIUsI
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Introduction

Zeolite materials are sorbents widely used in the oil, construction, and chemical industries, med-
icine and agriculture. These aluminosilicates are capable of absorbing various substances due to their
specific composition and framework structure. Synthetic substances are of particular interest, because
samples with clearly reproducible characteristics can be obtained during their production.

Silicalite is a synthetic zeolite with a ZSM-5 type structure, is capable of absorbing small diameter
molecules [1], including hydrocarbons [2]. This feature makes it possible to use silicalite as a material
for the gas-sensitive layer in methane sensors [3].

The mechanisms behind absorption, emission and transport of sorbed molecules should be under-
stood to fabricate such devices. Studies of these processes at the microscopic level are especially in-
formative, allowing to study the mechanisms of interparticle interaction and construct mathematical
models of similar phenomena based on these mechanisms. Because zeolite structures have a complex
geometry, computer simulation has been increasingly used instead of classical theoretical methods
[4]. The molecular dynamics (MD) method has proven advantageous for modeling a variety of physi-
cal processes; in particular, it can be used to successfully study the behavior of the silicalite — methane
system under different conditions [5 — 10].

The main component of the model in the MD method is the function of potential interaction of
particles. The specific representation of the potential is chosen depending on a range of phenomena
that are supposed to be reproduced in the simulation.

The goal of this study is to find the form of this function that is best suited for analysis of sorption/
desorption processes in the silicalite — methane system.

Two force field models were chosen for solving this problem. The criteria selected as the most im-
portant were that the structures could preserve integrity during long computations, the system could
remain stable, and it would be possible to simulate an individual zeolite cluster consisting of a large
number of unit cells, without using periodic boundary conditions for lattice multiplication in space.
An additional condition imposed was for the specific force field to reproduce a number of main char-
acteristics of the system and give good agreement with experimental data [11, 12].

The main parameters estimated for the system considered in the study were its structural, thermo-
dynamic and transport characteristics.

Parameters of the system

The silicalite — methane system was considered in the study. Two type of zeolite channels are
present: sinusoidal and straight; they are located along the [100] and [010] crystallographic direc-
tions, respectively. The channels are formed by 10-membered rings, whose diameters are 5.1 x 5.5 A
for sinusoidal types and 5.3 x 5.6 A for straight types. The channels mutually intersect, allowing for
three-dimensional diffusion in the inner space of the silicalite despite the absence of channels along
the [001] direction. The maximum diameter of the spheres along which diffusion can occur is 4.70 A
along the [100] crystallographic direction, 4.46 A along the [010] and [001] directions. The critical
diameter for methane molecules is 3.8 A, making it possible for them to move in all crystallographic
directions inside the zeolite interior.
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We considered different properties of the system for lattices of different sizes whose parameters
are given in Table 1.

Table 1
Structural parameters and composition of ZSM-5 zeolite
with different crystal lattice sizes
Zeolite size Zeolite size along the axis, A Number of atoms
along the
crystal axes, .
. a b c Total Si o
unit cells
I x1x1 20.09 19.738 26.284 288 96 192
I x1x2 20.09 19.738 26.284 576 192 384
2x2x2 40.18 39.476 65.709 2304 768 1536
5x5x5 100.45 98.689 26.284 36000 12000 24000

Parameters of computational experiments

The experiments in this study were carried out by means of molecular dynamics (MD) computa-
tions. The computations were performed in the free LAMMPS package (Large-scale Atomic/Mo-
lecular Massively Parallel Simulator) [13]. Periodic boundary conditions were imposed in all exper-
iments; the potential cutoff radius » was 12.5 A. Either microcanonical (NVE) or canonical (NVT)
modeling ensembles were used depending on the problem (/V is the amount of substance, V is the
volume, FE is the energy, 7T is the temperature). The average temperature of the system corresponded
to 298 K. The simulation step was df = 1 fs, the number of steps was from 1 to 2 million. The ini-
tial velocities followed a normal distribution for an average temperature of 298 K. Before the main
computations were started, the energy minimization procedure was performed using the conjugate
gradient method. After the desired accuracy was reached for energy, the system was equilibrated for
100 ps (10° simulation steps) in the NVE ensemble using the Langevin thermostat to allow the system
to achieve the temperature 7= 298 K.

Problems of force field model

The processes of absorption and transfer of molecules inside the sorbent substance are often well
described by the potential represented as additive functions of the interparticle distance:

U(r):Uinter (r)+Uintm (I"), (1)

where U, (r)and U, (r)describe inter- and intramolecular interactions, respectively.

Because the methane molecule is nonpolar and there are no cations in the silicalite lattice, the sil-
icalite molecule is generally electrically neutral; therefore, the intermolecular interaction of unbound
particles can be described by the Lennard — Jones potential for the interaction of unbound particles
without using the Coulomb potential.

We used the Lennard — Jones (12-6) potential:

Uinter (7") = 24811 (%} _(%J s (2)

/)
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where Voo A, is the distance between the atoms 7 and J € kcal/mol, is the characteristic interaction
energy of the ith and jth atoms; G, A, is the characteristic length of such interaction.

Intramolecular interaction is often described by an additive potential consisting of two-, three-,
and four-particle terms:

Unra (") = Usaes (1) + Vs (1) + U, (9), 3)
U (r)= 2k (=13 (4)

Uyors (0)= Yk, (6, -6, )’ (5)

U, (0)=>k, [1 +d cos(n%k,)} (6)

The potentials U, ,(r)and U, d(@) are harmonic. They describe the deviation of the bond length
r between a pair of atoms relative to the equilibrium value 7, and the angle 0 formed by three atoms
from its equilibrium value 60. The term U,_ () is the torsion potential, which is periodic and simulates
the change in the dihedral angle ¢ formed by four atoms of the same molecular structure. Potential
parameters kr, ke, kq) are the stiffness constants of linear, angular and dihedral bonds, respectively;
d = %1 (depends on the specific implementation of the potential); n is the symmetry coefficient,
represented by an integer.

The first model of the force field is represented by Egs.(1) — (6) with the coefficients given in
Table 2. A factor of 1/2 is already included in the stiffness constants. The coefficients € and ¢ for
atoms of different types were found by the formulas of the geometric and arithmetic mean, respec-
tively (the Lorentz — Berthelot combining rule).

Most studies generally consider zeolite samples consisting of 2 — 8 unit cells [6 — 8]; the authors
impose periodic boundary conditions, where the boundaries of the simulation box coincide with the
boundaries of the lattice, to provide an infinite extension of the zeolite framework in space.

We considered a system of the following composition and configuration to reproduce the processes
of sorption on zeolite from a state of complete freedom from sorbate molecules to maximum occu-
pancy at a given temperature, as well as further desorption to minimum possible occupancy. A ZSM-5
type zeolite was represented by a lattice of 5 x 5 x 5 unit cells, surrounded by 10,000 methane mole-
cules at the initial instant. The total number of particles in such a system is two orders of magnitude
greater than the number typically considered.

The first force-field model was used for this system. Experimental computations of the interaction
of particles revealed unstable behavior of the zeolite framework, where an excessively large vibrational
amplitude of lattice atoms led to its subsequent decay. This behavior was detected over long simulation
times of 2 million steps (for an NVT ensemble).

The second potential consists of terms (1) — (5). Its parameters coincide with the values given in
Table 2, with the exception of the constants describing the binding potentials of zeolite. The following
values were used for them [16]:

k_(Si—0O) =298.53 kcal/(mol-A?),

r,(Si—0)=1.59 A,

k, (O — Si — 0) = 69.03 mol-rad?,

0,(0—Si—0)=109.5°,
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I
Table 2
Parameters of particle interaction function (1) — (6)
Substance Atom o, A g, kcal/mol
Si 4.009 0.1274
ZSM-5
O 2.890 0.1547
C 3.400 0.05565
CH,
H 2.963 0.06618
- Bonds k , kcal/(mol-A?) T A
ZSM-5 O-Si 298.75 1.649
CH, C-H 170 1.09
- - k,, kcal/(mol-rad?) 0,, degrees
0-Si-0 69.0897 109.47
ZSM-5 X .
Si—0-Si 5.427 141.00
CH, H-C-H 17.5 109.50
— — kq), kcal/mol d=+1
ZSM-5 Si—-0-Si-0 -0.35 n=73

Note. All parameters related to the ZSM-5 zeolite were taken from [14], those related to methane (CH,)
from [15].

k, (Si— O — Si) = 9.06 mol-rad’,

0, (Si— O — Si) = 149°.

The mutual influence of atoms is reduced in this form of force field due to limited simulated de-
grees of freedom, namely, by eliminating the four-particle interaction potential. At the same time, the
system particles are still described realistically. This potential function is called the simplified general
valence force field and was used in [16], analyzing the reproduction of the structural characteristics in
several types of zeolites, including silicalite, as well as their infrared and Raman spectra.

No problems with maintaining the system integrity were uncovered in computations using the
second potential [17]. Since it is sorption/desorption and transport processes in a multicomponent
system that interest us in this study, we had to ascertain not only that the structure of the lattice was
preserved, but also whether the dynamics of interaction between sorbate and sorbent particles within
the sorbent lattice was described realistically, and the processes of substance transfer were reproduced.
For this reason, we carried out comprehensive analysis of this potential to assess whether it could be
applied to the silicalite — methane system, including computations of its structural, thermodynamic
and transport characteristics.

Computation of structural characteristics of pure silicalite

The radial (RDF) and angular (ADF) functions characterizing the distributions of particles in the
system were chosen as the estimated structural characteristic of the particle system. These parameters
were estimated both for a pure silicalite lattice and for a two-component silicalite — methane system.

RDF and ADF were computed separately for a silicalite lattice of different sizes (in unit cells):
1 x1x2,2x2x2 and5 x5 x 5. The compositions of these silicalite samples are given in Table 1.
Since the topology of silicalite is represented by the junction of tetrahedral complexes of oxygen and
silicon, the following pairs and triplets of atoms acted as arguments for the distribution functions:
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Si—-0,S1-0-S1,0-Si-0.

Only the sizes of the ZSM-5 zeolite sample differed in this series of computations: it was placed in
a simulation box with the boundaries corresponding to the boundaries of the zeolite. The microca-
nonical NVE simulation ensemble was used.

The radial particle distribution function was plotted for a cutoff radius of 10 A with an accuracy of
0.01 A. The function g(r) for Si and O atoms was computed assuming silicon to be the central atom.
The angular distribution functions for the combinations of Si — O — Si and O — Si — O atoms were
plotted with an accuracy of 1°.

The plots obtained as a result of the computations have characteristic peaks corresponding to the
most probable mutual arrangement of atoms in the structure. The peak on the RDF curve for Si — O
pairs of particles is sharp and narrow, which corresponds to a highly ordered system. Its maximum
falls on the distance between the particles equal to 1.59 A (Fig. 1). This value is consistent with the
structural data presented in the database of zeolite materials [18].

The peaks on the ADF curve for Si — O — Si and O — Si — O atom triplets correspond to the angles
0 =145.1°and 0 = 109.5°, respectively. The values of the O — Si — O angle forming a tetrahedral com-
plex were obtained in [19, 20] and lie in the ranges of 107.9 — 110.9° and 107.1 — 111.5°, respectively.
The location of the first peak on the distribution of Si — O — Si triplets coincides with the position
of the peak in the range from 145.7 to 177.7°, obtained experimentally in [20], while the values from
[19], where the distribution functions were computed theoretically, have a much larger scatter: from
140 to 180°. We can conclude then that the stability and integrity of the lattice is preserved for different
sizes of silicalite samples.

We performed several numerical experiments to assess the influence of the simulation bounda-
ries on the relative position of the lattice. Namely, the boundaries were either set according to the
dimensions of the simulation box, or were taken so as to exceed its dimensions by 3, 5, and 7 times,
respectively. Since it was established that the sizes of the silicate lattice do not affect the reproduction
of its structural characteristics, we considered the ZSM-5 sample only with a lattice consisting of
2 x 2 x 2 unit cells.

The computed results for the RDF and ADF functions in the cases of all possible two- and
three-particle interactions have shown that the position of the simulation boundaries relative to the
given structure does not affect the positions of the peaks. The only changes observed were in the height
of the peaks on the function plots, which is explained by the peculiarities of RDF and ADF computa-

g7 = Si-O_ZSM5_5x5x5
=== Si-O_ZSM5_1x1x2
-------- Si-O_ZSM5_2x2x2

50 4

40

30 4

20 4

0] L =\

0.5 15 2.5 35 4.5 5.5 6.5 75 8.5 95 A

Fig. 1. Radial distribution function (RDF) for pairs of Si — O particles
for ZSM-5 zeolite with crystalline lattices with 1 x 1 x 2,2 x 2 x 2 and 5 x 5 x 5 unit cells
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tions, namely, their dependence on the total volume of the system. Therefore, it is possible to simulate
a zeolite cluster located far from the boundary of the simulation box without structural distortions of
the lattice.

Computation of structural characteristics of the silicalite — methane system

The following systems were prepared to test the interaction potential of the silicalite lattice with
absorbed methane molecules:

silicalite with a size of 1 x 1 x 2 unit cells with a different number of methane molecules inside:
8, 16, 24 and 32, which corresponds to 1, 2, 3 and 4 molecules per channel intersection in silicalite.
These sizes were chosen for comparison with the literature data [6 — 8].

In each case, a ZSM-5 zeolite was placed in the center of the simulation box. Methane molecules
were randomly distributed inside the zeolite using the Packmol package. The microcanonical NVE
simulation ensemble was used. Similar to the case of pure silicalite, the cutoff radius and the accuracy
with which the RDF of the particles was computed were 10 and 0.01 A, respectively.

The distribution of methane molecules in zeolite was estimated by computing the radial distri-
bution function RDF for pairs of O — C atoms, since carbon and oxygen atoms are central for the
methane molecule and the tetrahedral complex of the zeolite lattice, respectively.

The resulting graph has three peaks. The first one corresponds to the range of distances between
molecules from 3.9 to 4.1 A, the second one to the range from 5.7 to 5.9 A, and the third lies in the
range from 8.1 to 8.3 A. These values are close to those of the radii of silicalite channels, which in-
dicates the preferred arrangement of the molecules in the center of the channels. A slight difference
in the positions of the peaks for different degrees of zeolite loading is fairly characteristic and is ex-
plained by the shift in the energy minimum with a change in the number of absorbed molecules. The
shift in the peaks towards decreasing distance is the most pronounced at loading close to the limit.
The shape of the curves is consistent with the data obtained earlier by computer simulation [6 — 8].

The RDF for a pair of C — C atoms (Fig. 2) was computed to assess the peculiarities of mutual
arrangement of methane molecules in the interior of the zeolite. It is evident from Fig. 2 that the main
peak lies in the range from 4.1 to 4.4 A. Its position shifts towards smaller distances with increased
zeolite loading with adsorbate molecules. Our result is consistent with the data obtained by the mo-
lecular dynamics method in [7]. The location of the first peak strongly depends on the concentration

Lo RDF for 8 CH4 molecules

g1 ~hi — RDF for 16 CH4 molecules

11 A RDF for 24 CH4 molecules

3.0 A = =" RDF for 32 CH4 molecules
2.5
2.0 1
1.51
1.0 1
0.5 1
0.0

05 15 25 35 45 55 65 75 85 957 A

Fig. 2. Radial distribution function for pairs of C — C atoms for different numbers
of methane molecules inside the crystal lattice of ZSM-5 zeolite with 1 x 1 x 2 unit cells
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a) g1 —- - RDF Si-Si for § CH4 molecules
— RDF Si-Si for 16 CH4 molecules
4 4 ----- RDF Si-Si for 24 CH4 molecules
5 - --RDF Si-Si for 32 CH4 molecules
0.5 1.5 25 3.5 4.5 5.5 65 7.5 85 95 rA
b) g | —-- ADF Si-O-Si for 8 CH4 molecules
—— ADF Si-O-Si for 16 CH4 molecules
0.03 1 ..... ADF Si-0-Si for 24 CH4 molecules
-==ADF Si-O-5i for 32 CH4 molecules
0.02 4
0.01 4
0.00 A1

0 20 40 60 80 100 120 140 160 6, deg

Fig. 3. The RDF of a pair of Si — Si atoms (a) and the ADF of a triplet of Si — O — Si atoms ()
with different numbers of methane molecules inside the crystal lattice of ZSM-5 zeolite with 1 x 1 x 2 unit cells

of methane (CH4) molecules, since the RDF value, according to [7], essentially depends on the Len-
nard — Johnson interaction between its molecules.

In addition to the above data, RDF and ADF were computed for groupsof C— Hand H—- C - H
methane atoms, as well as for combinations of Si — O, O — O, Si — Si, O — Si — O, Si — O — Si sili-
calite atoms. The single peaks on the function plots for methane atoms have a sharp shape, and their
position coincides with the equilibrium value of the bond length of 1.09 A and the angle of 109.5°.
This allows us to conclude that the harmonic potential with the parameters used satisfactorily repro-
duces the structure of the methane molecule.

The curves of g(r) and g(0) dependences for zeolite atoms, whose examples are shown in Fig. 3,
indicate that no structural changes occur in the zeolite framework at the given values of silicalite
loading with methane molecules, and the actual presence of adsorbate molecules does not distort the
lattice topology. Thus, the simulation potentials used ensure the stability of the zeolite lattice structure
during sorption processes.

Computation of adsorption heat

The adsorption heat was computed to assess whether the thermodynamic properties of the silica-
lite — methane system were reproduced correctly. We used a method based on computing the energy
difference between the (sorbent + single sorbed molecule) system and the pure sorbent system in the
canonical ensemble (NVT) [21]. Adsorption heat AH was computed by the following formula:

g8 =(0)=~(0)~(U,) 3. »

where B = 1/(k,T) (k, is the Boltzmann constant); U,, kcal/mol, is the sorbent energy in the absence
of a guest molecule; U, kcal/mol, is the total energy of the sorbent with one guest molecule; Ug,
kcal/mol, is the energy of an isolated guest molecule in the absence of sorbent; the notation < . > cort
responds to averaging over the ensemble at constant temperature and volume.
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The quantity Ug depends only on the temperature 7 and can be computed once. Eq. (7) is applied
in the zero-occupancy approximation, which implies ideal gas behavior.

This method requires simulation of different systems to obtain the energies used in Eq. (7). There-
fore, the following systems were used for the computations:

silicalite with 1 x 1 x 2 unit cells with one methane molecule inside;

silicalite of the same size in the absence of other molecules;

one methane molecule placed in a simulation box corresponding in size to the silicalite sample used.

The minimum number of methane molecules meets the requirement for low zeolite loading (ze-
ro-occupancy approximation). The boundaries of the simulation box correspond to the boundaries
of a cell in the ZSM-5 zeolite of the given size (they remain unchanged for an individual methane
molecule). The methane molecule was placed in the center of the simulation box, which coincided
(with an accuracy of 2 A) with the location of the straight channel of the zeolite and the large cavity.
According to [7, 9, 22], this position is energetically favorable for the methane — silicalite system.
Configurations were created using the Packmol utility. The simulation was conducted in the canonical
NVT ensemble. A series of statistical simulations was carried out to minimize the possible computa-
tional inaccuracies: 5 experiments for each system, differing in initial conditions (velocities).

The computed value of adsorption heat was —6.7 kcal/mol. A computational method similar to
that in our study was used in [7, 9]. The values obtained by the authors were —4.2 and —5.8 kcal/mol,
respectively. Values of —5.0, —6.1 and —6.7 kcal/mol were obtained by experimental procedures such
as the calorimetric method [22, 23] and the vacuum microbalance method combined with the Clau-
sius — Clapeyron equation [23]. The reason for such a wide value range is that techniques yielding
different accuracies were used, with several aspects affecting the results. Thus, the value of adsorption
heat computed in this paper is consistent with the literature data and is closer to the threshold values
obtained in the full-scale experiment. Consequently, the given force field potential correctly repro-
duces the thermodynamic characteristics of the silicalite — methane system.

Computation of self-diffusion coefficient

The standard parameter characterizing transport phenomena in sorbent — sorbate systems is the
self-diffusion coefficient of the sorbate in sorbent pores. Unlike ordinary diffusion, self-diffusion oc-
curs under equilibrium conditions in the system, in particular, without a concentration gradient of the
diffusing substance. We found the self-diffusion coefficient D_of methane in silicalite using a method
based on the relationship between diffusion and standard deviation:

N

2
Dszﬁlimmwé (er(t+At)—ri(t)J , (8)

i=1

where 7, A, is the position of the particle i at a certain instant; ¢, s, is the time; N is the number of
molecules; d is the dimension of the system.

This method is widely accepted and provides good agreement between the results and experimen-
tal data.

The experiment involved a system consisting of silicalite with 1 x 1 x 2 unit cells with 8§ methane
molecules inside, which corresponds to one molecule per intersection. Methane molecules were ran-
domly positioned inside the zeolite using the Packmol package. The boundaries of the simulation box
coincided with the boundaries of the silicalite lattice. Energy conservation in the system was ensured
by using the microcanonical NVE ensemble.

The self-diffusion coefficient of methane in silicalite was determined for the given parameters of
the system over a time interval from 2-10° to 10° steps to ensure stable diffusion flow in the system.
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The obtained value of the coefficient D was 1.1-10~'* m*/s. Experimental techniques were used for
computing D, in [24 — 26], yielding values of 1.1-107%, 1.1-10-"° and 1.3-10~"" m?/s, using pulsed field
gradient NMR, membrane technique and pulsed gas chromatography, respectively. Computer simu-
lations by the MD method in [5, 27] yielded the range from 9.0-10~'°to 1.1-10~% m?/s. Consequently,
the value of the self-diffusion coefficient of methane in silicalite that we have found is in agreement
with the literature data obtained both in a full-scale experiment and as a result of computer simula-
tion. Such a small value of the self-diffusion coefficient indicates that the configurational mechanism
of substance transfer is predominant under equilibrium conditions, which is typical for porous sub-
stances where the channel sizes are comparable to the sizes of absorbed molecules.

Conclusions

The most probable mutual positions of the given pairs and triplets of atoms, computed through their
radial and angular distribution functions, respectively, agree with the theoretical and experimental
values (within the error). This applies both to the structure of the silicalite lattice and to the methane
molecule. Furthermore, we have established that the position of the modeling boundaries relative to
the zeolite lattice does not affect the integrity of the structures, and the presence of methane mole-
cules in the interior of the crystal lattice introduces only slight distortions if limiting values of sorbent
occupancy are taken. This confirms that the potential function is suitable for modeling the interaction
between the lattice atoms of silicalite and methane. In addition, reproducing the position of the peaks
on the curves of the RDF and ADF functions eliminates the influence from the size of the compu-
tational cell and confirms the stability of the selected simulation potential with the parameters used.

We have established for the given force field that it is possible to simulate a sufficiently large silical-
ite sample adopting the position of the simulation boundaries significantly exceeding the boundaries
of the zeolite.

The adsorption heat of methane on silicalite, computed in the study, was equal to —6.7 kcal/mol,
which is close to the known experimentally obtained value and is in agreement with the computa-
tional data. Thus, the potential used for the force field satisfactorily reproduces the thermodynamic
properties of the given system.

We have computed a crucial characteristic of transport processes, which is the self-diffusion co-
efficient D_ of the absorbed substance for the silicalite — methane system. The obtained value of
1.1-107'* m?/s does not contradict the data found in the literature, allowing us to conclude that trans-
port processes proceed mainly along the configuration mechanism for normal conditions and zeolite
occupancy, equal to 4 molecules per unit cell.

To summarize, the computed structural, thermodynamic, and transport characteristics of the sil-
icalite — methane system using the potential of a simplified general valence force field are consistent
with the data presented in literature, giving reason to believe that it is correct to use the potential
function we have chosen to simulate the sorption/desorption processes.
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BJIMSAHUE ®OPMbIl TEMJIOBOIrO MAHEKEHA
HA TEYEHUE U TENJIOOBMEH B MOAEJIbHOM NMNOMELLEHUMU
C BbITECHSIFOLWWEW BEHTUNALUEN

E.[. CtenaweBa, M.A. 3acumoBa, H.l. UBaHOB

CaHkT-MeTepbyprckuii NoNUTEXHUYECKUI YHBEpcuTeT MeTpa Bennkoro,
CaHkT-MeTepbypr, Poccuitickas deaepaums

B pabGore npencraBiaeHbl pe3yabTaThl YUCIEHHOTO MOJIEIMPOBAHUS TypOYJIEHTHOTO TEUEHUS U Te-
IJIOOOMEHA B MOZIEJIbHOM ITOMELLIEHUU C BBITECHSIOLLEH BEHTUISILIMEN, B KOTOPOM Pa3MeLLEeH HarpeTbli
TeruioBoii MaHekeH. Lleab paboThl — oLleHUTH BiusiHUEe (DOPMbI MaHEKEeHa Ha CTPYKTYPY TeUEHUSsT BO3-
nyxa, mpejickasbiBaeMylo pacuetamMu. PaccMoTpeHsl Tpu (hopMbl MaHEKeHa: ieTaabHast (MpuoIMkeHa K
dopme yenoBeka), a TakXKe YaCTUYHO U MOJHOCTbIO yrpolleHHbIe. [TocTaHOBKa 3amauu puoIKeHa K
yclioBusIM TectoBoro akcrniepumenTa P.V. Nielsen u ap. (2003). MonenupoBaHue TypOyJIeHTHOCTH OCY-
LIEeCTBISIOCH ¢ moMolbio RANS-1ioaxona ¢ mpuBieyeHUeM CTaHAAPTHOM k-& MOIeIU TYpOYJIeHTHOCTHU
B COUETAaHUM C METOAMKOMN pa3pelleHus] MIPUCTeHHOI ob1acTu. B pe3ynbrate uccieaoBaHusl BhIsIBeHA
CTeIeHb YYBCTBUTEJIBHOCTU PEIICHUS K pa3MEPHOCTHU U TOMOJIOTMU UCTIOJIb3YyeMOI CETKHU, a TAKXKE BJI -
sTHUE Ha pellleHre HEeOTPeIeIEHHOCTH BXOAHOTO pacnpeieseHus ckopocTu. [TokazaHo, 4To pacyeTHbIe
PE3yJIBTaThl B LIEJIOM COTJIACYIOTCS C TAaHHBIMU 9KCTIEPUMEHTA; YIIpoliieHUe (popMbl MaHEKEHa OKa3bIBa-
€T CYIIECTBEHHOE BIMSHNE Ha TOUHOCTh MpeIcKa3aHMs JIOKATbHBIX TapaMeTpOB.

KiioueBbie cj10Ba: BEHTUISILIVSI, TEIIOBOM MaHEKeH, TYypOyJIeHTHOE TeYeHUe 1 TEIIOOOMEH, ecTe-
CTBEHHAs! KOHBEKLIMSI



4 Simulation of physicsal processes >

Ccpbuika npu mutupoBanuu: Crenamesa E.JI., 3acumoBa M.A., UBanoB H.I. Biusinue dopmbl Te-
MJIOBOTO MaHEKEHA Ha TeYEHUE U TEIIOOOMEH B MOJIEIbHOM MTOMELLEHUU C BBITECHSIIOLLEN BEHTUISILIU -
eit // Hayano-texamueckue Bemomoctu CII6ITIY. @usnko-maremarndeckue Hayku. 2021. T. 14. Ne 3.
C.90—106. DOI: 10.18721/JPM.14307

CraTbhsl OTKPBITOTO J0CTyIa, pacnpoctpaHsemas no juieH3uu CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/)

Introduction

Ventilation systems must provide thermally comfortable characteristics, maintaining a microcli-
mate that is suitable for humans in ventilated rooms. The following characteristics are commonly used
to assess the thermal comfort in practice [1, 2]:

draft rating (DR),

predicted mean vote for the quality of air (PMV),

predicted percentage dissatisfied with the temperature of the environment (PPD),

predicted percentage dissatisfied with the vertical temperature gradient (Percentage Dissatisfied).

When it comes to ventilation systems that have already been put into operation, these character-
istics are assessed from interviews with people in the room using a special technique. The character-
istics of thermal comfort can also be estimated based on initial data on airflow: local and/or integral
velocities, velocity fluctuations and (for non-isothermal problems) temperatures, using the empirical
relations listed in the standards.

Formulating and solving applied ventilation problems generates a large number of parameters that
are difficult (and often impossible) to define unambiguously. These are, in particular, the following
parameters:

person's position in the room and its variation over time,

shape of the person's body (individual geometry, positions of individual body parts),

individual heat transfer characteristics (local and integral),

thermal insulation of the clothing, etc.

While the above parameters significantly affect the flow and heat transfer characteristics, and, as
a consequence, the thermal comfort characteristics, all of them can be fully taken into account only
in some simple cases. It is often convenient, and sometimes in fact necessary to simplify the problem
statement for both physical modeling and computational fluid dynamics (CFD). This decision needs
to be substantiated in each case.

Physical experiments considering the characteristics of thermal comfort in a room with people
widely employ thermal manikins simulating humans, including heat release and breathing. Compu-
tational studies of ventilation flow also frequently involve 'virtual' thermal manikins (see, for example,
[3 — 5]). Ref. [6] thoroughly reviews the state of the art in numerical simulation of airfllow and heat
transfer near a thermal manikin [6].

Numerical simulation, especially in fundamental studies, is best performed with a simplified shape
of the thermal manikin rather than the detailed geometry of the human body, since this allows con-
trolling the conditions of the computational experiment more precisely (for example, the quality of
the mesh near a solid surface). Example computations are given in [7, 8] for flow and heat transfer
in the vicinity of a thermal manikin with a simplified shape; the results were obtained based on an
eddy-resolving method for Large Eddy Simulation. However, standard thermal manikins are typically
used in modern physical experiments: they have a detailed shape, so additional comprehensive studies
are required to directly compare the computational results obtained for a simplified manikin with the
experimental data.

The degree to which the shape of the thermal manikin influences the structure of the flow in the
room was previously assessed for various configurations both in experimental studies [9, 10] and based
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on CFD [8, 11, 12]. Conclusions on the effect that the shape of the manikin has on the local charac-
teristics of the flow were drawn in [8 — 12] for particular cases in each of the given problems.

Experimental data have been accumulated in the literature for two test configurations correspond-
ing to two types of ventilation: mixing [10, 13] and displacement [13]. In the first case, the air supplied
through the inlets is mixed well in the room, for example, due to global circulation. With displacement
ventilation (second case), fresh air is supplied to the bottom of the room, and the exhaust openings
are located near the ceiling, which minimizes global mixing. Experimentsin [10, 13] considered a test
room containing a heated manikin with controlled heat release from the skin surface. The experiments
measuring the velocity and temperature fields, carried out in several sections of the room, were inter-
preted by the authors as benchmarks. The results of experimental measurements, well documented
and posted by the authors as a database at http://www.cfd-benchmarks.com/, have been repeatedly
used to validate the computational data [8, 14 — 16]: Refs. [8, 14] present the computational results
for a room with displacement ventilation, and Refs. [15, 16] discuss a room with mixing ventilation.

This paper provides the results for numerical study of flow and heat transfer near a thermal mani-
kin for the test conditions with displacement ventilation [13].

Our goal was to assess the degree of sensitivity of the flow structure in the room to changes in the
geometric shape of the thermal manikin.

The computations were carried out for three shapes of the manikin: detailed (close to the shape of
the human body and largely corresponding to the one adopted in the experiment), partially simplified
(consisting of parallelepiped blocks), and completely simplified (one solid parallelepiped). Turbu-
lence was simulated using the RANS approach with the standard k-¢ turbulence model, which is the
most widespread in studies of jet flows.

Problem statement

Geometric model. We consider a ventilated room (Fig. 1,a); its height, width and length (in me-
ters) are H = 2.7, W= 3.0 and L = 3.5, respectively. The coordinate system used is shown on the
schematic the room, the origin of the coordinate system is located in its bottom left corner. One of
the end sides has a rectangular inlet opening near the floor, with the height hm = (0.2 m and the width
w._ = 0.4 m. The equivalent inlet diameter D, = (41w, /m)"*> = 0.3 m. The outlet has a square shape
hou ,=w_.=0.3mand is located on the opposite end wall near the ceiling of the room. The inlet and
outlet are centered along the z coordinate.

A thermal manikin is located in the center of the room; its surface is h = 0.05 m above the floor.
We considered three shapes of the thermal manikin: parallelepiped, block and detailed (see also
Table 1). The manikin is in an upright position, facing the inlet. The simplest of the given shapes is
a parallelepiped (Fig. 1,b) with the following dimensions: height hm =1.7m, widthw = 0.4 mand
thickness / = 0.1 m. The surface area of the manikinis S = 1.78 m*.

The geometric parameters of the block shape (Fig. 1,c) are the same as in [8]. The block-shaped
manikin is made up of parallelepipeds, which taken together imitate the real shape of the human body
to some degree. The manikin also has the following separate parts: head, two arms, torso and two legs
(Table 2). The surface area of the manikinis § = 1.48 m* (see Table 1).

The detailed shape of the manikin (Fig. 1,d) is close to that used in the experiment. The manikin
geometry was produced with the MakeHuman software (official website: makehumancommunity.org).

Note that the area of the thermal manikin used in the experimental study [13] is S = 1.47 m*. This
value is 7% less than for the detailed shape of the manikin discussed in this paper. The reason for this
is that the shape of the manikin used in [13] cannot be reproduced completely because the geometry
was described insufficiently, even though the measurement results were fairly well documented. While
the experiments in [13] were carried out for both the sitting and standing positions of the manikin
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Outlet

Fig. 1. Schematic of the room (a) and different shapes of the manikin:
parallelepiped (b), block (¢), detailed (d).
Inlet and outlet of the airflow, and geometric parameters are shown;
lines /, — I, mark the positions of the sections for which experimental data are available

Table 1
Compugational configurations accounting for manikin shape and external factors

o C tati 1 +

Manikin shape (S, , m*) g, W/m? OI;Y%J’ ?nll?lna Element type y,, mm < y >
0.79 1.0 1.12
0.97 Hexagonal 0.5 0.58

Parallelepiped (1.78) 21 : : :
0.24 5.0 4.74
1.16 1.0 1.05

Polyhedral

Block (1.48) 26 1.04 oyhed 1.0 1.05
Detailed (1.57) 24 1.62 1.0 1.02

Notations:S isthe surface area, g is the specific heat flux, », is the height of the first near-wall cell at the
surface of the manikin, < y+> is the averaged dimensionless distance from the manikin surface to the center of
the first near-wall cell.

(the latter is also considered in our study), the geometry on http://www.cfd-benchmarks.com/ is only
given for the sitting position.

Lines /. — I, shown in Fig. 1,a demonstrate the positions of the sections for which experimental
data are available in [13]. All lines are located in the central plane of the room: for z = 1.5 m. Lines
[, — 1, are located at distances 0.20, 1.55, 1.95 and 3.30 meters from the inlet. The symbols in the fig-
ure mark the positions of the points where the magnitudes of velocity (measured with an ultrasonic
anemometer) and temperature (measured with a thermocouple) were captured along the lines. The
database contains velocities obtained by Particle Image Velocimetry (PIV) for lines /,, /, (their posi-
tionsare x = 1.75 mand y = 1.60 m).

Physical parameters of the environment and boundary conditions. The physical properties of the air
were taken constant and corresponded to a temperature of 22 °C:

density p = 1.194 kg/m’,
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Table 2
Geometrical parameters for three manikin shapes
o Size for shape, m
Parameter of manikin/part - 5
parallelepiped block detailed
Height 2 1.70 1.70 1.70
Maximum width w 0.40 0.40 0.59
Thickness /| 0.10 0.30 0.30
Head 0.15%0.10
Body 0.75%0.30 Makel
Arm (two) - 0.50x0.05 areriuman
software used

Leg (two) 0.80x0.10
Distance between legs 0.10

N o te. The sizes of the manikin parts for the block shape are given in the yz plane.

dynamic viscosity p = 1.789-10-° kg/(m-s),

specific heat Cp = 1006 J/(kg'K),

thermal conductivity A = 0.024 W/(m'K).

The Prandtl number with such parameters equals Pr = uCp /A =0.69.

According to documentation for the experiment in [13], it is preferable to set a uniform velocity
profile V, = 0.2 m/s at the inlet to the room. This condition was reproduced in the main series of
computations, which corresponds to a volumetric flow rate of 57.6 m3/h. The Reynolds number plot-
ted from the equivalent diameter and inlet velocity is in this case Re = pD V. /u = 4300.

In addition to recommendations, the appendix to the experimental data in [13] on the website
contains a table (in Excel format) of measured magnitudes of the inlet velocity. According to these
data, the mean flow velocity at the inlet is 0.181 m/s. Additional computations were performed for
the configuration with a block-shaped manikin, with a uniform velocity profile given at the inlet
V. = 0.181 m/s (the corresponding flow rate was 52.1 m’/h). Another series of computations were
performed for a non-uniform velocity profile at the inlet, obtained from the solution to the problem
of flow in a channel with the corresponding section, where the mean flow rate was V, = 0.181 m/s.

Soft boundary conditions (constant pressure) were imposed at the inlet from the computational
domain. The no-slip condition was imposed on the walls of the ventilated room and on the surface of
the manikin.

The following thermal boundary conditions were imposed in accordance with the experimental
conditions in [13]:

inlet temperature was constant and equal to 7, =22 °C,

the walls of the room were adiabatic.

The integral heat removal from the manikin surface was taken equal to O = 38 W for all geometric
configurations, which corresponds to 50% of the value adopted in the standards for a person standing
still. If the computations for the thermal manikin do not account for the radiative heat transfer (as is
the case in this study), a customary technique is to reduce the typical heat release for a person by ap-
proximately two times. A constant value of the specific heat flux was given on the surface of the man-
ikin, definedasg = Q /S . The values of the specific heat flux used for different geometric shapes of
the manikin are given in Table 1.

Mathematical and computational models. Turbulence was simulated by the RANS approach (sol-
ving the Reynolds-averaged Navier — Stokes equations); for more details see, for example, mono-
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005115

Fig. 2. General view of computational meshes with hexagonal elements (0.79 million) (a)
and polyhedral elements (1.16 million) () for parallelepiped-shaped manikin;
distribution of y* along room wall surfaces (mesh of 1.16 million cells) (¢)
and along surfaces of three shapes of manikins: parallelepiped (d), block (e) and detailed (f)

graph [17]. The equations are closed by the standard semi-empirical k-¢ turbulence model [18] com-
bined with the Enhanced Wall Treatment technique for resolving the near-wall region. The following
turbulence characteristics were adopted in the computations at the inlet to the room:

turbulent intensity / = 30%,

ratio of turbulent to molecular viscosity p /p = 44.

The buoyancy force was taken into account in the Boussinesq approximation. The gravitational
acceleration vector g, whose magnitude equals g = 9.81 m/s?, is directed vertically down towards
the floor of the room (see Fig. 1,a). The volumetric thermal expansion coefficient was given as B =
=3.39-103 K.

The computations used quasi-structured meshes with hexagonal elements, constructed in the
ICEM CFD 2019 R3 mesh generator, as well as unstructured meshes with polyhedral elements ob-
tained in ANSYS Fluent by transforming computational meshes with tetrahedral elements built in
ICEM CFD. The sizes and some other characteristics of the computational meshes used in the study
are given in Table 1. The appearance of meshes with hexagonal and polyhedral elements is shown in
Fig. 2,a,b. The meshes are clustered towards the walls of the computational domain, as well as towards
the surface of the manikin.

Meshes with hexagonal elements were used for the simplest form of a manikin, i.e., a paral-
lelepiped. Two types of mesh with hexagonal elements were constructed, with varying height Y, of
the first near-wall cell at the surface of the manikin (see Table 1): this dimension was 1 mm for the
first type, the total size of the mesh was 790,000 (82 x 109 x 90) cells, and 0.5 mm for the second type
(half as much), while the total mesh size was 970,000 (98 x 111 x 92) cells. The value of the dimen-
sionless distance " from the manikin surface to the center of the first near-wall cell (see Fig. 2,a), is,
on average, 1.12 and 0.58 for the types, respectively.

Two meshes consisting of polyhedral elements were also constructed for the parallelepiped-shaped
manikin. A more economical mesh containing 240,000 elements in total had five prismatic layers
without clustering near the walls perpendicular to the axes x and y or near the manikin surface; the
transverse size of the cells in the layers was y,= 5 mm. The rest of the area, that is, the inner part of
the room, was divided into identical polyhedral cells with the characteristic size of 10 cm. This mesh
topology is often used in engineering practice because it is very easy to generate. The second polyhe-
dral mesh, with a total of 1.16 million elements, was clustered around the near-wall jet, as well as in
the region above the manikin (see Fig. 2,b). The characteristic size of polyhedral elements was 5 cm
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in the refined regions, and 10 cm in the rest of the domain. Ten prismatic layers were given near the
manikin surface with a clustering coefficient of 1.1 to the surface of the manikin; the height of the first
near-wall layer y,= 1 mm. The distribution of y* for this configuration of the computational mesh
is shown in Fig. 2,¢,d. The value of y* does not exceed 10 on the walls of the room, averaging to 1.05
over the manikin surface.

The computational mesh for the block and detailed shapes of the manikin consisted of prismatic
layers and polyhedral cells with characteristics similar to the polyhedral mesh with clustering for the
parallelepiped-shaped manikin. The distribution of y* on the surface of the manikins for these cases
is shown in Fig. 2,d.f. The values of y* on the surface of the manikin also amounted to about 1 on
average (see Table 1).

All computations were performed in the ANSYS Fluent 2019 R3 CFD package. The equations
were approximated with second-order precision. The SIMPLE method was chosen to organize the
iterative process. The resources of the Hydroacrodynamics Research Laboratory cluster (maximum
of 24 cores) were used.

Computational results and discussion

Sensitivity of solution to the mesh used. Fig. 3 shows the velocity profiles in six sections of the
room /, — [, obtained in computations for the parallelepiped-shaped manikin with meshes of differ-
ent dimensions and topology (see Table 1).

The graphs for the sections /, and /, (Fig. 3,a,b) show a zone where a near-wall inlet jet propa-
gates (at y < 0.6 m). The jet intensity decreases downstream; the velocity magnitude changes from
the inlet value, equal to 0.20 m/s, to the corresponding value in front of the manikin surface, equal
to 0.15 m/s. The velocity profiles shown in the sections /, and /, vary little as the computational
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Fig. 3. Velocity profiles (a — f) plotted along lines /, — [ (see Fig. 1) obtained in solutions with meshes
of different dimensions: 0.79 (1), 0.97 (2), 0.24 (3) and 1.16 (4); g shows the layout of the sections
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Fig. 4. Velocity profiles (a — f) plotted along the lines /, — /, (see Fig. 1) obtained
for different inlet velocity distributions: uniform, equal to 0.181 m/s (/); non-uniform profile
with a mean flow rate of 0.181 m/s (2); uniform, equal to 0.200 m/s (3); g is the layout of the sections

mesh is altered, although the solution on the coarsest mesh 3 is apparently somewhat different from
the others. The obtained solution is considerably sensitive to the computational mesh used, which
is manifested in the wake behind the manikin, as evident from the velocity graphs in the sections /,
and /, for the bottom of the room at y < 1.8 m (Fig. 3,c,d). The flow here is characterized by reduced
velocities. The solution obtained with a mesh with fewer elements (240,000) is markedly different
from the solutions obtained on more refined meshes.

Velocity graphs plotted in sections /, and /, (Fig. 3,e.f), as well as in the top of the room in sections
[,and [, at y > 1.8 m (Fig. 3,b,c) illustrate free-convection flow evolving near the surface of the ther-
mal manikin and in the thermal plume above it due to buoyancy. A free-convection boundary layer
emerges near the manikin surface, where the characteristic velocities in the upper part of the manikin
reach 0.25 m/s (Fig. 3.f). A weak dependence of the solution on the dimension of the mesh used in
the computations is observed in this region. The solution is somewhat sensitive to the mesh near the
thermal plume generated above the manikin. Analyzing the data for the velocity distribution shown
in Fig. 3,e, we can conclude that the velocities in this region, computed on a mesh with 240,000, are
15% lower than for other meshes. Importantly, the temperature fields obtained in the computations
with all meshes considered practically coincide.

Notice that the three solutions obtained on two hexagonal meshes and on a mesh with clustered
polyhedral elements are nearly the same. This means that the solution obtained on a mesh with clus-
tered polyhedral cells can be considered weakly dependent on the mesh. Because of this, meshes with
similar topology and dimensions were used for the configurations with the block-shaped and detailed
manikins.
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Sensitivity of the solution to the inlet velocity distribution. This sensitivity was considered for the
configuration with the block-shaped manikin. Three inlet distributions were given:

uniform velocity distribution ¥, = 0.2 m/s, recommended in [13];

uniform velocity distribution /. = 0.181 m/s (mean value according to the experimental data given
in the appendix to [13]);

velocity distribution obtained by additionally computing the flow in a rectangular channel hm xw.
with a length of 154, , with the mean flow rate of 0.181 m/s.

Fig. 4 shows the velocity profiles in the sections /| — [, obtained in solutions with different inlet
velocity distributions. The graph in Fig. 4,a for the section /, shows the differences in the solutions
obtained: the maximum velocities in the region of the near-wall jet (at y < 0.6 m) are in the range of
0.19 — 0.23 m/s. The velocity profiles in the remaining sections in Fig. 4 (/, — [,), away from the inlet,
only differ slightly: there are some differences in the region with reduced velocities in the sections
[, and /,, as well as in the thermal plume zone above the manikin (section /). The data presented in
Fig. 4 indicate that the obtained solution changes little within the given range of inlet flow rates. A
uniform distribution of V, = 0.2 m/s was used in the main series of computations.

Effect of manikin shape on flow and heat transfer

Description of the flow structure. Fig. 5 illustrates the flow structure in a ventilated room, showing
streamlines colored by velocity magnitude (Fig. 5,a,c,d), as well as the velocity fields in several sec-
tions of the room (Fig. 5,b,e.f), constructed for three manikin shapes.

The solutions obtained allow distinguishing two regions in the flow. The first one is where the near-
wall jet propagates in the bottom of the room, interacting with the manikin. The second is the region
with buoyancy-induced free-convection upward airflow. This flow evolves near and above the surface
of the heated manikin, producing a thermal plume initiating secondary flow in the top of the room.
Both regions have comparable velocities and interact little with each other.

z=01m z=15m

Fig. 5. Streamlines (a — ¢) colored by velocity magnitude; velocity magnitude fields (d — f)
in several sections of the room, obtained in computations with three manikin shapes:
parallelepiped (a, d), block (b, e), detailed (c, f)
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Fig. 6. Velocity magnitude distributions in two sections of the room:
z=1.50m (a — c¢) and x = 1.75 m (d — f) computed for three manikin shapes:
parallelepiped (a, d), block (b, e), detailed (c, f)

Fig. 6 shows the velocity fields in two central sections of the room: z = 1.50 m and x = 1.75 m
(the velocity fields in Fig. 5,d,e,f are shown in isometric projection for the same sections). The flow
structure obtained in the computations for all shapes of the manikin was asymmetric relative to the
central plane z = 1.5 m. The near-wall jet spreads from the inlet along the floor, interacts with the
manikin, attenuates and collides with the end wall opposite from the inlet. When the jet interacts with
the wall, the flow rate is distributed unevenly, and, after turning around, the backflow along one of
the bottom corners of the room appears to be more intense than along the opposite corner. This is
evident from the local maximum velocities in the bottom right part of the room (Fig. 6,d,e,f). Nota-
bly, an asymmetric solution was obtained for both topologies of the computational mesh used for the
parallelepiped-shaped manikin.

Figs. 5 and 6 show the results for the solution with the jet attaching to the right side wall, which is
not unique, apparently. Two steady solutions (converging by residuals) were obtained for the paral-
lelepiped-shaped manikin, with the jet attaching to the opposite side walls of the ventilated room. It
was found for both computational mesh topologies that the solution was not unique.

The data obtained show that the global flow structure evolving in the room changes little with
the change in the manikin shape. However, the local flow characteristics change depending on the
manikin shape. For example, differences in the velocity fields are observed in the jet flow zone where
the jet interacts with the manikin (Fig. 6). Differences in the characteristic velocities in the thermal
plume above the manikin are observed in the region with free-convection flow. The maximum veloc-
ities in the thermal plume were 0.180 m/s for the parallelepiped-shaped manikin, 0.230 m/s for the
block shape, 0.255 m/s for the detailed one. Thus, the intensity of free-convection flow is higher for
manikins with detailed and block shapes than for the parallelepiped-shaped manikin.

Comparison of computational and experimental data. The results of numerical simulation were
compared with the experimental data from [13] (Fig. 7). Fig. 7,a schematically shows the locations
of sections I and II where PIV measurements were carried out in [13]. Both sections are in the
center of the room (z = 1.5 m): section I above the manikin, and section II in front of it, near the
face. Fig. 7,b,c shows the distribution of the velocity magnitude near the manikin surface in sec-
tions I and II based on experimental data from [13]. The velocity magnitude is constructed by two
components ¥ and Vy, however, the position of the coordinate axes x*, y " is not described exactly
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Fig. 7. Layout of sections I and II (a); comparison of velocity magnitude distributions in sections I ()
and II (c) based on the experimental data in [13] with the computational results for three manikin shapes:

parallelepiped (d), block (e), detailed (f)
(central plane z = 1.5 m is shown)

in [13] for the experimental data given. The velocity fields obtained from the numerical simulation
data for the cases with different manikin shapes are shown in Fig. 7,d,e.f. The velocity magnitude is
constructed by three components but the contribution of the velocity component V_in the central
section is minimal.

As the shape of thermal manikin changes, the structure of upward flow near its surface changes
considerably: the characteristic values velocities in front of the manikin (at x <1.7 m) are noticeably
higher for the cases with the block and parallelepiped shapes than for the detailed shape. The state-
ment in the case of a simplified (flat) manikin shape, in the absence of any inhomogeneities on the
surface, is close to the problem of free-convection flow near a heated plate, where the upward velocity
increases upstream. Complex three-dimensional free-convection upward flow evolves near the front
of the torso in the case with the detailed manikin shape; this flow changes direction around the mani-
kin's shoulders, and, judging from the streamlines (see Fig. 5,d), the air rising near the torso flows over
the shoulders to the back of the manikin, subsequently movinh upward along the back of the head.
Thus, the velocities in the facial region are noticeably lower for a detailed manikin than those obtained
for simplified manikins (parallelepiped and block).

Fig. 8 shows the velocity distributions in several sections of the room, obtained in the experiment
and through computations for three manikin shapes. Fig. 8,c shows the velocity distribution along
line /, located in section II; the coordinate x " is measured from the surface of the manikin's face. The
computed flow structure near the detailed manikin in section Il (near the face) agrees with the flow
structure obtained in the experiment both qualitatively (see Fig. 7) and quantitatively (Fig. 8,c). The
velocities in this region appear to be overestimated by approximately two times for simpler manikin
shapes (both block and parallelepiped).

The velocities in section I can be used to estimate the intensity of the thermal plume emerging
above the manikin. The velocity distribution along the line /; in this section is shown in Fig. 8,b. As
noted above, changing the shape of the manikin substantially changes the position of the thermal
plume and the characteristic velocities of the upward flow. The data on the velocity in section I
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obtained in solutions using three manikin shapes:
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that are closest to the experiment can be obtained using both the detailed and block shapes of the
manikin.

The velocity distributions away from the manikin surface are shown in Fig. 8,d,e,g. Analyzing the
graphs, we can see satisfactory agreement between the computational results and experimental data
in the region of the near-wall jet (sections /, and /, at y < 0.3 m): however, the computed velocities
are somewhat higher than experimental data. The characteristic velocities amount to 0.025 m/s in
the region of low-velocity flow in front of manikin (section /, aty > 0.3 mand /,at 0.6 <y <2.1 m).
Here, the computational data generally agree with the experimental velocities. Changing the shape of
the manikin apparently has a rather weak effect on the flow structure in this region.

The shape of the manikin has a more pronounced effect on the flow structure in the section /,,
located directly behind the manikin near the surface (Fig. 8.,f). The variation range of characteristic
velocities does not exceed 0.1 m/s in this region. Experimental velocities are lower than those com-
puted for all manikin shapes. Evidently, the reason for the differences between the computational and
experimental data in this region is that the position of the manikin's legs is not reproduced exactly
in numerical simulation, even in the case of detailed geometry. At the same time, the computational
results related to velocity for three different cases of the manikin shape coincide both with each other
and with the experimental data in section /, (Fig. 8,¢). There are some differences in the data in the
lower corner of the room with y < 0.6 m.

Parameters of heat release from the manikin surface. The temperature distributions T’ over the sur-
face of the thermal manikin obtained for cases with a different manikin shape are shown in Fig. 9,a—c.
The corresponding distributions of dimensionless heat transfer, the Nusselt number

Nu = qwlw/y\’(T;’n _Tw)9
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Fig. 9. Computed distributions of temperature (a — ¢) and Nusselt number (d — f)
over the surfaces of manikins with different shapes:
parallelepiped (a, d), block (b, e) and detailed (c, f)

where lm = 0.1 m for all manikin shapes, are shown in Fig. 9.d,e.f.

Table 3 shows the limits within which the temperature varies over the surfaces of manikins with
different shapes: minimum 7' i’ maximum 7' s the temperatures <T W> and Nusselt numbers
<Nu> averaged over the manikin surface are also shown.

The temperature distributions for the upwind (opposite to the direction of the x axis) and down-
wind (along the direction of the x axis) sides differ for all manikin shapes considered. The tempera-
tures are higher from the downwind than from the upwind side; acccordingly, the heat release is lower
from this side. There are local differences in temperature distributions for different manikin shapes. In
particular, the distribution is almost uniform in the z-direction for the simplest shape (parallelepiped),
while a non-uniform distribution is observed for the detailed shape.

Notably, the temperature increases and the heat transfer decreases along the height of the thermal
manikin. The minimum temperature on the surface of the manikin is in its lower part. This value is
close to the temperature of the inlet air jet 7, = 22°C, varying slightly from one shape of the manikin
to another. The maximum temperature is observed in the upper part of the manikin, near the curved
surface. The value 7' max greatly depends on the shape of the manikin, amounting to 33.6 °C for the
parallelepiped, 41.7 °C for the block and 51.4 °C for the detailed shape (see Table 3). The wide varia-
tion range of the maximum temperatures corresponding to the detailed shape of the manikin confirms
that simplifying the shape of the manikin can produce large errors for the estimated local parameters
of thermal comfort. We should note, however, that given such high local temperatures detected on the
surface of the detailed manikin, mechanisms of thermostatic control are engaged in the real condi-
tions; neglecting these mechanisms can produce substantially larger uncertainties.

The mean temperature is an integral parameter for the given problem, weakly depending on the
geometric shape of the manikin used and amounting to about 31 °C. Importantly, the experimental
value of the mean temperature is consistent with the computed one.
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Table 3
Comparison of computed and experimental parameter values for heat transfer
from the surfaces of manikins with different shapes
Computed value for Experiment
Parameter ; 3 .
parallelepiped block detailed detailed

e °C 23.18 2321 22.33 -

e 33.60 41.70 51.40 -
(T,),°C 30.50 31.30 30.70 322
(Nu) 13.2 12.1 12.6 10.6

Conclusion

We have carried out a numerical study on the influence that the shape of a heated thermal mani-
kin has on the flow and heat transfer of air in a model room with displacement ventilation. We have
considered three shapes of the manikin: parallelepiped, block and detailed. The computations were
performed based on the RANS approach using the standard k-¢ turbulence model.

The sensitivity of the solution to topology and dimension of the computational mesh was exam-
ined for the simplest shape, the parallelepiped. It was confirmed that a mesh comprised of polyhedral
elements with a dimension of about one million cells, refined near the air jet and the thermal plume,
making it possible to obtain a solution that weakly depends on the mesh parameters. We have exam-
ined the influence of the dynamic conditions at the inlet on the obtained solution: the flow structure
in the vicinity of the manikin was found to be weakly sensitive to the inlet velocity profile in the given
velocity range.

The computations indicate that the global flow structure evolving in the room is not symmetrical
with respect to the central plane. Two converging solutions were obtained for one of the geometrical
configurations, where the jet deflects towards the opposite side walls.

Apparently, the intensity of free-convection flow was higher in the cases when the detailed and
block-type shapes of the manikin was used compared to the configuration with the manikin with the
simplest shape, a parallelepiped. Furthermore, the simplification of the manikin shape significantly
affects the local characteristics of flow and heat transfer. On the other hand, the integral parameters
only weakly depend on the shape of the manikin used.

As a whole, we can conclude that using a simplified shape of the manikin is reasonable in the cases
when it is necessary and does not produce any significant distortion of the solution.

The study was financed by the Russian Foundation for Basic Research, grant no. 20-58-18013.
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Introduction

The spin configuration of a certain ensemble of particles is important for describing many
physical processes and phenomena. A physical quantity known as polarization P is used to
characterize the experimentally measured spin structure. Polarization relative to a specific quantiza-
tion axis follows the expression

P=(N'— NY(N' + N,

where NT, N' are the numbers of electrons with spin parallel or antiparallel to quantization
axis, respectively. The projection of spin can take values + 7%/2 and — 7/2.

The spin degree of freedom can be used to describe a variety of physical phenomena. The
results of spin measurements made a major contribution to understanding such physical
phenomena as giant magnetoresistance [1], formation of magnetic domains [2, 3], Rashba effect
[4], and appearance of topologically protected states in solids [5].

Polarization of particle fluxes can be detected directly, for example, by using the classical Mott
polarimeter [6, 7]. Electrons in such a device are accelerated to energies of the order of 40 — 100 keV,
and subsequently scattered by gold foil. Due to spin-orbit interaction, a spin-dependent
scattering occurs on the gold foil, allowing electrons with a spin projection parallel to the
the quantization axis to be slightly more probably scattered into one of the detectors, and
electrons with an opposite spin projection to the other.

The resulting scattering asymmetry A can be expressed as

A=(N, = N/N, +N,),

where N, N, are the numbers of electrons captured by the first and second detectors, respectively.

Since the potential of the spin-orbit interaction depends linearly on spin projection, it can
be assumed that asymmetry is proportional to the polarization value, i.e., 4 ~ P. This allows
calculating the polarization as follows: P = A/S, where S is the Sherman function. The value of
Sherman function is determined by the false asymmetry arising from imperfection of the
experimental setup.

Angle-resolved photoemission spectroscopy (ARPES) is an important
modern experimental technique [8]. Using this method, it is possible to obtain angle-resolved
secondary electron spectra emitted from a sample [8]. Since the emission angle of electrons
in a solid is related to the value of electron momentum, ARPES can be used to directly
measure the electronic band dispersion for electrons E(k) (£ is the electron energy, Kk is the
wave vector).

The available devices typically operate as follows: the secondary electrons are emitted from the
sample, then fall to the energy analyzer, where they are separated by their energy and
entrance angle. The electron flux is then amplified by means of a microchannel plate. After
passing the microchannel plate, the electrons fall on the fluorescent screen, where they are
converted into visible radiation subsequently recorded by a camera outside the vacuum chamber.

Such energy analyzers allow simultaneous measurement of the number of particles, their
momenta and energies in a wide range, thus significantly reducing the time required to
accumulate data. A hemispherical energy analyzer used in ARPES in combination with a Mott
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polarimeter makes it possible to experimentally measure spin and angle-resolved electronic
dispersion (SARPES) [9]. This method serves as an indispensable tool for studying new materials.

A serious drawback of available SARPES devices is that the existing Mott polarimeters are
single-channel devices, which means that only a small portion of the secondary electron flux
is recorded at each moment in time, with the energy and momentum projection in a narrow
range. This outweighs the potential benefits that spatially sensitive energy analyzers could
provide. This fact significantly reduces the effectiveness of the experiments conducted.

This problem may be solved using a Mott polarimeter which combines spin analysis with
the spatially sensitive electron detectors. The first proposal for such a device was presented
in [10]. In this work, we describe process of creating and testing a multichannel polarization
detector based on the classical Mott polarimeter.

Design and development

The multichannel polarization detector was developed based on the classical Mott polarimeter,
with changes introduced to ensure spatial resolution.

Fig. 1 shows a schematic representation of the Mott polarimeter constructed. The
construction allowed for assembling the device right after the exit aperture of the PHOBOS
150 hemispherical energy analyzer (by SPECS, Germany).

The device operates as follows. After passing through the energy analyzer, the electron flux
propagates through the entrance aperture / of the Mott polarimeter. Then the electron flux passes
through a focusing four-section electrostatic lens 2. The focused electron beam is then
accelerated by a 40 kV potential and enters drift space 3. This beam can then scatter either on the
CCD matrix or gold foil 5 (this is selected by turning the vacuum manipulator).

The first mode (the CCD matrix is in the center of the detector) is required to adjust the electro-
optical lens of the detector. The image is obtained by the CCD matrix located at the center of
detector, right after electrostatic lens (Fig. 2). In the second mode, electrons are scattered by
gold foil. In this case, due to spin-dependent scattering on the gold foil, the electrons have a
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Fig. 1. Scheme of multichannel Mott polarimeter:
I entrance aperture, 2: focusing electrostatic lens, 3: electrostatic screen, 4: gold foil (or CCD matrix), 5: magnetic lens,
6. CCD array. The captions ‘0 V’ and ‘40 kV’ correspond to the potentials applied to the respective parts of the device
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higher probability of falling into one of four detectors depending on spin orientation (two detectors
for each spin projection). Thus, the device is capable of analyzing the polarization of the electron flux.

After scattering on gold foil, the electrons enter the detector, which consists of a magnetic focusing lens
(position 5 in Fig. 1) and CCD matrix 6, which is capable of detecting high-energy electrons. The
magnetic lens is designed to focus the scattered electrons, and the matrix serves as a detector recording not
only the arrival of the particle but also the position of the pixel that captures it. Hamamatsu S7170 sensors
(Japan) were chosen as the detector, as they have neither a protective layer nor an ultraviolet filter, which
allows them to effectively detect high-energetic charged particles. Thus, the device records collision
events between accelerated secondary electrons and the CCD matrix. Figs. 2 and 3 show images of the
aperture located inside the energy analyzer, obtained on a CCD array in secondary electron counting
mode. The size of each pixel (px) in such an array is 24 um x 24 um, its resolution is 512 px x 512 px.

So, such device consequently would not only be capable of spin analysis of the electron flux but
can also detect the electrons’ spatial distribution. In particular, it can measure the spin-resolved
electron dispersions £(K).

Testing and calibration of the Mott polarimeter

Construction of a device is a complex process comprising several stages and procedures such as
making drawings of the device, manufacturing, welding and assembling its componentss, conducting
vacuum tightness tests. A series of tests is then carried out for dielectric strength for the
insulators that are used in the detector.

In a device which functions correctly, the electron flux is supposed to be focused on the gold foil
without any distortion, then the electron flux reflects from the foil focused and then collected
on the CCD matrix. Since each point in the cross section of the electron beam carries information
about the physical properties of the given sample, the level of distortion should be kept to a minimum.

To adjust the electrostatic and magnetic optics, a plate with a pattern made up of holes 0.50
and 0.25 mm in diameter was placed inside the energy analyzer. After electrons passed through the
energy analyzer, they were distributed in space in accordance with their energy and emission angle.
Traveling through the aperture, this electron flux was converted into an image of a point array, where
inside each point the electrons had similar energies and emission angles.

A CCD matrix was installed in the center of the Mott polarimeter (instead of the gold foil) to
test the electrostatic lens. An example of an image obtained in secondary electron counting
mode is shown in Fig. 2. Here the X axis is parallel to the direction along the energy axis of the
analyzer, and the Y axis is parallel to the direction along which the emission angle of electrons
in the beam was measured. A sharp image of the aperture on the CCD matrix corresponds to
optimal focusing of the electrostatic lens. Adjusting the electron optics and changing the
accelerating voltage made it possible to choose an amplification factor of the lens suitable for the
experiment.

After a sharp image was obtained on the CCD matrix in the center of the Mott polarimeter, the
voltages at the electrodes of the electrostatic lens were recorded, and gold foil was installed in the
center of the polarimeter.

The magnetic lenses were adjusted by varying the value of the current flowing through the coils. This
current generates a magnetic field where the electron trajectories are twisted around the axis of the lens.
This provides the required focusing, but inevitably produces some distortion to the image.

Fig. 3 shows images of the aperture on the CCD matrix located behind the magnetic lens. The
im-ages on the left and right arrays of the Mott polarimeter should be rotated in different directions
if the direction of current is the same in both lenses. Slight blurring of the images is due to the
aberrations in the complex electron-optical system, and they can be further minimized by finer
adjustment of the optics and image post-processing.
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Fig. 2. Images of aperture inside the energy analyzer taken on the CCD matrix
in the center of the Mott polarimeter.
The intensity at each point is proportional to the number of electrons hitting a given pixel of the matrix The background
corresponding to the dark current of the CCD matrix and illumination from inelastic electrons was subtracted from the image

Fig. 3. Images of the aperture installed in the same location as in Fig. 2 but obtained on the first (a)
and the second (b) CCD detectors behind the magnetic lenses (see also explanations to Fig. 2)

As the last test of the system, we measured the asymmetry of electron beam from a magnetized
sample by the Mott polarimeter. An amorphous iron boride (FeB) sample has been chosen as a
magnetic target. As a soft magnetic with a rectangular hysteresis loop, this material has stable sur-
face magnetism, which makes it convenient for experiments. The sample was irradiated with a beam
of primary electrons, while the flux of secondary electrons was directed to the energy analyzer to
determine the energy dispersion, and then into the Mott polarimeter for spin analysis.
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Fig. 4. Asymmetry of electron flux depending on the energy of low- (a) and high-energy (b) secondary
electrons emitted from a magnetized FeB sample (measurements were carried out by a Mott polarimeter).
The insets show images from two CCD matrices (see Fig. 3), where diamonds, stars and boxes mark the points serving

as the sources of the signal used to calculate the asymmetry (marked with the same symbols on the graphs)

Fig. 4 demonstrates the dependencies of asymmetry on the energy of secondary electrons for two
energy ranges: 8.5 — 11.5 and 37 — 43 eV (central values of energy are 10 and 40 eV, respectively). As noted
above, the electron flux is converted into a point array by aperture as it passes through the energy analyzer.
In this case, the electrons inside each point have close values of energy and similar emission angles. This
can be used to obtain the asymmetry of the electron beam as a function of energy. The empty symbols
in Fig. 4 correspond to the points whose signal level (see images in the inset) was used to calculate the
asymmetry. Analyzing the data in Fig. 4, we can conclude that low-energy electrons have higher
polarization compared to higher-energy ones, which is in good agreement with the literature data [11, 12].

Further experiments will allow to find find the value of the Sherman function S for this Mott

polarimeter. After all calibration and adjustment procedures, it will be possible to measure the
spin-resolved electronic band dispersions.

Conclusions

In this paper, we present the details of the process of creating and testing a novel
prototype of a classical projecting Mott polarimeter. Individual units of the device have been tested
at various construction stages.

While the final adjustments remain to be introduced before the device can be put into operation,
it has been established that implementing such devices is possible in principle. High spatial
resolution of this device and its efficiency have been confirmed.
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This paper continues the publication cycle on developing the ion plasma electrically powered
spacecraft propulsion (EPSP) of the spacecraft. For monitoring and control of the EPSP operation, a
feedback system based on a signal proportional to the EPSP plasma radiation intensity has been proposed
to be used. It was assumed that the radiation intensity in the ultraviolet, visible and infrared ranges being
proportional to the instantaneous thrust value of the EPSP. Accordingly, the introduction of a signal
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JlaHHas CTaThsl MPOMOJIKAET IIMKJ MyOIMKAIMii O CO3MaHUM MOHHO-IIJIa3MEHHOTO 3JIeKTpHUYe-
ckoro paketHoro asurateis (MOPI) kocmuueckoro ammapata. C 1e/ibl0 KOHTPOJISI U YIIpaBIeHUS
paboToii ABUrartessl mpenjaraeTcs MCrojb30BaTh CUCTEMY C OOpaTHOM CBSI3blO, OCHOBaHHYIO Ha
CUTHaJIe, TPOMOPIUOHAIBHOM WHTEHCUBHOCTU u3nydeHus: miasmbel MOPI. Tpenmonaraercs, 4To
MHTEHCHBHOCTh TAKOTO M3JIyYeHUs B YIbTpacdHr0JIETOBOM, BUIMMOM M MH(PPAKpaCcHOM Auarna3oHax
npornopiroHaibHa MTHOBeHHOM cuiie Taru MO P, CooTBeTCTBEHHO, BBEJEHUE CUTHAJIA C JaTYnKa
pPErUCTpaIuy U3IyYeHUs B IIeTTb 00paTHOM CBA3M TTO3BOJUT CO3MaTh OOPTOBYIO 3aMKHYTYIO CUCTEMY
KOHTpOJIS 1 ynpaBiaeHus padoroit UDP/I. [lns ucnoib30BaHUs B JAaHHOU CUCTeMe pacCMaTpUBaeTCs
(oTonpreMHUK Ha OCHOBE TMHAMUYECKOTO p—i—n-AN0Ja-UHTErpaTopa.
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Introduction

Space exploration has made great strides in recent years. Large spacecraft are increasingly con-
structed instead of small ones, with multiple rather than single spacecraft launched. The exploration
of deep space, as well as interplanetary missions, also open vast new opportunities. New requirements
are thus imposed on electrically powered propulsion systems (EPSs) in spacecraft, aimed at accel-
erating vehicles in outer space [1 — 4]. Particles are first ionized in propellant flow in such engines,
with the resulting ions subsequently accelerated by an electric field. Accelerated ions are neutralized
upon leaving the accelerating system in the EP; flow of the neutrals produced then expands freely into
outer space. Electrical energy is consequently converted into kinetic energy of spacecraft motion. The
efficiency of the engine can be characterized by a parameter determining the efficiency of converting
electrical energy into kinetic energy of propellant flow [4]. The thrust generated by the electric prop
system is fundamentally limited because, on the one hand, high values of electrical power are required
to obtain large momenta, and, on the other hand, the power cannot exceed that of the solar arrays
powering the spacecraft electrical system. Xenon is the most popular propellant for EPSs: its advan-
tages are chemical inertness and a relatively large atomic mass. However, xenon has a high cost, its
production is limited, and reserves on Earth are insufficient.

Due to these drawbacks of xenon, new EP engines running on alternative propellants need to be
constructed. Novel EPSs should be simple, fuel-efficient, stable, easy to control, reliable and durable
at an acceptable cost. The EPS should be designed to endure multiple switching cycles and pauses in
operation. Besides, as EPSs are installed in an increasing number of spacecraft, the motion control
systems should be improved. Modern EPSs in spacecraft include an onboard power supply/control
(PSC) unit. The system of telemetric control (STC) sends the data on the operation of the EPS to
the mission control center of the spacecraft, which processes the data and sends control signals to the
spacecraft (via the onboard controller integrated in the PSC unit).

The set of basic operating parameters of the EPS includes the thrust F, the mass flow rate m
of the propellant, the ion beam current /, the velocity v, of accelerated ions at the exit from the
accelerator, the acceleration voltage U, of each k" electrode, the velocity v, _of accelerated neutrals
in the beam, the neutral flux m__in the exiting beam, and some others. Since each individual pa-
rameter does not completely describe the operation of the EPSP, all parameters must be measured
simultaneously and logically combined in commands. The latter involves a fairly complicated step-
by-step procedure where errors and false signals can be generated.

Assuming that the plume is a mono-velocity flux of neutral particles, the thrust can be found from
the simplified formulation of the momentum conservation law [1 — 4]:

F=a oy o) (1)
where 71,_is the mass flow rate of propellant, v__is the outflow velocity of propellant particles.
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The parameters m1, , v, in Eq. (1) correspond only to the ejected neutral plume. Because a
magnetic mirror is produced in the spacecraft as charged particles escape, ions cannot com-
pletely leave, generating thrust. It is typically impossible to simply measure the parameters m_,
v on board. The simplified theory assumes that the parameter 72,_is equal to the flow rate of
the propellant, the velocity v corresponds to the potential difference passed by the ion U from
the injection plane to the equipotential region where neutralization occurs. An ideal EPS in this
representation provides the thrust F’ created by the ion beam current /, of singly charged ions ac-
celerated by the electric voltage U [4]:

2u.
P12 @)
e

where L is the ion mass, e is the elementary ion charge. Eq. (2) is derived for the ideal case, when each
ion must be instantly neutralized in the plane where it is ejected from the accelerator. The correction
can be introduced with two additional parametersn , n that the thrust F(¢) depends on:

2u,U
-

F(t)=n,m,1,(¢) (3)

The conversion efficiency  of propellant mass is the ratio used to measure the ionization effi-
ciency of the neutral propellant flow. The mass conversion efficiency 7 is the ratio used to measure
the neutralization efficiency of the ionized propellant flow. Moreover, each parameter in relation (3)
can be unstable, depending on time. In addition, a fraction of the electrical power of the ion flux
is spent on electromagnetic radiation. Apparently, the relationship between plasma electromagnetic
radiation and the thrust and jet power of the EPSP has not been described in literature. The goal of
our study is to formulate a model for a plasma ion electrically powered spacecraft propulsion with a
remote monitoring and control system, using plasma radiation from the EPSP to generate signal and
transmit it to the onboard control system and telemetrically to the mission control center.

Plasma radiation in EPS

We suggest to monitor and control the EPS, in particular, to stabilize the thrust, by measuring the
integral control the signal from the sensor recording the intensity of plasma radiation in the system
and using it to automatically regulate the feedback loop. The control signal is proportional to the
thrust .

Mechanical thrust is generated based on the principle that charges induced on the surfaces of the
surfaces of accelerator electrodes produce the force of attraction between the electrodes and the ac-
celerated ions. Induced charges are created by the electric field of external sources together with the
intrinsic electric field of the accelerated ions. Ions can produce positive traction on a given electrode
during the period they spend in the accelerating electric field from the side of this electrode. The trac-
tion produced by an ion becomes zero immediately after this ion is neutralized, since the neutralized
particles do not interact with the EPS electrodes.

The voltage U in Egs. (2, 3) is the potential difference between point where the ion is injected
from the ionizer into the interelectrode gap of the accelerator and the accelerating electrode (the
ejection plane of the ion from the accelerator). If an ion settles on any electrode of the accelerator
before neutralization, its overall contribution to the thrust vanishes. Moreover, the thrust decreases
if the ions are not neutralized completely. Thus, the ion current / in Egs. (2, 3) neither has a meas-
urable magnitude nor is exactly related to the thrust . The value of the thrust can be estimated
more correctly by measuring the parameters of the plasma generated in the neutralizer.
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Intense ultraviolet, visible, infrared and microwave radiation is generated from a flux of acceler-
ated ions during operation [7 — 10]. EPS plasma provides high radiative luminosity at the stage of
neutralization, allowing diagnostics by optical and microwave spectroscopy [7 — 9]. Photographs
of the bright luminous flux accompanying the operation of the EPS are given in many studies, in
particular, [10].

The plasma plume starts to glow, mainly due to recombination resulting from neutralization of
the ion charge, collisions and resonant charge exchange, spontaneous relaxation of excitation. The
predominant mechanisms governing radiation depend on both the individual properties of charged
and neutral particles contained in the plasma and by its collective properties, primarily bearing a vi-
bration-wave nature. The radiation of individual particles is generated by electron transitions in atoms
or ions between discrete energy levels; electron deceleration in an ion cloud; cyclotron radiation of
electrons in a magnetic field.

Structure of onboard remote monitoring/control system

Remote monitoring and control of the EPS should be carried out via a photodetector recording
the luminous intensity of plasma [11, 12]. Accordingly, the electromagnetic radiation intensity of
the plasma can serve as a parameter for rapid monitoring of the EPS parameters during operation.
The intensity of ultraviolet, visible and infrared radiation /_, (®, #) can be represented as following
integral parameter:

Ly (0,0) =7, (@), (1). 4)

Relation (4) contains the generation efficiency of frequency-dependent radiation n_, (o),
which is smaller than unity, n_, (0) < 1. When the onboard detector receives radiation /_, (o, ?)
emanating from the neutralizer, the parametern_, (®) indicates the neutralization efficiency of the
operating ion current /, (¢) as the main source of radiation. The radiation intensity /_, (®, ) can
be represented by a time-dependent signal S(m, 7), accounting for the fluctuations in all parameter
values: vacuum conditions and temperature, power source, propellant flow, ionizer, particle losses
in the accelerator, instability of ion flux neutralization.

The signal S(w, ¢) = k]m , (@, 1) can also be used as a complex signal for monitoring and control of
the EPS. Accordingly, Egs. (2, 4) prove that the signal S(®, ?) is proportional to the thrust F(¢):

S(w,t)= [(k-nmd /MM, )(e/2uiU)1/2J-F(t) = const () F (t), (5)

and can be used to control the magnitude of thrust £(¢) in the onboard monitoring system.

Fig. 1 shows a simplified block diagram describing the operation of the EPS with a closed system
for remote monitoring and control. The design of the EPS, the spatial characteristics of ion and elec-
tron beams in an independent electric field, and the induced surface electric charge were calculated
using the Computer Science Technology (CST) Particle Studio package [5, 6].

The block diagram shows the propellant flow, the accelerated ion and electron fluxes combined
inside the neutralizer, and a neutral exhaust plume.

This layout is commonly used for ion-electron neutralization in widespread grid and Hall-effect
EPSP.

EPS with the closed system for remote monitoring and control includes a photodetector, a mod-
ulator, a power supply/control unit (PSCU), a power source and a propellant flow controller. The
PSCU-controlled power source supplying electric energy generates the voltage applied to the elec-
trodes. Plasma radiation, photodetector, modulator, PSCU, power source and flow controller com-
prise a closed loop providing automated control of the EPSP. The photodetector generates instanta-
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Fig. 1. Block diagram for EPS with closed loop for remote monitoring and control

neous control signal directed to the modulator. Signal from the modulator is transmitted to the PSCU
and the telemetric system, which then sends data about the EPS to the mission control center. After
the data about the EPS are processed, the mission control center sends control signals to the space-
craft (to the onboard system) whenever necessary. If thrust is unstable and the respective correlated
changes occur in plasma radiation, the closed loop for remote monitoring and control provides rapid
stabilization by correcting the voltages on the electrodes of the accelerator.

The photodetector has to satisfy several requirements for the EPS to function correctly [13, 14]: it
should have small weight and overall dimensions, be reliable, have a long service life, high sensitivity,
low noise figure and be equipped with noise protection. The well-known photodiodes do not actually
integrate the amplitude-time characteristics of noise and signals, so additional external units with
wide dynamic and frequency ranges are required for them to operate as part of the EPS, including
preamplifiers, integrators, comparators, etc.

The photodetectors meeting these requirements include the recently developed novel integrated
photodetector based on a dynamic pin diode-triode, offering several of the necessary functions in a
single device [15]. The dynamic pin diode-triode with trapped charge carriers and built-in potential
barrier generated in the gate is a device with a signal-to-noise ratio SNR > 1 and high sensitivity in the
wavelength range from 400 to 700 nm. Experimental measurements have shown that the characteris-
tics of the device are satisfactory for using it in an onboard system for remote monitoring and control
of the EPS [16, 17]. The output analog signal is proportional to the absorbed energy dose of plasma
radiation. Thus, the photodetector serves as a charge integrator/comparator, acting as a dose-to-time
converter. Measuring the time delay of the photocurrent, rather than its magnitude, provides a new
efficient method for detecting plasma radiation. Noise and other spurious signals are reduced by the
averaging effect in the device itself. The magnitude of forward current is controlled only by the for-
ward voltage and does not depend on the radiation intensity.

Conclusions

The closed system for remote control of electrically powered propulsion in spacecraft uses plasma
radiation in the ultraviolet, visible and infrared ranges as signal characterizing the operation mode of
the EPS. The system must measure the EPS thrust, accurately adjust it and transmit telemetric data
to the mission control center. Assuming that the signal S(w, #) is proportional to the thrust F(¢) of the
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EPSP in accordance with relation (5) allows designing a new EPSP with a closed system of remote
control, planned to be tested experimentally.

A photodetector based on a pin diode-triode, operating in dynamic mode with the respective
properties and parameters, is proposed as a device for obtaining and collecting the initial data. The
photodetector developed should make it possible to set the parameters required for the operation of
the EPS in remote and automated modes, ensure more precise maneuvering in space, quickly identify
errors and malfunctions, control and optimize the consumption of the propellant.

Acknowledgment

The authors are grateful to ActLight SA, Switzerland, for providing a sample pin-diode for the study. This work
was supported by State Assignment of the Russian Federation for Basic Research (Project No. FSEG-2020-0024).

REFERENCES

1. Nauschiitt M., Kiefer B., Kunze F., et al., Ion thrusters for electric propulsion: Scientific issues de-
veloping a niche technology into a game changer, Rev. Sci. Instrum. 91 (6) (2020) 061101.

2. Levchenko 1., Xu S., Mazouffre S., et al., Perspectives, frontiers, and new horizons for plasma-based
space electric propulsion, Physics of Plasmas. 27 (2) (2020) 020601.

3. Levchenko 1., Bazaka K., Ding Y., et al., Space micropropulsion systems for Cubesats and small sat-
ellites: From proximate targets to furthermost frontiers, Appl. Phys. Rev. 5 (1) (2018) 011104.

4. Goebel D.M., Katz I., Fundamentals of electric propulsion: Ion and Hall thrusters, John Wiley &
Sons, Hoboken, New Jersey, USA (2008) 1-507.

5. Kurushin A., Basic course of design of microwave devices using CST Studio Suite, One-Book, Mos-
cow, 2014.

6. Dyubo D.B., Tsybin O.Yu., A computer model of the contact ionization ion accelerator for the elec-
trically powered spacecraft propulsion, St. Petersburg State Polytechnical University Journal. Physics and
Mathematics. 13 (1) (2020) 78—91.

7. Holste K., Dietz P., Scharmann S., et al., Use of emission spectroscopy for real-time assessment of
relative wall erosion rate of BHT-200 hall thruster for various regimes of operation, Vacuum. 84 (9) (2010)
1085—1091.

8. Ferreira J.L., Souza J.H.C., Rego 1.S., Ferreira 1.S., Plasma diagnostics and performance of a per-
manent magnet Hall thruster, 2004. Access mode: https://hal.archives-ouvertes.fr/hal-00003100

9. Nishiyama K., Shimizu Y., Funaki I., et al., Measurements of the electromagnetic emissions from
the MUSES-C ion engine system, Proceedings of the 27" International Electric Propulsion Conference,
15—19 October, 2001, Pasadena, CA. 2001. Paper IEPC-01-112.

10. Tsybin O.Yu., Makarov S.B., Dyubo D.B., et al., An electrically powered ion accelerator with con-
tact ionization for perspective electrically powered thrusters, St. Petersburg Polytechnical State University
Journal. Physics and Mathematics. 13 (2) (2020) 99—115.

11. Penkov M.M., Goncharov P.S., Martynov V.V., Tsybin O.Yu., Elektroraketnyy dvigatel [Electrical-
ly powered spacecraft propulsion]. Pat. No. 2726152, Russian Federation, MPK HO5H 1/54 (2006.01)
FO3H1/00 (2006.01) B64G 1/54 (2006.01). Mozhaisky Military Space Academy is a declarant and paten-
tee. No. 2019140727; declar. 09.12.2019; publ. 09.07.2020. Bull. No. 19.

12. Goncharov P.S., Martynov V.V., Shunevich N.A., Tsybin O.Y., Use of plasma electromagnetic radi-
ation of an electric rocket thruster, Izvestiya Tula State University. (11) (2020) 197—-202.

13. Kawabata Y., Kawakatsu Y., On-board orbit determination using sun sensor and optical navigation
camera for deep-space missions, Transactions of the Japan Society for Aeronautical and Space Sciences.
15(2017) 13—19.

121



4 St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 14 (3) 2021

14. Hufenbach B., Habinc S., Vuilleumier P., Space applications for smart sensors, European Space
Agency, European Space Research and Technology Centre (1999) 9—16. Access mode: http://microelec-
tronics.esa.int/vhdl/doc/Smart Sensor. pdf.

15. Okhonin S., Gureev M., Sallin, D., et al., A dynamic operation of a pin photodiode, Appl. Phys.
Lett. 106 (3) (2015) 031115.

16. Dyubo D.B., Tsybin O.Yu., A novel photodiode in on-board micro receiver in 400—800 nm range,
Proceedings of the First Joint International Conference on Astrophysics for Young Scientists, Peter the
Great St. Petersburg Polytechnic University, Higher School of Applied Physics and Space Technologies
(2017) 53-57.

17. Dyubo D.B., Tsybin O.Yu., The relation of volume and surface effects with a charge barrier height in
a dynamic p—i—n-photodyode, St. Petersburg Polytechnical State University Journal. Physics and Math-
ematics. 11 (2) (2018) 16—25.

Received 15.06.2021, accepted 06.07.2021.

THE AUTHORS

DYUBO Dmitry B.

Peter the Great St. Petersburg Polytechnic University

29 Politechnicheskaya St., St. Petersburg, 195251, Russian Federation
dyubo_db@spbstu.ru

MAKAROY Sergey B.

Peter the Great St. Petersburg Polytechnic University

29 Politechnicheskaya St., St. Petersburg, 195251, Russian Federation
makarov@cee.spbstu.ru vka@mil.ru

KULESHOY Yuri V.

A.F. Mozhaysky Military-Space Academy

13 Zhdanovskaya St., St. Petersburg, 197198, Russian Federation
vka@mil.ru

GONCHAROY Pavel S.

A.F. Mozhaysky Military-Space Academy

13 Zhdanovskaya St., St. Petersburg, 197198, Russian Federation
vka@mil.ru

SHUNEVICH Nikolay A.

A.F. Mozhaysky Military-Space Academy

13 Zhdanovskaya St., St. Petersburg, 197198, Russian Federation
vka@mil.ru

MARTYNOY Viktor V.

A.F. Mozhaysky Military-Space Academy

13 Zhdanovskaya St., St. Petersburg, 197198, Russian Federation
vka@mil.ru

122



4 Physical electronics

TSYBIN Oleg Yu.

Peter the Great St. Petersburg Polytechnic University

29 Politechnicheskaya St., St. Petersburg, 195251, Russian Federation
otsybin@rphf.spbstu.ru

CINMUCOK JIUTEPATYPbI

1. Nauschiitt M., Kiefer B., Kunze F., et al. lon thrusters for electric propulsion: Scientific issues
developing a niche technology into a game changer // Review of Scientific Instruments. 2020. Vol. 91.
No. 6. P.061101.

2. Levchenko 1., Xu S., Mazouffre S., Lev D., Pedrini D., Goebel D., Garrigues L., Taccogna F., Baza-
ka K. Perspectives, frontiers, and new horizons for plasma-based space electric propulsion // Physics of
Plasmas. 2020. Vol. 27. No. 2. P. 020601.

3. Levchenko 1., Bazaka K., Ding Y., et al. Space micropropulsion systems for Cubesats and small sat-
ellites: From proximate targets to furthermost frontiers // Applied Physics Reviews. 2018. Vol. 5. No. 1.
P.011104.

4. Goebel D.M., Katz I. Fundamentals of electric propulsion ion and Hall thrusters. Hoboken, New
Jersey, USA: John Wiley & Sons, 2008. Pp. 1-507.

5. Kurushin A. Basic course of design of microwave devices using CST Studio Suite. Moscow: One-
Book, 2014. 433 p.

6. 1060 J1.B., Ipionn O.10. KoMmmbioTepHast MoIeTh YCKOPUTEIS HOHOB ¢ KOHTAaKTHON MOHM3AINEH
JUUIST 9JIEKTPOPAKETHBIX ABUTaTeIeil KOCMUYECKUX JiIeTaTeJIbHbBIX amnmapaToB // HaydyHo-TexHYecKue Be-
nomoctu CIT6T'TTY. ®usuko-marematuyeckue Hayku. 2020. T. 13. Ne 1. C. 78—91.

7. Holste K., Dietz P., Scharmann S., Keil K., Henning T., Zschitzsch D., Reitemeyer C.M., Batish-
chev O., Martinez-Sanchez M. Use of emission spectroscopy for real-time assessment of relative wall
erosion rate of BHT-200 hall thruster for various regimes of operation // Vacuum. 2010. Vol. 84. No. 9.
Pp. 1085—1091.

8. Ferreira J.L., Souza J.H.C., Rego I.S., Ferreira I.S. Plasma diagnostic and performance of a perma-
nent magnet Hall thruster. 2004. Pexxum goctyna: https://hal.archives-ouvertes.fr/hal-00003100.

9. Nishiyama K., Shimizu Y., Funaki I., Kuninaka H., Toki K. Measurements of the electromagnetic
emissions from the MUSES-C ion engine system // Proceedings of the 27" International Electric Propul-
sion Conference, 15—19 October, 2001, Pasadena, CA. 2001. Paper IEPC-01-112.

10. Ipioun O.10., Makapos C.B., Mw60 /1.b., Kyaemos }O.B., I'onuapos I1.C., MaptsHoB B.B.,
Illynesny H.A. DieKTpocTaTUYeCKMii MOHHBIA YCKOPHUTEIb C KOHTAKTHOW WMOHMW3aIMel i Tep-
CIHEKTUBHBIX 3JIEKTPUUYECKUX paKeTHBIX apurateneil // HayuHo-texHuueckue Bemomoctu CIIOITIY.
®uznko-maTemMaTnaeckue Hayku. 2020. T. 13. Ne 2. C. 99—115.

11. ITennkoB M.M., T'onuyapos I1.C., MapteiHoB B.B., Ilpioun O.F0. DiaekTpopakeTHbIN ABUTATEb.
MMarent 2726152 MIIK HO5H 1/54 (2006.01) FO3H 1/00 (2006.01) B64G 1/54 (2006.01). 3asiBuTe/b 1
mateHToo0Manare h: MenepaibHOE TOCYIapCTBEHHOE OI0MKETHOE BOGHHOE 00pa30BaTeIbHOE YUPEKIC-
HUe BbICIIEro obpaszoBaHus «BoeHHO-KocMudeckast akagemust uMeHn A.D. Moxaiickoro» MuHUCTEP-
ctBa oboponbl Poccuiickoit @eneparu (RU). No 2019140727; 3agsn. 9.12.2019; omy6u. 09.07.2020,
bromn. Ne 19.

12. Tonuapos I1.C., MaptsiHoB B.B., IllyneBuu H.A., Ilpioun O.10. Vcnonb3oBaHue anekTpomar-
HUTHOTO M3JIyYeHMS TIJIa3Mbl SJIEKTPUUECKOTo pakeTHoro nsurateiis // M3Bectus TynbcKoro rocymap-
CTBeHHOTO yHUBepcuTeTa. Texuuuyeckue Hayku. 2020. Ne 11. C. 197-202.

13. Kawabata Y., Kawakatsu Y. On-board orbit determination using sun sensor and optical navigation
camera for deep-space missions // Transactions of the Japan Society for Aeronautical and Space Sciences.
2017. Vol. 15. Pp. 13—19.

123



4 St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 14 (3) 2021

14. Hufenbach B., Habinc S., Vuilleumier P. Space applications for smart sensors // European Space
Agency. European Space Research and Technology Centre. 1999. Pp. 9—16. Pexxum nocrtyma: http://mi-
croelectronics. esa.int/vhdl/doc/ SmartSensor.pdf

15. Okhonin S., Gureev M., Sallin, D., et al. A dynamic operation of a pin photodiode // Applied Phy-
sics Letters. 2015. Vol. 106. No. 3. P. 031115.

16. Dyubo D., Tsybin O.Yu. A novel photodiode in on-board micro receiver in 400—800 nm range //
Proceedings of the First Joint International Conference on Astrophysics for Young Scientists. Peter the
Great St. Petersburg Polytechnic University. Higher school of Applied Physics and Space Technologies.
St. Petersburg, 2017. Pp. 53—57.

17. JTrwo6o J.b., Ipionn O.FO. CBsi3b 00beMHBIX 1 MOBEPXHOCTHBIX 3(PMHEKTOB ¢ BHICOTOI 3apsiio-
BOro Oapnepa B AMHaMHYecKoM p—i—n-doromnone // Hayuno-texuuueckue Bemomoctu CIIOITTY.
dusnko-matemaTnaeckne Hayku. 2018. T. 11. Ne 2. C. 16—-25.

Cmambs nocmynuaa 6 pedaxyuio 15.06.2021, npunsma k nybauxayuu 06.07.2021.

CBEAEHUA Ob ABTOPAX

JIOBO JImurpuii BopucoBua — uncenep Boicuieii unicenepro-gusuueckoil uikonvt Cankm-Ilemepoypeckoeo
noaumexuuueckoeo ynugepcumema Ilempa Beaukoeo, Cankm-Ilemepoype, Poccutickas Pedepayusi.

195251, Poccuiickas @eneparus, r. Cankr-Ilerepoypr, [TonurexHuyeckas yi., 29

dyubo_db@spbstu.ru

MAKAPOB Cepreii BopucoBny — dokmop mexnuueckux Hayk, npogeccop Bvicuieil wikonvt npukaaonoii gu-
3uKu u kocmuyeckux mexronoeuti Canxm-Ilemepoypeckoeo nosumexuuueckoeo ynusepcumema Ilempa Beaukoeo,
2NABHbBII HAYMHbLI cCOMPYOHUK HAY4HOU Aabopamopuu «Kocmuueckue meaeKkoMMYHUKAUUOHHbBIE CUCEMb> MO020
ace ynugepcumema, Cankm-Ilemep6ype, Poccuiickas @edepayus.

195251, Poccmiickas @enepanus, T. Cankr-IletepOypr, [TomTexHndeckas yi., 29

makarov@cee.spbstu.ru

KVJIEHIOB IOpunii BnanumupoBua — doxmop mexnuueckux Hayk, npogeccop, 3amecmumens HA4albHUKA
Boenno-xocmuueckoii axademuu umenu A.D. Moxcaiickoeo no yuebroii u nayunoi pabome Boenno-xocmuueckoi
axademuu umenu A.D. Moocaiickoeo, Cankm-Ilemepoype, Poccuiickas Pedepayusi.

197198, Poccuiickas @enepanus, r. Cankr-IleTepOypr, 2KnaHoBckas yi., 13

vka@mil.ru

T'OHYAPOB Ilasen CepreeBud — kanoudam mexnHuvecKux HayK, HayarvHux 12-eo omdeasa BoenHoeo uncmu-
myma (Hayuro-uccaedosamensckoeo) Boewno-kocmuueckoit axademuu umenu A.D. Moxcaiickoeo, Cankm-Ilemep-
oype, Poccuiickas @edepayus.

197198, Poccuiickasg @enepanus, . Cankr-IleTepOypr, 2KnaHoBckas yi., 13

vka@mil.ru

ITYHEBHNY Huxkonaii AneKCaHaApoOBHY — KaHOUOAm MexXHU4ecKux HayK, Ha4aibHuKk aabopamopuu, cmap-
wuil Hayuusiil compyonux 122-ii aabopamopuu 12-e0 omodena Boennoeo uncmumyma (Hay4Ho-uccaedosamens-
cKk020) Boenno-kocmuueckoii akademuu umenu A.@. Moxcaiickoeo, Cankm-Ilemepoype, Poccuiickas @edepayus.

197198, Poccuiickasg @enepanus, . Cankr-IleTepOypr, 2KnaHoBckas yi., 13

vka@mil.ru

124



4 Physical electronics

MAPTBIHOB Bukrop BacwmiweBma — cmapuwiuii Hayuuoii compyonux 121-i aabopamopuu 12-e0 omoena
Boennoeo uncmumyma (nayuno-uccaedosamensvckoeo) Boenno-kocmuueckoil axkademuu umenu A.D. Moxcaiickoeo,

Cankm-Ilemep6ype, Poccuiickas Pedepauusi.
197198, Poccmiickas @enepamnus, . Cankr-IletepOypr, 2Knanosckas yi., 13
vka@mil.ru

IIbIBH Ouner KOpbeBa — dokmop guzuxo-mamemamu4eckux Hayk, npogeccop Buvicuieli unicenepHo-ghu3su-
ueckoil wikonvt Cankm-IlemepOypeckoeo nosumexnuueckoeo ynusepcumema Ilempa Beauxoeo, Cankm-Ilemepoype,
Poccuiickas Pedepayus.

195251, Poccmiickas @Penepamnus, T. CankT-Iletepoypr, [TomuTexunaeckas yi., 29

otsybin@rphf.spbstu.ru

© CaHkT-MNeTepbyprckuii MoNMTEXHUYECKUI YHUBepcuTeT MeTpa Benukoro, 2021



\

St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 14 (3) 2021

DOI: 10.18721/IPM.14310
UDC 621.373.8

126

A NEW APPROACH TO THE ASSESSMENT OF THE OUTPUT
POWER FOR A HELIUM-NEON GAS LASER WITH DIFFERENT
CROSS-SECTIONAL GEOMETRY OF THE ACTIVE ELEMENT

V.A. Kozhevnikov, V.E. Privalov, A.E. Fotiadi

Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

The proposed study continues a series of articles devoted to design methods for the key energy
parameters of a helium-neon (He-Ne) gas laser. An application of the previously proposed method for
designing the emission power to lasers with the rectangle- and ellipse-shaped cross sections of active
elements has been considered. An idea of effective mode volume was used, a calculation algorithm was
presented, and a procedure reducing unwieldy calculations was put forward. Varying the parameter
values made it possible to get a detailed picture of dependencies of the output laser energy on the
geometrical parameters of objects under study. A comparison of the obtained results permitted to find
optimal laser parameters for maximum output power. The calculation results of the radiation energy
were established to agree well both with those of the laser gain for the given cross sections and those of
the experimental data.

Keywords: helium-neon laser, laser power, tube geometry, rectangular and elliptical cross sections

Citation: Kozhevnikov V.A., Privalov V.E., Fotiadi A.E., A new approach to the assessment of the
output power for a helium-neon gas laser with different cross-sectional geometry of the active ele-
ment, St. Petersburg Polytechnical State University Journal. Physics and Mathematics. 14 (3) (2021)
126—138. DOI: 10.18721/JPM.14310

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/)

HOBbIX NOAXO0A K OLEHKE MOLWWHOCTU U3NTYYEHUSA
rEJIMM-HEOHOBOTO JIA3EPA C PA3J/IUMHOW TEOMETPUEMU
MOMNEPEYHOIO CEYEHUS! AKTUBHOIO D/IEMEHTA

B.A. KoxxeBHuKOB, B.E. lMpueanos, A.JD. ®otuaamu

CaHkT-MeTepbyprckuii NoNUTEXHUYECKUI YHBEpcuTeT MeTpa Bennkoro,
CaHkT-MeTepbypr, Poccuitickas deaepaums

IMpennaraemoe uccienoBaHue MPOMOKAET IIUKII CTaTel, MOCBSIIEHHBIX METOIaM pacyeTa KoJe-
BBIX 2HEPreTUYecKux rnmapamMeTpoB reauii-HeoHoBoro (He-Ne) razopaspsinHoro jasepa. PaccmoTpeHo
MPpUMEHEeHUE TIPEJIOKEHHOTO paHee MEeTO/Ia pacyeTa MOLIHOCTU U3TyYeHMsl K Jlazepam, 001aJalonium
MOMEePEeYHBIMU CEYCHUSIMU aKTUBHOTO 3JIEMEHTA B BUJIE TIPSIMOYTOJIbHMKA U 3jutuIica. Mcroib30BaHO
npezacTaBiaeHue 00 3¢ GhEeKTUBHOM MOIOBOM 00beMe Jiazepa, yKazaH pacueTHbIN aJITOPUTM U TIPETOXKe-
Ha TIpolieypa, CHIKAIoIIas TPOMO3IKOCTh pacueToB. BapbrpoBaHue 3HaYeHWI JIa3epHBIX TapaMeTPOB
TTO3BOJIMJIO MTOJIYYUTh PA3BEPHYTYIO KAPTUHY 3aBUCUMOCTH BBIXOIHOM MOIITHOCTH JIA3€PHOTO U3TYUYEHMS
OT TEOMETPUYECKHUX MapaMeTpoB 00beKTOB. CpaBHEHME MOTYUYEHHBIX PE3YIbTATOB a0 BOBMOXHOCTD
BBISIBUTh ONTUMAaJIbHbIE 3HAYEHUS TTapaMeTPOB JIa3epPOB Il TOCTUKEHUS MaKCUMAaJIbHOW BBIXOIHOM
MOUIHOCTH. YCTaHOBJIEHO, UTO PE3YJIbTAThl PACYETOB MOIIIHOCTU U3JTyYEHUSI XOPOIIIO COTIACYIOTCS KakK €
COOTBETCTBYIOIIMMU Pe3yIbTaTaMU 1Mo KoaddUimeHTaM yCUJIeHUs Ja3epa ISl 3aJJaHHBIX CEYeHUH, TaK
U C 9KCITePUMEHTATbHBIMU JAaHHBIMU.

Krnrouesbie cjioBa: refvii-HEOHOBBIN Jla3ep, MOITHOCTD JIa3€PHOTO U3JIyYEHUS], TEOMETPHUS CEYEHUS
TpyOKU
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Introduction

Elliptical beams (alternatively called Mathieu or Mathieu — Gauss beams) have been the focus
of much attention recently: this is one of four (along with the usual Gaussian, Bessel-Gaussian and
parabolic beams) fundamental families of non-diffracting solutions of the wave equation. This is due
to the potential for their experimental detection and theoretical consideration [1 — 5].

In our previous study [6], we offered a method for estimating the radiation power of a gas-dis-
charge laser with an arbitrary cross-sectional shape of the active element. Let us briefly recall the
essence of this method.

An optical resonator with the curvature radius R of the corresponding equivalent confocal res-
onator has the following form of the electric field magnitude £ of the fundamental Gaussian mode
TEM,, in cylindrical coordinates (r, z, ¢):

2 kr?
E=E, 1+¢&° °xp Re(1+2;2) ’ M
where § = 2z/R , k = 2m/) (the coordinate z is measured from the waist of the Gaussian beam, A is
the laser wavelength); £ is the £ value for § = 1 and r = 0.
The first approximation of perturbation theory assumes the power of induced radiation to be pro-
portional to the product £20N, where 0 is the population inversion of the active medium. The value
of ON satisfies the homogeneous Helmholtz equation in the first approximation.

A(BN)+A*8N =0 )
with a homogeneous boundary condition
8N|. =0, 3)

where I is the cross-sectional boundary of the active element.

The proposed method introduced the concept of effective mode volume (NMV) as a body bound-
ed by a surface where the magnitude of |E]?0N decreases by e times compared to Eg ON, (8N, is the
population inversion on the axis). Introducing this quantity accounts for both the population inver-
sion and the field distribution in the resonator for arbitrary geometry of the active element.

It was suggested in [6] to estimate the output power of laser radiation using the modal volume
NMYV by the following formula:

P= m gE[* SNV, (4)

where ¢ is the corresponding proportionality coefficient.
A three-stage algorithm for finding the laser's radiation power was described for an arbitrary
cross-sectional shape of the active element.
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Step 1. The population inversion dN of the active medium is calculated by solving Egs. (2), (3) for
a given value of the boundary I" (for example, by finding an approximate solution of these equations
(see our earlier study [7]), allowing to obtain solutions with high accuracy preserving a relatively low
computational complexity).

Step 2. The boundary of the effective modal volume (NMYV) is found.

Step 3. Direct integration by Eq. (4).

The method for estimating the radiation power was tested (see [6]) for the case of cylindrical
geometry, and the calculated results it yielded gave excellent agreement with the experimental data.

We considered rectangular and elliptical cross-sections of the active element in this study.

Rectangular cross-section of active element

Let the sides of the rectangle be equal to a and b, with b < a. If we use the method proposed in
[7] for solving the Helmholtz equation with an arbitrary shape of the cross-sectional boundary of the
active element, then, due to symmetry, the solution dN of Egs. (2), (3) in a cylindrical coordinate
system (whose origin is in the center of the rectangle, and the polar axis from which the polar angle ¢
is measured is directed parallel to the larger side) can be represented in the following form:

8N (r,¢)=38N, {JO (Ar)+ ZaZszm (hr)- cos(2m(p)},

where Jm(Xr) are the Bessel functions of order m.
On the other hand, an exact solution of Egs. (2), (3) can be found for a rectangle: it is easy to con-
firm that the function

8N (r,¢) =8N, cos(mnrcos@/a)cos(mmrsing/b)
satisfies homogeneous equation (2) for
kim = (nznz/az) + (m27t2/b2), n=12,.., m=12,...

If we consider the main contribution with n = m = 1, then the following equation can be obtained
to determine the NMYV boundary in polar coordinates:

2
cos(zrcosmj cos(%rsin®j+ln[ 2R, ]+2—L=0, (5)
a

kw?(2) w'(2)
where w(z) = \/(Re + 4z2/Re)/k.

Eq. (5) can be solved numerically with respect to r for each value of the pair (z, @), providing the
equation for the surface r(z, ¢) bounding the NMV.
To be definite, we confine ourselves to a plane-sphere resonator; in this case,

In +1In

12

R =2{d(R-d)} ",

where R is the curvature radius of the spherical mirror, d is the distance between the mirrors.
Then the output power of the laser with a rectangular tube cross section is found by the formula:
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P:@,/d(R —d)J.”. cos(ﬁrcoscp)cos(%rsin(pjx

NMV a

(6)
_n,2
X eXp (L] L dzdordr.

w(2) )w'(2)

We performed calculations by Egs. (5), (6) with different laser parameters. Fig. 1 shows the de-
pendence of the reduced laser power P/a (where the coefficient o is expressed as o = sEg dN, / k) on
the ratio of the rectangle sides (a/b) with the following parameter values:

d=22m;R=10m; b =5 mm;
a varies from 5 to 150 mm; tube length /is 1.2 m;
the active element is located in the center of the resonator.

Given the above laser parameters, the surface r(z, ¢) bounding the NMV is an ellipse with a small
eccentricity. The calculation results show that the eccentricity of this ellipse increases at a fixed z with
an increase in the a/b ratio, and the dimensions of the ellipse increase with an increase in z at a fixed
value of this ratio.

It seemed interesting to compare the output powers of lasers with the same cross-sectional area of
the active element but with different cross sections: circular and rectangular (and, accordingly, with
the same volume given the same tube length). The ouput power for the circular cross section was cal-
culated by the method proposed in [6]; the radius of the circular section 7, = (ab/m)"* and the same
values of d, R and [ were taken for the given sides a and b of the rectangle; EOZESN0 was considered
the same for both lasers. The calculations revealed that the power of the laser with a rectangular cross
section of the active element was approximately 4 — 6% less than that of the laser with a cylindrical
cross section (with the same area).

Notably, our results on estimating the output power of a rectangular laser are in good agreement
with both our calculated data on laser gain [8] and with experimental data. It follows from the results
obtained in [8] that, firstly, the mean cross-sectional gain of a rectangular laser does not depend on
the ratio of the rectangle sides, and, secondly, that it is approximately 6% less than the corresponding
coefficient of a cylindrical laser.

Plo., m?

27.2

27.0—-
26.8—-
26.6—-
26.4—-
26.2—-
26.0—-
25.8—-
25.6—-
25.4—-

25.2 — T 1 T 1
0 5 10 15 20 25 a/b

Fig. 1. Dependence of laser output power P/a (o = o = gE(fSNO / k)
on the ratio of rectangle sides withd=2.2m,R=10m,b=5mm,/=12m
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Analyzing the graph in Fig. 1, we can conclude that if the a/b ratio is increased by 30 times, the
power only increases by approximately 6.5%; moreover, we can assume that the power practically
does not change starting from a/b = 6. The fact that the power of a laser with a rectangular cross sec-
tion is about 4 — 6% less than that of a laser with a cylindrical cross section is in agreement with the
experimental data obtained in [9]. Therefore, we can assume that the method we propose for calcu-
lating the laser output power is correct.

The somewhat unusual ratio between the lengths of the resonator and the active element was cho-
sen because the same lengths were used in the experimental setup in [9]. A question that arises is why
the values of the electron and gas temperatures do not appear in the calculations since they of course
affect the population inversion. However, this is automatically taken into account in the experiment,
as the output power that was measured in [9] includes the population inversion.

Elliptical cross section of active element

Let the semi-axes of the ellipse be equal to @ and b (b < a). To find the exact solution of
homogeneous equation (2) for an ellipse, let us consider it in elliptic coordinates (u, v, z) (their
relationship with the Cartesian coordinates is as follows:

x=p-ch(u)-cosv, y=p-sh(u)-sinv, z=z,
p=const>0, u>0, 0<v<2m.

We represent dN as ON = 6N, f(u, v, z), and find the function f(u, v, z) using the variable separa-
tion method:

f(w.v.z)=0(2) w(u)-g(v).
We then obtain a set of three equations:
¢ d’p/dz* =,
wd*wfdu® + (1’ —c)p’ch(2u) 2 =d,
—g'd’g[dv’ +(3> —c)p’cos(2v) 2=d,

where ¢, d are separation constants.

Denoting g = (\* — c)p?/4, we obtain the canonical form of the Mathieu equation from the third
equation (we adhere to the notations from [10, 11] for introducing Mathieu functions and related
quantities here and below; different authors use different notations):

d’g(v)
dv?

+(d—2qcos(2v))g(v):0, (7)
and the modified Mathieu equation from the second equation:

dzw(u)

2
u

—(d —2gch(2u))w(u)=0. (8)

Let us choose the value u# = 0, that is, the center of the elliptical section, as the origin. The sepa-
ration constant ¢ = 0 if it is independent z (it follows then that ¢ = A*p?/4). Because the problem is
symmetrical, we are interested in a solution periodic with respect to v. It follows from the theory that
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there exists an infinite countable sequence of eigenvalues d = d (g), corresponding to even periodic
solutions (7). Given a real g > 0, these eigenvalues are real, different, and d, <d, <d, ... . The same
as with circular and rectangular cross sections, we consider the fundamental mode with the minimum
value of the parameter A, therefore, the solution (7) that we are concerned with is a Mathieu function
of the form ce (v, ). Eq. (8) is obtained from (7) by substituting v = iu, and the solution we are inter-
ested in is a Mathieu function Ce (u, g). Thus,

f(u,v)=a-Ce(u,q)-ce,(v.q),

where o is the normalization factor (since, by definition, 8N = 8N, f, the function f must be normal-
ized to unity in the center of the cross section).
Let the ellipse have semi-axes a and b, then its equation in Cartesian coordinates has the form

(xZ/a2)+(y2/b2):l,

and the following expressions hold true for its equation u = u in elliptic coordinates:

a=p-ch(u,), b=p-sh(u,),

it follows from here that p = (a> — b*)' (i.e., p is the focal distance),

u, = Arsh(b/p)=1In[ (a+b)/(a—b)]/2.

The following value should then be taken as o

a= l/(CeO(O,q)-ce0 (n/2,q))-

Finally, the solution to the homogeneous Helmholtz equation (2) takes the form
SN =8N, Cey (1,17 (a” =) [4)x

X ceo(v,k2 (a2 —bz)/4)/(CeO(O,k2(a2 —bz))/4)>< 9)
xceo(n/2,k2(a2 —bz)/4).

It follows from homogeneous boundary condition (3) that A must be such that

2 (a? — b
Ceo[%lnaer ( )J—o. (10)

a-b’ 4

The equation for determining the NMYV in elliptical coordinates can be obtained from here:

2(a* = b?
In & +2—M(ch2u-cos2v+
kw?(z) w’(z)

131



4 St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 14 (3) 2021

+ sh’usin? v) —In
Ce, (u k—z(az —bz)j
N4
+ln[ce0 (v,%z(cf _bZ)j}: 0.

Let us rewrite the last equation in cylindrical coordinates to simplify analysis of the NMV shape.
It is known [12] that a one-to-one correspondence between points of the plane Oxy (except for the
semi-axis (—1, c0)) and the region of the plane Ouv (1 >0, 0 <v < 2m) is established by assigning parts
of the hyperbola

1
Q
OQ
VR
o
IR
—_
S
[3%)
o~
(3]
N—
N

+ln{

[xz/(p2 cos’ v)] - [yz/(p2 sin’ v)} =1,

belonging to the I, II, I1I and IV quadrants, the values
v, T—v, T+v, 2n—-v (0<v<7/2).

Then the equation for determining the NMV boundary in cylindrical coordinates (7, ¢, z) takes

the form
1n[kalzez))+2—vf+(zz) 1[@0(0 "z(az—bz)j}
H{ceo[ ) }
(11)
Hn{ceo(v(r,(p) ) H
_1{ ce, {g,%z(az —p )JH =0,
where

2

u(r,q>)=Arsh{[(r2_(az_b2)+((rz_(az_b2)) +
sl ol ) o)
v(r.0)= {[( #(a?=07) (7 + (o 27)) -
(e w)eose) ) ot )] |
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Eq. (11) can be solved numerically with respect to r for each value of the pair (z, @), providing the
equation for the surface r(z, ¢) bounding the NMV.
Next, given that

dv =(a* - b*)(sh’u +sin’ v)dudvdz,

we obtain an expression for estimating the output power of the laser with an elliptical cross-section of
the active element:

P=y [[[ dedviu(a’ —bz)w

NMV(u,v,z) Wz (Z)
x Ce, (u,%(az -b’ )Jceo (V,%(az -b’ )] X

X exp[ (i (_)b )(shzu +cos’ v)] = (12)

=y ”I dzd(prdrw (Z)Ceo( (r ,(p),T(aZ_bZ))x

NMV(r(pz)
}\’2 _2 2
x ce, (v(r,(p),;(az -b* )j . exp[wrz)}

2EZSN,eR,

k- Ce0(0,>:(a2 -b’ )j-ceo [g,}:(az -b’ )]

Calculating the Mathieu functions is cumbersome, and the actual calculation methods are still the
subject of numerous studies (see, for example, [13, 14]). The following series is commonly used to
calculate them:

where y =

o0

ce,(v,q)=_ Ay, (q)cos(2kv) (13)

k=0

(the formula for Ce (u, g) is obtained by substituting v = iu, that is, by replacing the trigonometric
cosine with a hyperbolic one), but the coefficients Afk (q) are not obtained trivially. The Mathieu
functions are found by the following algorithm.

A tabulated set of coefficients for 145 values of ¢ is given in the tables in [15] (notice that the nota-
tions introduced in that study and in our work are related:

be,=d,+2q; s=4q; A-Se, (s,v) ce, (v q) A-De,, (s ( ) A, (q)
We calculated g for the given A, a, b, and found d(q) using the values from [10, 11, 15] (interpola-
tion was introduced for the missing values). Next, we found the coefficients 4, based on the rule: if ¢

is close enough to one of the values in [10, 11, 15], then the coefficients were interpolated, otherwise,
the following recurrence relations were used for the coefficients 4.:
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ddy—qdy =0, (d —4) 4, —q(24, + 4,) =0, ...

14
(d-m’)4,-q(4,,+4,,)=0, m23. (14
Finding the values of d and g, all coefficients 4, in terms of 4 were expressed using Egs. (14).
Next, we used the normalization condition for the Mathieu functions (notably, different authors also
introduce different normalization conditions):

QAT+ A+ A+ A+ =1 (15)

Taking a sufficient number of coefficients 4,, in equality (15) and substituting their expressions in
terms of 4, we obtained a formula for finding 4. Then the coefficients 4, were obtained again from
Egs. (14) and the function ce (v, g) was constructed using the expression for series (13) (Ce (u, q))
was constructed similarly). In addition, we considerably simplified the first step of the algorithm: A
was found with the given a, b using the method in [7], which helped partially avoid the cumbersome
calculations. This value of A was controlled by Eq. (10); this equation was satisfied with good accuracy,
which also goes on to confirm that the method from [7] is correct for finding A. After the functions
ce (v, q) and Ce (u, q) were constructed, it became possible to solve Eq. (11) and then calculate the
output power of the laser with an elliptical cross section of the active element by to Eq. (12).

The calculations were performed with varying laser parameters. As an example, Fig. 2 shows the
results for the following parameters (they are close to those used in the calculations for a laser with a
rectangular cross section described above):

d=22m;R=10m;b=25mm;a=2.75-15.0mm; /=12 m;
the tube is located in the center of the resonator;
the resonator is semi-confocal.

With the given laser parameters, the function r(z, ¢), which is a solution to Eq. (11), is also an
ellipse with a small eccentricity, and the behavior of the dependences is similar to the rectangular
case: the eccentricity increases with an increase in the a/b ratio at a fixed z, and the dimensions of the
ellipse grow with an increase in z with a fixed value of the a/b ratio.

We also compared the output powers of lasers with elliptical and circular cross sections of the
active element with the same area (and the same volume with the same length of the tube): we took

Plo., m*

27.4—-
27.2—-
270
26.8—-
26.6—-
26.4—-

26.2

T T T T T T T T 1

1 2 3 4 5 a/b

Fig. 2. Dependence of laser output power P/o (o = o, = €E, 8N, /k)
on the ratio of the ellipse semi-axes withd =22m,R=10m,»b=2.5mm,/=1.2m
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the radius of the circular section as r, = (ab)"* with the same d, R and [ for the given a and b, and
calculated the output powers by the method outlined in [6], assuming Eg?SN0 to be the same for
both lasers.

The calculated results for the output power of the laser with an elliptical cross section agree with
the calculated results we obtained for the laser gain. The cross-sectional gain of an elliptical laser
was obtained in [7] for the ratio of the semiaxes a/b. The gain of the laser with an elliptical cross
section was found to be somewhat lower than that with a cylindrical cross section, their difference
increasing with an increase in the a/b ratio (recall that an approximate solution was used in [7]).
Elliptical beams (Mathieu or Mathieu-Gauss beams), representing one of the four (along with the
usual Gaussian, Bessel-Gaussian and parabolic beams) fundamental families of non-diffracting
solutions of the wave equation have received much attention lately after they were detected ex-
perimentally and described theoretically [1 — 5]. These beams show potential for application in
laser processing of materials [16]. However, we did not uncover any descriptions of experiments on
measuring the power of gas-discharge lasers with an elliptical cross section of the active element in
the literature.

Conclusion

Thus, we have proposed a new method for calculating the output power of a gas-discharge laser
with an arbitrary cross-section of the active element. Calculations were performed for the radiation
power of a laser with circular (in [6]), rectangular and elliptical cross sections of the active element.
The calculated results of the radiation power are in good agreement with the results of previous calcu-
lations of laser gains and experimental data. Current research is directed to searching for the optimal
shape of the active element cross section with respect to radiation power.
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AJITOPUTM OBPABOTKU AAHHbIX
MACC-CNEKTPOMETPUYECKOIO AHAJIU3A
ONA NEPBUYHOWU AUATHOCTUKU 3ABOJIEBAHUN
MO BblbIXAEMbIM F'A3AM

B.B. MaHownnos, J1.B. Hoeukos, A.I'. Ky3abMuH,
H0.A. TutoB, U.B. 3apyukun

VHCTUTYT aHaIMTUYECKOro NpUMB0POCTPOEHNS POCCMIACKON akaleMmnn Hayk,
CaHkT-lNeTepbypr, Poccuiickas ®eaepaums

B pabote mpemsioxkeH alropuTM o0pabOTKM Macc-CIEKTPOB ra3oB, BbLABIXAEMbIX MAllMEHTAMU.
Macc-crekTpbl perucTpupyroTcs Ha KBaapyrnoibHOM Macc-crnekrpomerpe MC7-200 ¢ ayieKTpOHHOM
MOHM3AIMEN 1 TTPSIMBIM KaTWJIISIPHBIM BBOJIOM TIPOOBI. AJITOPUTM OCHOBAaH Ha TIpeoOpa3oBaHUM Mac-
CHMBa CIIEKTPOB (HE MEHee JECSITU) B IMIPOCTPAHCTBO IJIaBHBIX KOMIOHEHT. BeposTHOCTh 3a00ieBaHus
onpeesisieTcsl 0 eBKIUAO0BY PACCTOSTHUIO KOOPAMHAT MallMeHTa OT LHeHTPOUAbl. TeCTUpoBaHUE alro-
pUTMa TIPOBEICHO Ha JJAHHBIX MacC-CIEKTPOB ra3oB, BbIABIXaEMbIX OOJbHBIMU C OHKOJOTMYECKUMU
3aboneBaHusMuU. [Ipenaraemasi mpoleaypa UMeeT psii TPEUMYILECTB Mepes TPaAuLMOHHBIMU J1Tabo-
paTOPHBIMU METOIAMU; AJITOPUTM HUCTIOJIb3YeT MHOTOMEPHYIO TUIOTHOCTb BEPOSITHOCTH pacIipeieieHust
IMapaMeTPOB BBIABIXaeMbIX F'a30B KOHTPOJIBHBIX TPYIII X TECTUPYEMOTO IMalIMeHTa; ITO3BOJISIET 32 KOPOT-
KO€ BpeMsI COCTaBUTh OOIIYI0 KapTUHY BEPOSTHBIX 3a00IeBaHUIA.
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Introduction

Exhaled breath analysis is becoming increasingly popular in diagnostics [1, 2]. This technique
allows identifying a number of serious diseases, including Alzheimer's disease [3], epilepsy [4], kid-
ney disease |5], cancer [6] and others. The algorithms supporting the devices used for such analysis
are an integral component in this type of diagnostics. Software incorporating the given algorithm
processes the mass spectra of exhaled gases; the composition of gases is measured using a spectrom-
eter with a quadrupole analyzer. The algorithm is tested by measuring the exhaled gases in cancer
patients.

The classical approach to mass spectral analysis involves the so-called initial, or preliminary pro-
cessing of mass spectra; in this case, mass spectral peaks are detected and their parameters (position
on the scale of mass numbers and amplitude, or sometimes area) are assessed. In some cases, initial
processing of mass spectra means that the resolution of the device is improved mathematically by
separating the superimposed spectral lines [7].

Initial data processing is followed by secondary processing. The algorithm for processing mass
spectra described below is run at this stage in offline mode based on the data recorded in computer
memory as line spectra. The software that runs the algorithm yields a preliminary estimate of how
likely it is that the subjects tested belong to the class of patients with a specific disease or to the class
of practically healthy people.

Thus, the algorithm complements the options for classification offered by discriminant and cluster
analysis based on multivariate statistical data. Classification of mass spectra of exhaled gases by the
methods of discriminant and cluster analysis is described in [8].

The main difference between the mass spectra of exhaled gases in patients with diseases from those
in practically healthy people are additional components, for example, with masses of 71, 64, 59 and
55 Da. The presence of these lines in the mass spectrum of the gases exhaled by the examined patient
points towards a high probability of disease. Similar to fingerprints, each mass spectrum of exhaled air
has its own unique profile (an array of peaks with different intensities), so it can be assumed that dif-
ferent profiles of exhalation ‘fingerprints’ can serve as indicators of a certain disease. After a sufficient
amount of such data has been collected, it will be possible to diagnose specific diseases with a very
high efficiency, and either prescribe additional tests or immediately start treating the patient.

Basic assumptions

An array of mass spectral data called the ‘healthy’ group forms a matrix. Peak intensities of the
mass spectra are recorded for all columns of the matrix, except for the first one, at the given mass val-
ues. The first column of the matrix contains the mass spectrum number of exhaled gases of a certain
patient, and each of its rows contains data about the intensity of individual mass spectral lines.

We denote such a matrix as XS = [xij], where i, j are the numbers of subjects (patients) and at-
tributes (mass numbers), respectively, i =1,2,..., I, j =1, 2,..., J; X, is the intensity of the ;™ spectral
component of the " healthy subject.
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Similarly, we produce the matrix [ x J for the mass spectra of exhaled gases in diseased subjects.
Each row of this matrix contains the intensities of individual lines of the corresponding mass spec-
trum. We denote this matrix XI; = xl(J) , where i, j, J have the same meaning but i = 1, 2, ..., [ ;
3 is the intensity of the jth spectral component of the ith diseased subject.

Let us combine the matrices of healthy and diseased subjects, obtaining a common data matrix X

of size (I, + 1) x J:

X =([Xs; X1,]).

We transform this matrix by the algorithm for constructing the space of principal components
(PC) and calculate the score matrix T.

Based on clinical examinations of a large number of diseased and healthy subjects, the obtained
mass spectra are divided into two sets: control and test groups.

Control groups of mass spectra are the data for subjects with a known diagnosis for their disease
and the data for healthy subjects. The situation is different for processing the mass spectra array for the
tested group: it is not known whether they belong to healthy or diseased subjects.

The number of mass spectra the gases exhaled by patients in each of the two groups should be at
least 30. Each mass spectrum obtained for the breath exhaled by a patient from the control group is
represented in the multidimensional space as a point. Such points, collected together from all patients
in the group, form a 'cloud’ of initial data. The closer to the center (centroid) of the cloud is the point
describing the mass spectrum of the breath exhaled by the test patient, the higher the probability that
the patient suffers from the disease corresponding to the control group. If the patient is healthy, the
probability of their disease is estimated by the control group of healthy subjects; the farther from the
center (centroid) of the cloud is the point corresponding to the mass spectrum of the breath exhaled
by the test patient, the higher the probability that the patient suffers from a disease

From a mathematical standpoint, the mass spectra of the gases exhaled by subjects from one group
make up a data space with some known disease. The probability that a tested subject belongs to one of
these groups is estimated sequentially using the formula for the multivariate probability density.

The examination described yields a complete probabilistic picture of the disease in the tested sub-
ject. This allows to quickly develop the approaches to further, more thorough examination and sub-
sequent treatment.

Theoretical description of the algorithm

Let X, be the j™ parameter, in the specific case, the intensity of the spectral line for the data of the
i"™ patient from one of the groups, where i = 1, 2, ..., [and j = 1, 2, ..., J, and an array of / patients
with J recorded spectral lines of exhaled gases is considered. Let us form a matrix of size / x J from
these data. We call this a training matrix and denote it as X. The columns of this matrix are denoted
asX'X—[ . X S X191

The Vector X is a random variable. Suppose that this random variable has a normal distribution
with the expected value X . and the variance G . Matrix elements X form a ‘cloud’ in J dimensional
space. We denote this cloud as G, consisting of I x J points, with the centroid at X . Its coordinates
are expressed as as

X=[X.%,.. %]

The subject considered is diseased (or healthy), if the measured vector of parameters of the air they

exhale takes the form
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X, =[ Xyp Xgpo Xg 5 |

Xw. is the parameter in J dimensional space G, i.e., X, € G. This condition is satisfied if the probability
P that the point X, deviates from the centroid X does not exceed a certain threshold a. This proba-
bility is calculated by constructing a multivariate probability distribution of the event belonging to the
space G, assuming that this distribution obeys the normal law [10]:

P(Xd)=W*exp{—%(Xd—X)T K, (xd—i)},xd G, (1)

where K, is the covariance matrix, K, =E [(X - )_() * (X - )_()T } (E is the symbol for the expected

value); W is the normalizing factor; (...)” is the symbol for matrix transposition.

Obviously, the probability P of this event is equal to unity, if it turns out for the next patient exam-
ined that X, = X . This condition is fulfilled if we assume that W = 1 in Eq. (1). Then the condition
under which the tested patient belongs to the control group takes the form P(X ) < o, where the quan-
tity a is selected by the method of expert assessment.

Notably, calculating the required probability P by Eq. (1) carries considerable computational
difficulties due to a large number of parameters J and correlations between the columns of the
matrix X. To compress data and reduce the dimension of the space G, we introduce the orthogonal
transformation of data into a space of principal components (the principal components analysis,
abbreviated as PCA) [11].

We make a transition to the PC space by generating a new matrix consisting of all rows of the ma-
trix X and the row X . We denote this matrix as XI. In the new coordinate system, we obtain

A4
XI=TP +e=) 1p)+e, )

J=1

where pf are the eigenfunctions of the covariance matrix K,; T is called the score matrix and is
expressed as T = [T, T, ..., T ], its dimension is [ x 4; P7 is called the load matrix, its dimension
is also I x A4; e is the matrix of residuals (noises), its dimension is (/ x J); the column vectors T] G=
=1, 2, ..., A) are called the principal components (4 is the number of principal components).

The magnitude of 4 is much less than the number of variables J. This circumstance means that
almost all primary information about the state of the tested patient is concentrated in the first few
PCs. The last row of the matrix (2), the vector T, are the coordinates of the patient’s parameters in
the PC space:

T, =[ sty o tys |-

The mean values of the columns in the matrix T are equal to zero, and the variance is the vector 62
with the elements is equal to Gi. =A ;» l.e., the eigenvalues of the covariance matrix. The expansion
in PC is characterized by the variance rapidly decreasing by the fourth PC, while the columns of the
matrix T are not correlated, i.e.,

TT

m

’ {O,Withn;tm,

Kj,withnzm.

In view of this, Eq. (1) takes the following form in the new coordinate system:
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and the Euclidean distance from the patient with index d to the centroid of the control group is

equal to
2 2
D(d)=[3 7. )
j=1

Main steps of the algorithm

The algorithm considered can be divided into two stages, training and diagnostics, executed one
after the other.

K matrices X¥ (k= 1, 2, ..., K) are formed at the first stage (training) based on the results of clinical
examination of a large number of patients, where K is the number of subgroups with the information
about the intensity of spectral lines for the exhaled gases corresponding to each type of disease. Notice
that the number of rows /* of each matrix must be greater than the number of columns J*. Training is
performed once, based on the data accumulated on the spectra of gases exhaled by patients (examined
in-clinic).

The spectral components of gases exhaled by the tested patients are measured at the second stage
of the algorithm (diagnostics), and the probability whether they belong to one of the control groups
is calculated in several steps.

Step 1. Use the data on the intensities of the spectral components at the given masses to construct
arow vector X, = {xd,l,xd’z,...,xd’J}.

Step 2. Calculate the matrix XI* = [Xk ;X d] with the size (1 FrixJ* ); the last row in this ma-
trix is the vector X .

Step 3. Calculate the normalized values of this matrix. The normalization factor is the maximum
value of its elements.

Step 4. Calculate the score matrix T* and the eigenvalue vector A* by the algorithm of the PC
method [12]. ’

Step 5. Find the principal components and determine the number 4 (number of principal com-
ponents) of the matrix T* in such a way that G’; = 7»]; < &. We can assume that € = (0.001,..., 0.01)

without loss of reliability. The last row of the matrix G’; = \/E < ¢ are the principal components of
the parameters characterizing the gases exhaled by the examined patient.

Step 6. Calculate the probability P(T* ),k =1,2,...,K, by Eq. (3).

Step 7. Goback to step 2 (k= k + 1) to determine the probability that the examined patient belongs
to another group of possible diseases.

Step 8. Analyze the calculated probabilities P(Tj ) ,k=1,2,...,K, for all K diseases in order to
determine the disease with the highest probability.

Testing the developed algorithm

The gases exhaled by the examined patients were injected into a quadrupole mass spectrometer,
which has a detection range of 1 — 200 Da, mass number resolution of 0.5 Da, and detection time of
up to 15 s for one mass spectrum.
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Fig. 1. Mass spectrum of gases exhaled by the patient with a disease

Exhaled gases were measured in 43 patients diagnosed with cancer'. These patients were divided
into the control group (36 subjects) and the test group (7 subjects). The intensity of the exhaled gas
components of the first test patient, for example, coincided with the centroid of the control group. The
effectiveness of the algorithm was verified with 10 more tested patients> with other types of diseases.
Patients from both test groups were assigned serial numbers: d = (1, 2, ..., 7) and d = (1, 2, ..., 10),
respectively.

The analyzer recorded the mass spectrum of the gases exhaled by each patient in the range from
50 to 100 Da. Examining a large number of patients and subsequently analyzing the obtained data,
we found that the exhaled gases contained spectrum components at masses of 53, ..., 69 Da (12 in
total), which are markers of most diseases. A matrix was constructed from the initial data on the
control group, containing 12 columns; the intensities of the spectral components serving as
markers were located along its rows.

Fig. 1 shows an example for a mass spectrum of the exhaled gases from one of 7 test patients.
The mass of singly charged ions in daltons (Da) is plotted along the horizontal axis. The data on
exhaled gases of the tested patients were selected sequentially and Steps I — 6 of the algorithm were
performed. Apparently, it is sufficient to assume that 4 = 6 in the PC space, since &* = 0. Egs.
(4) and (3) were used to calculate the Euclidean distance to the centroids of the control group and
the probability of diagnosing cancer in each tested patient. These results are given in Table for all
tested patients.

Fig. 2,a shows the space of the first two principal components of the matrix (PC1 and PC2), with
the plotted coordinates of patients in control group 1 (see Table) (o) and seven tested (+) patients. It
follows from the data in Table for this group consisting of 7 people that as the coordinates of the mass
spectrum of exhaled gases move away from the center of the cloud (centroid), the probability of can-
cer in these patients decreases but remains high.

Fig. 2,b shows the coordinates of patients from control group 2 and 10 tested patients in the space
of the first two PCs (PC1 and PC2). As it turned out, all patients (except for the first one) fell outside
the cloud of the control group. It is evident from the data for group 2 given in Table that the
probability of a different type of cancer is negligible for these patients compared to the type of cancer
in group 1 patients.

! Data on exhaled gases for this group were provided by the Almazov National Medical Research Centre, St. Pe-
tersburg.

2 Data on exhaled gases for this group were provided by the N.N. Petrov National Medical Research Center of
Oncology, St. Petersburg.
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Fig. 2. Examination results in the space of principal components (PC1 and PC2)
of the matrix for control groups 1 (a) and 2 (b) (see Table).
The central points (CE) correspond to the Euclidean center, the rest of the points (0) to the coordinates (mass spectral data)
of patients from the corresponding groups. Dashed lines show Euclidean distances to patients (+)
who were assigned numbers

Table
Estimated probabilities of cancer in patients from two control groups
Patient no. Euclidean distance Probability of disease
Group 1
1 0.0116 0.9854
2 0.1076 0.1888
3 0.1499 0.2055
4 0.2044 0.1164
5 0.2554 0.2864
6 0.2892 0.3458
7 0.3247 0.1197
Group 2

1 2.8791 0.0159
4 4.5739 0.0000
3 4.7337 0.0000
2 5.5927 0.0000
5 5.6321 0.0000
8 5.7129 0.0000
9 5.7322 0.0000
6 5.8520 0.0000
10 5.8635 0.0000
7 5.9168 0.0000

Notes. 1. Data for patients from groups I and 2 were obtained from different medical institutions (see footnotes
1 and 2 on page ..., respectively).
2. Patients from group 2 suftered from cancer of a different type compared with patients from group 1.
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Conclusion

The medical diagnostics algorithm that we have developed is based on multivariate probability
density characterizing the parameter distribution of exhaled gases in the control groups and in pa-
tients tested. The algorithm allows to diagnose the most likely diseases for the patient and, if neces-
sary, recommend further tests or treatment. The proposed algorithm and method can also be useful
for screening patients, for example, during annual checkups.

Whether the algorithm is applied effectively depends on the size and reliability of the mass spectral
data array for healthy controls and the diseased group. The data array for the healthy group should
include the data for the detected mass spectra of gases exhaled by the people previously examined by
various medical specialists (with high accuracy). These specialists must confirm that no pathologies
were found at the time of the experiment on mass spectrometric analysis of exhaled gases. For ex-
ample, the data array for the healthy group can be compiled from the mass spectra of exhaled gases
taken from volunteers in military service, or cadets of military schools and academies who have been
thoroughly examined by medical specialists and were found fit for service or training. We have recent-
ly carried out experiments on mass spectrometric analysis of exhaled gases in more than 30 cadets of
S.M. Kirov Military Medical Academy (St. Petersburg), who were thoroughly examined by medical
specialists, making it possible to construct a data array for the healthy group and to refine the test
results given in Table.

The data array for the group with diseases was constructed from a large number of mass spectra col-
lected from patients with a well-established diagnosis, for example, a certain type of cancer. This data
array was compiled in the course of the study but should be expanded by at least two or three times to
improve the reliability of the health decisions made for the patients examined.

The range of capabilities provided by the algorithm can be further extended for processing the data
of the mass spectra collected from the exhaled gases not only for devices with quadrupole analyzers
but also for devices with other types of analyzers: static, time-of-flight, etc. Studies with such devices
can use a system for injecting the sample into the analyzer, similar to the one in our experiments.

The study was performed as part of State Assignment 075-00780-19-02 (registration ID AAAA-A19-11905319-
0069-2)
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AHAJIU3 POXAEHUA (P-ME3OHOB B CTOJIKHOBEHMUAX
NMYYKOB NMPOTOHOB C AAPAMU ATIOMUHUA
U 30JIOTA NMPU SHEPIUAX 200 INB

M.M. MuTtpaHkKoBa, E.B. baHHukos, A.fl. bepaHuKoB,
A.A. bepgHukoe, A.B. [ly6os, [1.0. Kotoe, HO.M. MutpaHkoB

CaHkT-MeTepbyprckmii NONUTEXHNYECKUI YHBEPCUTET MeTpa Benwnkoro,
CaHkT-MeTepbypr, Poccuitckas denepaums

B pabote u3yueHo poxXIeHUE (-ME30HOB B PEJSITUBUCTCKUX CTOJKHOBEHUSIX MyYKOB MTPOTOHOB C
saapamu amtomuHus (p + Al) u 3omota (p + Au) npu sHeprusix 200 [5B, B obsacTt MajbIx OBICTPOT.
HccnenoBaHue nmpoBeneHo ¢ MoMollbio aeteKropHoii cucteMbl «@EHUKC» Ha komnaiinepe RHIC.
C MOMOIIIbIO Pa3IUYHBIX TEOPETUYECKUX MOJENel paccuuTaHbl (DaKTOPhI SAepHO MoauduUKaUd ¢-
ME30HOB B YKa3aHHBIX B3aUMOJICHCTBUSIX MPU YCIOBUSIX, UACHTUYHBIX 3KCIIEPUMEHTaIbHbBIM, TTPOBE-
JIEHO CpaBHEHME PE3YJIbTaTOB. YCTAaHOBJIEHO, UTO y4eT (ha3bl 00pa3oBaHUsl KBAPK-IJIIOOHHOM TMIa3Mbl
(KTTI) npu MopenMpoBaHUHU JAeT XOPOoIllee COrJlache C SKCIIePUMEHTOM ISl B3auMozeicTBUs p + Au
1 He JaeT ero 11 p + Al, 94To MOXeT rOBOPUTh O HEIOCTATOYHOCTH pa3Mepa CUCTEMbI B3aMMOICHCTBUS
nocinenHero mnpu aHepruun 200 I5B nna dopmuposanust KI'TI, a Takske 10CTaTOYHOCTU CO3AaHHBIX MU~

HUMAaJIbHBIX YCJIOBUI 1151 e (hOPMUPOBAHMS B IEPBOM Cllyyae.

KumioueBbie ciioBa: KBapK-TJIIOOHHAs T1a3Ma, 3(GheKT X0J0IHOM saepHoi MaTepuu, (pakTop siiep-

HOI MomuduKaInm
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Introduction

Computations in lattice quantum chromodynamics predict a phase transition of hadron gas into
such a state of matter as quark-gluon plasma (QGP) at a temperature 7= 150 MeV = 10" K (Fig. 1
[1]). QGP is matter consisting of strongly interacting elementary particles, where quarks and gluons
are deconfined and can move like quasi-free particles.

Systematic study of collisions of relativistic nuclei presents a unique opportunity to explore the
phase transition of quantum chromodynamics (QCD) in laboratory conditions. The experimental
program of the PHENIX detector [2] at the Relativistic Heavy lon Collider (RHIC [3]) includes a
wide range of colliding nuclei systems: from basic interactions of proton beams to heavy ion colli-
sions. This allows analyzing different aspects of the conditions necessary to produce QGP.

Experimental signatures of QGP were previously obtained in collisions of such systems as heavy
ions of gold (Au + Au) [4], copper and gold (Cu + Au), with the nuclei accelerated to relativistic en-
ergy 4/Syy = 200 GeV, and with uranium (U + U) nuclei accelerated at m =192 GeV [5]. As for
the dynamics of proton interactions (p + p), it is well described by perturbative QCD [1].

Study of elliptical and triangular fluxes of charged hadrons in small interaction systems, such as
proton beams with gold nuclei (p + Au), deuterium nuclei with gold nuclei (d + Au), helium-3 nuclei
with gold nuclei (*He + Au), made it possible to formulate the hypothesis that the energy density in
such collisions is sufficient for producing hot and dense QGP matter [6, 7]. Further experiments are
necessary to gain deeper insights into the evolution of the system.

Investigations into the peculiarities of light hadron production are widely carried out for studying
the process of QGP generation in the interactions of relativistic nuclei [5].

While there is a wide variety of light hadrons, the ¢ meson holds particular interest [8], since it
contains (anti)strange quarks (s5), its yields are measurable up to large transverse momenta, and it
has a relatively small cross section for hadron interaction, as well as a longer lifetime than that of QGP
(~46 fm/c, compared to ~5 fm/c, where c is the speed of light in vacuum [1]).

Study of light hadron production in interactions of relativistic nuclei makes it possible to observe
various effects of hot (assuming the generation of QGP) [1] and cold (reflecting the initial and final
conditions of interaction) [9] nuclear matter. Phenomena pointing to production of hot and dense
matter include collective effects such as increased strangeness yield [10] and the jet quenching effect
[11]. The effects of cold nuclear matter include the Cronin effect [12], multiple parton scattering [13],
modification of the initial distribution functions of partons in the nucleus [14], etc.

Thus, multiple effects of different nature, indicating either production or absence of QGP, are ca-
pable of influencing the production of the ¢ meson in the interaction of relativistic nuclei. Simulating
the interactions under the conditions matching the experimental ones allows obtaining, via different
theoretical models, the expected influence from hot and cold nuclear matter on the production of
(¢ mesons.

The minimum conditions for QGP production can be understood by interpreting the experimental
data based on comparison with simulation.

The goal of this study consisted in exploring the evolution of collisions of proton beam systems
with aluminum and gold nuclei at an energy 4/s,, = 200 GeV by simulating the ¢ meson production
in such collisions and comparing the simulated results with the experiment.
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hadron gas 7, quark-gluon plasma 2, critical point 3, color superconductivity 4, normal nuclear matter 5.
The dashed line indicates the second-order phase transition

The PYTHIA [15] and AMPT [16] software packages with default parameters were used to sim-
ulate the evolution of the system without the QGP phase. The AMPT model with string melting was
used to consider collective effects (QGP effects).

Measurement method and models used

The experimental datasets used in the analysis were obtained in the PHENIX experiment at RHIC
at M =200 GeVin (p + Al) and (p + Au)-interactions near midrapidity (In| < 0.35). The produc-
tion of @ mesons was considered in the decay channel into two unlike-sign K mesons. The values of
the ¢ meson mass, its mean lifetime, and the probability of decay in a given channel (Br) are listed in
Table [14].

According to Glauber's model [17], the interaction of relativistic nuclei in the absence of collective
effects can be represented as a superposition of elementary nucleon-nucleon interactions. However,
various effects of both hot and cold matter can influence the evolution of a system of colliding nuclei.
For this reason, nuclear modification factors RAB are used to study the collective effects governing
particle production in collisions of ultrarelativistic nuclei [18]. This quantity is calculated as the ra-
tio of invariant hadron yields in A + B collision to the invariant yield of the same hadrons in proton
beam collisions (p + p) at the same energy, normalized to the number of inelastic nucleon-nucleon
collisions (N_ ) in 4 + B system.

The value of Ncoll in Glauber's model is estimated using Monte Carlo simulation.

For deeper analysis of the experimental data obtained, we used the PYTHA and AMPT software
packages to simulate the p + Al and p + Au interactions at M =200 GeV, similar to the interac-
tions carried out experimentally. Lund's model of string fragmentation is widely used to describe the
hadronization process of (p + p) collisions and to perform QCD computations [19].

Table
Main characteristics of @ meson decay
Decay channel Mass, MeV/c? Mean lifetime, fm/c Br, %
¢ — KK 1019.455 + 0.020 46.3+04 48.9+0.5
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The PYTHIA software package was created in 1997 based on this model: its purpose is to simu-
late the interaction of protons at high energies. We used the latest version of the software package,
PYTHIA 8, in our study. However, the computational results related to ¢ meson production in
interactions of proton beams at /s, = 200 GeV deviate from the experimental data [20]. A new
hybrid PYTHIA/Angantyr model was constructed based on PYTHIA to describe the interactions
of heavy (heavier than a proton) relativistic nuclei [21]. The interaction of 4 + B nuclei is described
within the framework of this model as a superposition of elementary nucleon-nucleon interactions
of different types (elastic, diffraction, absorptive).

Nuclear modification factors of the ¢ meson were calculated in this study based on the simulated
interactions in the PYTHIA software package in accordance with the same procedure that was ap-
plied to the experimental data. The values of the nuclear modification factor RAB were calculated as
the ratio of invariant ¢ meson yields in p + Al or p + Au interactions, obtained using the PYTHIA/
Angantyr software package, to similar invariant ¢ meson yields in the interactions of proton beams
at the same energy /s,y = 200 GeV, obtained using the standard PYTHIA 8 package. This ratio is
normalized to the experimental number of inelastic nucleon-nucleon collisions (N _ ) in the p + Al or
p + Au system, respectively. This procedure for calculating the nuclear modification factors elimi-
nates the aforementioned discrepancy between the experimental and the calculated data for invariant
¢ meson yields in proton beam interactions, performed using the PYTHIA 8 package.

Another theoretical model widely used for describing the evolution of relativistic ion collisions
is the Multi-Phase Transport Model (AMPT). The software package based on this model makes it
possible to comprehensively study the process of potential QGP production. The AMPT model with
default parameters describes the evolution of relativistic nuclei interaction without QGP production.
This AMPT model configuration includes the following stages:

initial conditions,

parton cascade accounting for the confined state of quarks and gluons;

transition from parton to hadron matter based on Lund's model of string fragmentation;

hadronic interactions.

The extended configuration of the AMPT software package with string melting accounts for the
production of the QGP phase: the parton cascade is simulated, followed by partons combining into
hadrons by the quark coalescence model [16]. In this case, the nuclear modification factors of the
¢ meson were calculated as the ratio of their invariant yields in the given interactions, obtained using
the AMPT software package, to the experimental value of the similar invariant yield in the interaction
of proton beams (p + p) at the same energy [22], normalized to the experimental number N of ine-
lastic nucleon-nucleon collisions p + Al or p + Au, respectively.

Experimental results and discussion

Fig. 2,a,b compares the nuclear modification factors of ¢ mesons in p + Al and p + Au collisions at
Syv = 200 GeV, obtained in the PHENIX experiment, and nuclear modification factors of ¢ me-
sons in similar interactions, calculated using the PYTHIA software package. Evidently, the nuclear
modification factors of ¢ mesons calculated with the PYTHIA software package are in good agree-
ment with the experimental results in p + Al collisions at M = 200 GeV. However, the values of
RAB calculated using the PYTHIA model turn out to be less than R , obtained in the experiment in
p + Au interactions at M = 200 GeV. Notably, the discrepancy grows with increasing transverse
momentump..

Fig. 2,c,d shows the distributions of the nuclear modification factors R, over transverse momen-
tum, measured for ¢ mesons in (p + Al) and (p + Au)-interactions at the same energy m =
= 200 GeV at the PHENIX experiment using the AMPT software package. The AMPT model with
default parameters describes the experimental results in (p + Al) interactions fairly well, while the
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Fig. 2. Distributions of nuclear modification factors of ¢ mesons over transverse momentum
in (p + Al)- (a,c) and (p + Au)- (b,d) interactions at M =200 GeV,
data obtained experimentally (1), using PYTHIA software package (2), AMPT software package,
configuration with string melting (3) and with default parameters (4).
Bars and boxes correspond to statistical and systematic uncertainties, shaded boxes
on the right correspond to normalized uncertainty

AMPT configuration with string melting yields smaller R , values in (p + Au) interactions. than the
experiments. On the other hand, the values of nuclear modification factors of ¢ mesons calculated
using the AMPT model configuration with string melting exceed the experimental ones in (p + Al)
interactions, but agree well with those in (p + Au) interactions.

Conclusion

We have analyzed the production of ¢ mesons in collisions of proton beams with aluminum and
gold nuclei at \/s,, =200 GeV at midrapidity. The interactions were simulated under the conditions
matching the experimental ones using the PYTHIA and AMPT software packages and comparing the
obtained experimental results with the data of theoretical computations.

The distribution of nuclear modification factors of ¢ mesons in (p + Au) collisions at /s, =
= 200 GeV near midrapidity coincides with the computed results obtained using the AMPT model
with string melting, within the uncertainty, while the nuclear modification factors obtained in the
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PYTHIA and AMPT software packages with default parameters turned out to be smaller than the
experimental values.

Conversely, the distribution of nuclear modification factors of ¢ mesons in (p + Al) collisions at
M = 200 GeV near midrapidity coincides with the computed results obtained using the the
PYTHIA and AMPT software packages with default parameters, with the uncertainty, while the nu-
clear modification factors obtained using the AMPT model with string melting turned out to be larger
than the experimental values.

The result obtained may indicate that the mechanism governing the ¢ meson production at
m = 200 GeV in interactions of proton beams with aluminum nuclei is considerably different
from that in interactions of proton beams with gold nuclei. The minimum conditions (temperature
and baryon density) necessary for QGP production may be achieved in the interactions of proton
beams with gold nuclei at 4/s,, = 200 GeV, while no signatures for QGP production are observed in
the interactions of proton beams with aluminum nuclei at the same energy.

The study was carried out within the framework of State Assignment for Basic Research (code 0784-
2020-0025).
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O METPUKE KOBAPUAHTHOWU TEOPUU TPABUTALLUU
BHYTPU TENIA B PEJIATUBUCTCKOMN OAHOPOAHOU MOAE/IU

C.l. DepocuH

r. Nepmb, MepMckuii kpait, Poccuiickas ®epepaums
sergey.fedosin@gmail.com

B pabGore moka3bIBaeTcsi, UTO CyMMa TEH30POB SHEPTUU-UMITYJIbCa 3JIEKTPOMAarHUTHOTO U Tpa-
BUTALIMOHHOTO TIOJICH, TOJIsI YCKOPEHUI 1 TOJIs NaBJAeHUS BHYTPU HEMOABUXHOTO OJHOPOIHOTO
chepuyeckoro Tejaa odpailaeTcsl B HyJib B paMKax peJIsITUBUCTCKON OTHOPOIHOM Moaeau. DTO 00-
CTOSITEJIBCTBO CYIIECTBEHHO YIIPOIIAeT pellieHre YpaBHEHUS /11 METPUKH B KOBAPUAHTHOM TeOpUHU
rpaButanuu (KTT). BerunciasioTcs: KOMIIOHEHTH METPUYECKOI'0 TeH30pa BHYTPM paccMaTpuBae-
MOTO TeJia, a 3aTeM Ha ero MOBEPXHOCTU OHM «CIIMBAIOTCS» C KOMITOHEHTAMU BHELITHETO METpUye-
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Introduction

In modern physics, the space-time metric of a certain physical system is completely defined by the
corresponding metric tensor. The metric definition is of particular importance in the general theory
of relativity, where the metric describes an action of gravity. In contrast, in the covariant theory of
gravitation (CTG), gravity is an independent physical interaction. In this case, the metric of CTG is
required mainly to describe the additional effects, associated with the interaction of electromagnetic
waves with the gravitational field in the processes of space-time measurements by means of these
waves. Accordingly, the metric form depends significantly on the theory of gravitation used.

Despite the success of the general theory of relativity in describing various gravitational phe-
nomena, the theoretical foundation of this theory is still unsatisfactory. First of all, this is due to
the absence of a generally recognized energy-momentum tensor of the gravitational field itself, the
search for which has continued to this day [1 — 3]. Accordingly, the energy and momentum of a
system becomes ambiguous or not conserved [4 — 6]. Other problems include emerging singulari-
ties, the need to interpret the cosmological constant, dark matter, dark energy, etc. In this regard,
the search for alternatives to the general theory of relativity remains relevant, in particular, among
vector-tensor theories [7 — 9].

The CTG refers to vector theories and has a well-defined energy-momentum tensor of the gravi-
tational field. Outside a fixed spherical body, the metric tensor components within the framework of
CTG were determined in Ref. [10]. Only the gravitational and electromagnetic fields exist outside
the body, therefore only these fields exert their influence on the space-time metric here. Using this
metric, it was possible to calculate the Pioneer effect, which has no explanation in the general theory
of relativity [11]. CTG formulas describing the gravitational time dilation, the gravitational redshift of
the wavelength, the signal delay in the gravitational field, lead to the same results as the general theory
of relativity [12].

Next, we will calculate the metric of CTG inside a spherical body. In the presence of the matter,
we should take into account the pressure field, which we consider in a covariant form as a vector field.
Similarly, the concept of the vector acceleration field [13, 14] is used to calculate the energy and mo-
mentum of the matter, and its contribution into the equation for the metric. It is the representation
of these fields in the form of vector fields that made it possible to find a covariant expression for the
Navier — Stokes equation [15]. In contrast, in the general relativity, the pressure field and the accel-
eration one are almost always considered as simple scalar fields. Consequently, we can assume that
CTG represents the contribution of the fields to the energy and momentum more accurately, as well
as it does to the metric of the system.

In order to simplify the solution of the problem, we will assume that the matter of the body moves
chaotically in the volume of the spherical shape, and it is kept from disruption by gravitation. The
gravitational force in such macroscopic objects, as planets and stars, is so strong that it is sufficient to
form the spherical shapes of them. This force is counteracted by the pressure force in the matter and
the force from the acceleration field. One of the manifestations of the force from the acceleration field
is the centrifugal force arising from that component of the particles’ velocity, which is perpendicu-
lar to the radius-vector of the particles. We can also take into account the electromagnetic field and
the corresponding force, which usually leads to repulsion of the charged matter in case of the excess
charge of one sign. We will also assume that the physical system under consideration is a relativistic
uniform system, in which the mass and charge distributions are similar to each other. This will allow
us to use the expressions found earlier for the potentials and field strengths.
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The need to determine the metric inside the matter arises as a consequence of the fact that the
comparison of expressions for the components of the metric tensor inside and outside the matter
makes it possible to unambiguously determine one of the unknown coefficients in the external metric.
As a result, we obtain a more accurate expression for the CTG metric, suitable for solving more com-
plex problems and considering small gravitational effects.

The equation for the metric

The use of the principle of least action leads to the following equation for the metric in CTG [14]:

Rf—lef=—L(Uf+WaB +B+P}), (1)
4 2ck

where c is the speed of light; & is the constant, which is part of the Lagrangian in the terms with the
scalar curvature R and with the cosmological constant A; RaB is the Ricci tensor with the mixed indi-
ces; 8 is the unit tensor (the Kronecker symbol); U ", W.", B and P” are the stress-energy tensors
of the gravitational, electromagnetic, the acceleration and the pressure ones, respectively.

As was shown in Ref. [16] all the quantities in Eq. (1) should be averaged over the volume of the
system’s typical particles, if Eq. (1) is used to find the metric inside the body. We will further assume
that such averaging has already been carried out in Eq. (1). Another conclusion in Ref. [16] is that,
within the framework of the relativistic uniform model, the scalar curvature inside a stationary body
with the constant relativistically invariant mass density and charge is a certain constant quantity R.
In this case, the relation R =2A holds in CTG, where A is the averaged cosmological constant for
the matter inside the body.

Acting in the same way as we did in Ref. [10], we will use the spherical coordinates

X =ct,x' =r,x* =0, x° =0,
related to the Cartesian coordinates by the relations:
x=rsinBcos@, y=rsinOsing, z=rcos0.

For the static metric, the standard form of the metric tensor of the spherical uniform body is as
follows:

B 0 0 0
3 0 K 0 0 5
gak - 0 O _E 0 H ( )
0 0 0 —Esin’0
i 0 0 0
B
0 —% 0 0
ng = 1 5 (3)
0 0O —— 0
E
0 0 — ,1 >
Esin“ 0
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where B, K, E are the functions of the radial coordinate » only and do not depend on the angular
variables.
And there are four nonzero components of the metric tensor:

gw=B,8,="-K,g,="E, g = —Esin® 6.

By definition, the Christoffel coefficients Fﬁv are expressed in terms of the metric tensor and its
derivatives:

1
P _ B
Fuv_Egy(apgyv+avgyu_aygpv)' (4)

If we denote the derivatives with respect to the radius » by primes, then the nonzero Christoffel
coefficients, expressed in terms of the functions B, K, E in the metric tensors (2) and (3), are equal,
according to Eq. (4), to the following:

B’ B’ K’ E' E’sin’ 0
e —r° -2 r - r! - = r! - r! -z
01 10 2B 00 2K 11 2K 22 2K 33 2K

' )
r,=r;=r)=r; =5 [7, =-sinBcosO, I, =T}, =ctgo.

With the help of coefficients (5) we will calculate the components of the Ricci tensor with the co-
variant indices using the standard formula:

R,=0,;, -0+l —T5r!

[SATAY v©opo uv = of up= av*

This will give four nonzero components:

Bn Brz BrKr BrEr Bn Br2 Eﬂ Erz BrKr KrEr
Ry =—- ——+ s Ry=———t+———+—+ + ,
2K 4BK 4K° 2KE 2B 4B E 2E° 4BK 2KE
~ E" EIKI EIB! (6)

= + ———+1, R, =sin’0OR,,.
2 2K 4K* 4BK 3 2

Eq. (1) contains the components of the Ricci tensor with the mixed indices, which can be found
by multiplying the components of this tensor with the covariant indices by the metric tensor using the
R(f = ROLH gHB formula. By application of components (6) and metric tensor (3), we find:

0 Bn Br2 B!Kr B,E’
Ry = T ool >t )
2BK 4B°K 4BK® 2BKE
. BII Br2 B!Kr E" E!Z KrEvr
R = T PR —— 2 S p2p’
2BK 4B°K 4BK® KE 2KE° 2K°F
R22 — E + BE _ Klzz _l’ R33 :RZZ.

2KE 4BKE 4K°E E

()

Using formulas (6) and (3), we will calculate the scalar curvature as follows:

y B" BrZ B!Kr B!Er 2Eﬂ Er2 K!Evr 2
R=R g" = (®)

= - - + + - - -—.
BK 2B*K 2BK* BKE KE 2KE* KE E
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The field tensors

The stress-energy tensors of the gravitational field [17, 18], the electromagnetic, the acceleration
and the pressure ones [14], located on the right-hand side of the Eq. (1) for the metric, can be ex-
pressed as follows:

2

e
¢ 4nG

1
gHK(_Sngﬁ +26ig6kj®pkq)lcc’

Ko ?

2 9)

K (o3 1 o
WP =g’ g"| -8 g ﬁ+28ﬁg " |F, F

1
B, = 4jm | Oug™ 8™ U s
c’ A 1 A
Paﬁ — 4ncgux _Sagcsﬁ +nggc fux ch'

Here CDW F RO and fH , are the tensors of the gravitational, the electromagnetic, the acceleration
and the pressure fields, respectively; G, g, 1 and ¢ are the gravitational, the electric, the acceleration
and the pressure fields’ constants, respectively.

The stress-energy tensors in Egs. (9) were derived from the principle of the least action under the
assumption that all the physical fields in the system under consideration were described as vector
fields that had their own 4-potentials [13]. Due to the fact that the field tensors have the same form,
it was possible to combine all the fields into a single general field [19, 20].

Let us express the 4-potentials of the fields in terms of the corresponding scalar and vector poten-
tials of these fields:

D, = i, - Dj for the gravitational field,
4, = (2, - A) for the electromagnetic field,
c
9 :
U, = (—, - Uj for the acceleration field,
c

T, = (ﬁ) —H) for the pressure field.
c

The gravitational tensor is defined as the 4-curl of the 4-potential [17]. Similarly, the electromag-
netic tensor, the acceleration tensor and the pressure field tensor [14] are calculated and have the
following form:

®,=V,D -V, D =0,D, -0,D, F, =V, 4 -V, 4,=0,4,-0,4,

10
U, =V,U, ~V,U, =0,U, ~0,U,, fo, =V, —V,n, =0,1, —0,n,. (10)
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In the system under consideration, the vector potentials D, A, U and II of all the fields are close
to zero because of the random motion of the matter’s particles. This is due to the fact that the vector
potentials of individual particles are directed along the particles’ velocities, and therefore they change
each time as a result of interactions.

The global vector potential of each field inside the body is calculated as the vector sum of the corre-
sponding vector potentials of the particles. At each time point, most of the particles in the system have
oppositely directed velocities and vector potentials, so that the vector sum of these potentials tends to
zero on the average. The more particles are present in the system, the more exactly the equality to zero
holds for the global vector potentials of the fields. We will not also take into account the proper vector
potentials of individual particles. As was shown in Ref. [21], the energy of the particles’ motion arises
due to all these potentials, which is approximately equal to their kinetic energy. Thus the inaccuracy,
arising from equating the vector potentials D, A, U and II to zero, does not exceed the inaccuracy in
the case when only the rest energy is taken into account in the system’s energy and the kinetic energy
of the particles is neglected.

As for the scalar field potentials y, @, 9 and ¢, in the static case for a stationary spherical body, they
must depend only on the current radius » and must not depend on either time or angular variables.

Assuming that D = 0 and neglecting the contribution of the vector potential D, in the spherical
coordinates

we find, from tensors (10) and (3), the nonzero components of the gravitational tensor:

Loy 10D, 10y (11)
cor c¢ ot c or

In Eq. (11) the quantity D in the spherical coordinates is the projection of the vector potential on
the radial component of the 4-dimensional coordinate system. In this case, the quantity

v o,
or ot

I' =c®, =

r

is the projection of the gravitational field strength on the radial component of the coordinate system.
The nonzero components of the electromagnetic field tensor, the acceleration one, and the pres-
sure field tensor are obtained similarly to Eq. (11):

10 1 04, 10 103 10U 109
Fm __Eo :___(P___z___(P’ Uy = Uy =R
cor c¢ ot c or cOr c¢ Ot c or
P _lop 1o1, 1dp (12)
o 10 cor c¢ Ot c or

In the Minkowski space-time, the special theory of relativity is valid, so that the potentials and
the field strengths can be calculated exactly. For the case of the relativistic uniform model, the field
strengths, which are part of the field tensors’ components inside a spherical body, in the static case
have the following form [22]:
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Gy c . (r 4nGp,y.r
cD, =— € sin| —,/4r rcos| —\/4n —_— e
01 2 l: ,—47”190 (c NP, j ( NP, j] 3

nr

c’y, r
cF, = Pog© Y 2[\/07s1n(61/4nnp0j—rcos( 1/47tw]p0j:| p03q8Y ,
0

4dne,p,nr 4nnp,

¢y, ¢ | 47t r
Clly, = ch:\/ism ;«/47'”][30 —7COS MT”]PO m;oY ’

r 4nnp,

2
cfo = oc¢ Z“ ¢ sin(lennpoj—rcos( 1/47tnp0j m
nr \/47“190 ¢ 3

(13)

In Egs. (13) v, is the Lorentz factor of the typical particles that are moving at the center of the
body; p, and Pog denote the invariant mass and charge densities of the typical particles, respectively.

These mass and charge densities are obtained in the reference frames, which are comoving with
the particles. It follows from Egs. (10) — (13) that the field tensors inside the body are proportional to
each other:

P = 4mePo Fly. :uﬁzﬁ' (14)

G qu n c

Let us sum up all the stress-energy tensors in formulas (9) and use Eq. (14):
UP+w!+BP+ P’ =

¢’ P2 ( 1
= —G+—2 —4n+o |g"| -8 g +=8" o |u . u
41_[112 47[80p0 n g qg 4 ag pr ko

(15)

As was found in Ref. [23] from the equation of the particles’ motion and in Ref. [24] from the gen-
eralized Poynting theorem, the following condition holds for the sum of the field coefficients inside
the body:

Pog
4me,p;

-G+

~+n+c=0. (16)

Substituting condition (16) into Eq. (15) we find out that the sum of the stress-energy tensors in-
side the body, which is in equilibrium, becomes equal to zero:

Ul+w?+Bl+PF=0. (17)

Relation (17) was also derived in Ref. [24]. Will the result of Eq. (17) change if we consider the
situation in the curved space-time? In the physical system in the form of a spherical body, the space-
time metric is static and depends only on the radial coordinate. Since the vector field potentials are
assumed to be zero, the tensor of each field contains only two nonzero components, which are equal
in the absolute value. Taking into account the metric of the curved space-time leads to the fact that the
tensors’ components of each field in Eq. (13) must be multiplied by the same function Z that depends
on the metric tensor components. Just as the metric tensor components, this function will depend
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only on the radial coordinate. In the flat Minkowski space-time this function must be equal to unity,
Z =1, so that Eq. (13) is satisfied, which does not contain Z function.

Indeed, the equations for calculating the tensors of all the vector fields coincide with each other
in their form, according to Refs. [13, 18, 25], and hence, the field tensors can differ from each other
only by the constant coefficients at constant mass density p, and charge density Po, Therefore, if we
multiply the tensor of each field, found in the Minkowski space-time, by the same function Z, in
order to find this tensor in the curved space-time, relation (14) would not change, and an additional
factor would appear on the right-hand side of Eq. (15). Since condition (16) always holds true, then,
in the system under consideration, the sum of the stress-energy tensors in Egs. (15) and (17) will also
be zero in the curved space-time.

Calculation of the metric inside the body

Eq. (1) for the metric, in view of Eq. (17), is significantly simplified:
B 1 B
R ——R3;=0.
4
Substituting here (7) and (8), we get three equations:

Brr BIZ BrKr BrEr E!I E!Z KrE! 1

—— ~+ - + st+——=+—==0, (18)
2BK 4B°K 4BK 2BKE KE 4KE 2K°E E
BN BrZ B!Kr B’E, E” 3Er2 K/E! 1
—— > + - > St = 0, (19)
2BK 4B°K 4BK 2BKE KE A4KE 2K°E E
BN B!2 B’K! EIZ 1
- > s+—= 0. (20)
2BK 4B°K 4BK 4KE E
Substituting Eq. (20) in Egs. (18) and (19) gives the same equation:
Eﬂ E/Z B!E! KrEv/ Eﬂ E! Br K/
, —_——— =0 (21)

_ — —_ = T = V.
KE 2KE* 2BKE 2K°E E' 2E 2B 2K

If we subtract Eq. (18) from (19), we will get Eq. (21) again. The latter can be easily integrated,
because each term represents the derivative of the natural logarithm of the corresponding function:

E'=C~BKE, (22)

where C| is a certain constant.

We will now use the condition obtained in Ref. [16], according to which the scalar curvature in-
side the body must be a constant value R= C,. With the help of the scalar curvature (8) we obtain an
expression:

B” B!2 BIKI B’E' N 2Eﬂ E!2 KrEv/ 2

- 2. ;T - 2 2o o 2 (23)
BK 2B°K 2BK BKE KE 2KFE K°'E E

The sum of Egs. (23) and (18) gives the following one:
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B” B B!2 _ B!KI + B!EI _&
BK 2B?K 2BK®* BKE 2

Comparing this expression with Eq. (20), we obtain:

E? 1 BE C,

+ =—=,
AKE* E 2BKE 4

12

Next, we will substitute here the value of K = according to Eq. (22):

2
1

E _ 208
E 4+GE-CB (24)
. K
Now we need K from Eq. (22) and the relation % from Eq. (21):
E!Z K! 2Eﬂ BI E!
£ K B E (25)
CBET K E B E
Let us substitute expressions (25) into Eq. (20):
BIE!I B!EI BEI2 2E!2
B" - + — =0. (26)

+
E'  2E 2E* CE’

Egs. (24) and (26) together form a system of two differential equations in the functions B and E.
Direct substitution shows us that the system of these equations has the following solution:

C, 4 Cr
+—2+ > -
r o C23C

Indeed, in the weak gravitational field, when the curved space-time turns into the Minkowski one,
it should be £ = r?, B= K = 1 in the spherical coordinates.

In order to ensure that the function B is not infinitely large at the center at » = 0, the constant
C, must be equal to zero. From the condition B = 1 it follows that C| = 2, and from Eq. (22) we get
the equality BK = 1. In addition, the constant C, must be sufficiently small. As a result, for the metric
tensor components we can write the following:

2
B =g, :1+C;2—;a E=-g, :rz,
1 1 (27)
K:_gll :EZW, g33 =—rzsin29.
1+
12
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The constant C, in expressions (27) represents the value of the scalar curvature, averaged over the
volume of a typical particle, which is constant inside the body, so that R= C,.

In Ref. [16] we found the relation for the value of the cosmological constant A averaged over the
volume of a typical particle:

3
—ckA = Gp0|: e Sin(ﬁw/4ﬂnpoj_mg:|_

a |nfannp, \c

3 2
p Po, €Y. . (a op,C Y,
~ { - sm(—44nn%j—q{%1%@c——&LJL-

ane,a| npgy4nnp,  \¢ n

Expanding the sine by the rule

) X
sinx = x——,

in view of Eq. (16), we find:

_ Gm G
—CkAz— gpo_ mpoyc+p0c2yc+ qprq +qp0q’Yc+pO‘gOC,
a 2a 4ne,a  8mega
5 . (28)
C,=R=2A~—"{p,y, _IMPoYe +p,C’Y, + P, @, + APog Ve +Pof. |5
ck 2a 8ne,a
where £ is the factor,
3
—— (29)
167G
(B is a certain constant of the order of unity);
Gm, . L
Y, =~ £ is the scalar potential of the gravitational field on the surface of the body at r = a;
a
0, = 1 el is the scalar potential of the electric field (a is the radius of the body); m, q,are the
ne,a

gravitational mass and the total charge of the body; y_ is the Lorentz factor of the particles at the
center of the body; @ is the potential of the pressure field at the center of the sphere; the mass
Ana’ 4na’

_ 24 Po and the charge g = % are auxiliary quantities.

In the brackets, on the right-hand side of Eq. (28), there is the sum of the volumetric energy den-
sities of the particles in the scalar field potentials: the first and second terms are from the gravitational
field, the third one is from the acceleration field, the fourth and fifth terms are from the electric field,
and the sixth one is from the pressure field.

The third term is the greatest, it is proportional to the rest energy density of the body. If we take into
account only this term, then, in the first approximation, the constant C, will be equal to

_321Gp,v.B

2
C

C2
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Comparison of the metric tensor components inside and outside the body

At r = a the current radius reaches the surface of the spherical body, and here the internal metric
becomes equal to the external one. It means that we can equate the components of the corresponding
metric tensors at 7 = a. According to Ref. [10], the metric tensor components outside the body in the
covariant theory of gravitation are equal to

A 2
Qoo =1+—+ m’ — 2 ]9 gzzz_rza

—| G
r 16nckr2[ ¢ 4neg,
1

A 2
1_|_73_|_¥2 sz _qib
r l6nckr ¢ 4ng,

Comparison of Egs. (30) and (27) shows that the components g,, and g,, coincide both inside and
outside the body.

Equating g in Egs. (27) and (30) under condition that » = a, taking into account Egs. (28) and
(29), we find the constant 4.

2GB| 1 Gm’y ( 1 q’y
A = mc’y +|m——m — C+lg—— +—+m . 31
3 C4 |: yc ( 2 gj\lla Za q 2 qb (Pa 87[80a SOC ( )

(30)

2 2.2
g, =- , 833 =—F sin” 0.

According to Ref. [22], the gravitational mass m_of the body and the total electric charge ¢, are
determined as follows:

m, = [poy'dV =
&y c (a j (a ] 3nm
= < sin| —./4mn —acos| —./4m ~my,|1- :
n | Jamnp, eV ALY R TP -
32
qb:JPOqY’dV:
=Poqc2yc c Sin(gwj_acos(ﬁwj ~qy.|1- 3nm
e, | JAmmp, ¢ 0 ¢ 0 L 10ae)

Since y_> 0, it turns out that m >m and g, >q.
Now we will substitute Eq. (31) into the expression for g, (see Eq. (30)) and take into account
Eq. (29):

2
Lzl_kGLyCB_i_

8o =~ g oy
“2 i (33)
2GP 1 Gm~y, 1 q°v.
+ my_ +—m - —_—t +— - +—+m .
C4]/' |: Wa 2 g(\lrf Wa) 2(1 q(pa 2qb((p (pa) 87'580(1 Soc
Gm q
In this expression y =— £ and @ =—"2— denote the scalar potentials of the gravitational

4dne,r
and electric fields outside the body, respectively.
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We can also determine the quantities Y and ¢ _more exactly. In Ref. [21] we found the expression
for the square of the particles’ velocities v. at the center of the spherical body; using it we can estimate
the value of the Lorentz factor in Eq. (33):

2 4 22 2
1 V) +3vc 1+ 3nm (1+ 9 }_ 27nm ;714(1+ 9 j -
Zx/ﬁ 200a°c 2\/ﬁ

= ~1+ ~
ve \/1_1,62/02 2¢* 8! 10ac’
According to Ref. [26], the scalar potential of the pressure field at the center of the body is approx-
imately equal to

0.~ 3om ( 1+ 9 J
© 10a\ 2J14)
while the acceleration field constant 1 and the pressure field constant ¢ are given by the formulas

2 2
nzi G_Lz , GZ% G_Lz )
5 4ne,p, 5 4ne,p,

In Eq. (33) we see the complex structure of the metric tensor components, in which additional
terms appear as compared to the Minkowski spacetime metric, where in the spherical coordinates

1
8p=——=L
g
The main addition in Eq. (33) is the term
2Gmy B
Acr

2
and if we take into account Eq. (32), then this addition will become approximately equal to — \l;B .
c

The second important addition includes square brackets in Eq. (33), which, by the order of magni-
tude, determines the energy of the gravitational and electric fields, as well as the pressure one. In these
brackets, we can also use the approximate relation of the masses in expression (32). For the metric
tensor components outside the body all this leads to the following expression:

1 2yB  2GB 1 3nm’y, 1
=——=1- + my,+—m,y+———=+ +— +m . 34
8o z 2 c4r( Vot S MVt — 49, + = 4,0+ mp, (34)

On the right-hand side of Eq. (34), in the round brackets, there are quantities with the dimension
of energy. For large cosmic bodies, the main quantity here is the negative energy associated with grav-
itation. In this case we can see that the third term, containing ¢* in the denominator, is distinguished
by a sign from the second term, containing ¢? in the denominator.

Comparison with the metric of the general theory of relativity

In order to compare with the metric tensor components (30) and (34), we will consider the Reissner
— Nordstrom metric in the spherical coordinates, which describes the static gravitational field around
a charged spherical body in the general theory of relativity. We will use our notation for the field po-
tentials:
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2 G 1 .
g00=1+—\|j+ qb(P, gu:_ﬁ> g22=—l"2, g33=—rzsln29. (35)
r 1+7\|I+M
2 4
C cr

As we can see, the second and third terms in the component g, in the Reissner — Nordstrom
metric (35) differ significantly from the corresponding terms in the component g, in the CTG metric
(34) outside the body. For example, we can see that the metric in Eq. (35) does not reflect the energy
of the pressure field inside the body in any way, whereas in Eq. (34) the energy mg_ is associated with
the pressure field and makes its contribution to the metric. Taking into account Eq. (28), the energy
mg . also defines the metric (27) inside the body.

This difference in the form of the metric is due to the difference in the equations for determining
the metric in both theories. While Eq. (1) is used in CTG, the equation for the metric with the cos-
mological constant A in the general theory of relativity has the following form in the matter with the
stress-energy tensor T’ f :

816G 1. (36)

R —1R85+A5§ =——T
2 c

According to the approach of the general theory of relativity, the action of gravitation must be
described by the metric tensor, and therefore 7' (f does not include the stress-energy tensor of the
gravitational field. There is no matter and no pressure field outside the charged body; only the electro-
magnetic field is left on the right-hand side of Eq. (36), so that we have T aﬁ = Waﬁ. As a rule, the term
with the cosmological constant A in Eq. (36) is neglected due to its smallness, and then the solution
for the metric (35) is obtained.

Since the cosmological constant is taken into account in CTG fully, it turns out that the solution
of Eq. (27) in view of (28) for the CTG metric inside the body and the solution of Eq. (33) outside
the body are more precise and informative than the solution of Eq. (35) in the Reissner — Nordstrom
metric. Moreover, in CTG, the cosmological constant A is not equal to zero and is proportional to
the potentials of all the fields acting inside the body. If in Eq. (28) only the main term with rest energy
density is taken into account, then with the relation (29) we can estimate the value A:

e pogvc N 16716180 Br. (37)

If we substitute here the average mass density of the cosmic space matter of the observable uni-
verse, we shall obtain the value A = 10~ m~2. The smallness of the cosmological constant A inside
cosmic bodies is associated with the large factor (29) in Eq. (37). To this end we recall that the issue of the
cosmological constant in the general theory of relativity has not yet been resolved unambiguously [27],
especially with respect to correlation with vacuum energy. Here it is implied that a very large vacuum
energy makes little contribution to the metric for some reason and to the small cosmological constant.

In CTG, the greater is the mass density in Eq. (37), the larger is A inside the body. However if we
distribute the matter of all cosmic bodies over the space, then the mass density will be very low, which
leads to insignificantly small value A = 10752 m2. We should also pay attention to the fact that the
cosmological constant outside the body is assumed to be zero due to its gauging in CTG [16]. Inside
the bodies, as well as inside the observable universe as some global body;, A has a certain value. In the
approximation of the relativistic uniform body model, A is determined in Eq. (28).

In contrast, in the general theory of relativity, in Eq. (36), the nonzero value of the cosmological
constant outside the body is admitted. The latter follows from the possibility of influence of the zero
vacuum’s energy on the metric through the cosmological constant.
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Summary

In Section 3 we have shown that the sum of the stress-energy tensors of all the four fields inside
the body is zero. With this in mind, the metric tensor components were calculated as functions of
the current radius in Eq. (27). As a result, on the surface of the body at » = a it became possible to
compare the metric inside and outside the body and to determine the unknown coefficient 4, in the
external metric (30).

The metric tensor components g, and g, outside the fixed spherical body in the covariant theo-
ry of gravitation (CTGQG), that were presented in Eq. (30), were specified by us in Egs. (33) and (34).
It turns out that these components are the functions of the scalar potentials of all the fields, so that,
for example, the pressure field inside the body also influences the metric outside the body. How-

ever, the main contribution to the metric is made by the scalar potential of the gravitational field
Gm

g

Y =- . Apparently this is due to the fact that the expression for the scalar potential y includes

the gravitational mass m, that characterizes the source of the field and the gravitation force. At the
same time the relativistic energy is proportional to the inertial mass M, while for an external observer
the mass M is the rest mass and characterizes the system with respect to the forces acting on it. Both
of these masses differ from each other by the mass-energy of the particles’ binding by means of the
fields [26]. As for the electromagnetic field, its contribution is secondary. The body’s charge is only
indirectly included in the rest mass of the body and is not directly included in the gravitational mass.
The electric field potentials vanish in neutral bodies in Eq. (34). Thus, the gravitational field is the
main factor that distinguishes the curved space-time metric from the Minkowski flat one.

Our calculations allowed us to calculate the metric CTG inside the body and to refine the metric
outside the body, but there was one more unknown adjustable coefficient 3 in the metric tensor com-
ponents. Its appearance can be due to the assumption that the coefficient (29) has an exact value, so
that the coefficient B is intended to ensure the correct value of the metric. The value of the coefficient
B can be determined in the gravitational experiments, in which the space-time metric should be taken
into account.
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