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Abstract. In the paper, the temperature dependences of the differential thermal analysis
signal, permittivity, and amplitude of the third harmonic of the (KNO,),_ /Sn_composites have
been studied. It was shown that the temperature of the o — B phase transition decreased by 2
— 3 K in the potassium nitrates being parts of the composites, and the temperature of the y —
a phase transition decreased up to 360 K. This result can be explained within the framework of
the Landau — Ginzburg theory, taking into account the shielding of potassium nitrate particles
by tin metal particles.
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CTABUJIU3ALMUA CETHETO3JIEKTPUYECKOM
®A3bl HUTPATA KAJIUA B KOMIO3UTAX,
COAEPXALLUUX METAJUTUMECKHUE MUKPOYACTULL DI

A. 10. Munuxckuti’, C. B. bapviwHukoG', E. B. CmykoBa?Z
1 BnaroBeLleHCKUI rOCYyAapCTBEHHbIV NeaarorMyecknii yHUBepcuTeT
2 AMYPCKUI rocyaapCTBEHHbIV YHUBEPCUTET
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AnHoTanusa. MccienoBaHbl TeMmIlepaTypHbIe 3aBUCMMOCTH CUTHasa ITUdhepeHINaTbHOTO
TEPMHUYECKOTO aHaJIN3a, TUIJIEKTPUUECKON MTPOHUIIAEMOCTH M aMIUTUTYIbI TPETheil TapMOHUKHU
komno3utoB (KNO,),_ /Sn . [lokazaHo, 4TO y HUTpaTa Kauus B 9TUX COEAUHEHUAX TIPOUCXOIUT
TMOHWKEHUE TeMmepaTypsl dazoBoro mepexona a — f Ha 3 — 2 K, a temmneparypa ¢a3zoBoro
nepexoja y — o MmoHuxkaercs BIIOTh g0 360 K. ITonydyeHHbI pe3ylbTaT MOXHO OOBSICHUTH
B pamkax Teopuu Jlanmay — I'mH30ypra ¢ yuyeToM B3KpaHUpPOBaHMS YAaCTUL HUTpaTa Kajaus
METAJIMYECKUMU YacTULIAMU OJIOBA.

KxiroueBbie cjI0Ba: CETrHETOJICKTPUK, KOMIIO3UT, OUAJICKTPUUYECKAsI IIPOHMUIIAEMOCTb,
(¢a30BbI1 TIEpEXO/,
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) Introduction ) ) ) )
Ferroelectrics are the focus of much attention as materials for producing ultra-high density

non-volatile memory, due to high values of the dielectric constant, their capability to change
the polarization direction and store energy [1]. Research efforts are currently concentrated both
on synthesizing new ferroelectric compounds [2] and improving the polar properties of existing
materials. One of the approaches to modifying the ferroelectric properties of substances is pro-
ducing composites based on them [3—5]. Ferroelectric composites can have different structures
(depending on the nature and compatibility of components), formed in the polar matrix by dif-
ferent particles: polar, non-polar, metal, etc.

A promising ferroelectric for applications in microelectronic devices is potassium nitrate Kno,,
since it has a sufficiently high value of spontaneous polarization P ~ 10 nC/cm?(6]. However,
potassium nitrate has several drawbacks, limiting its applications for these purposes: it does not
have spontaneous polarization at room temperature, and the polar phase of this compound is sta-
ble only in a narrow temperature range, under cooling from 397 to ~373 K [6]. Numerous studies
have been dedicated to attempts to expand the temperature range where the ferroelectric phase
of KNO, exists to room temperature [7—10]. Thin films [7], composites [8] and nanocomposites
[9,10] were prepared from potassium nitrate. An expansion of the domain where the polar phase
exists in KNO, was detected in all of these studies.

This paper reports on the study of thermal and dielectric properties of (KNO,),_ /Sn_compos-
ites (x =0, 0.10 and 0.20), obtained upon mixing of potassium nitrate powder and tin microbeads
with a size of 20—38 pum.

Samples and experimental procedure

Potassium nitrate KNO, is in paraelectric state under standard conditions and has the space
group Pmcn [6]. This phase is customarily denoted by o. As potassium nitrate is heated to 401 K,
a structural phase transition occurs to another, paraelectric B-phase, which has the R3m structure.
Upon subsequent cooling from 453 K, phase I is transformed into an intermediate, ferroelectric
y-phase with the three-dimensional R3m symmetry, and, finally, this y-phase is transformed into
the a-phase near 373K. Spontaneous polarization P, of the y-phase is approximately 1—2 uC/cm?
at 393 K [6]. It was established in [11] that the temperature range for stability of the polar state
in potassium nitrate depends on the thermal history and cooling rate.

The (KNO,),_/Sn_(KNO,),_ /Sn_composites were prepared from chemically pure KNO,
and Sn microbeads 20—38 pm in size. Potassium nitrate powder was mixed with Sn microbeads
indifferent ratios (x=0.1 and 0.2 (x is the volume fraction)) in an agate mortar for 10minutes.
Next, the samples were pressed from the obtained powder into disks with a thickness of 1
mm and a radius of 5 mm under 7500 kg/cm?. Fig. 1 shows a micrograph of the sample pre-
pared from a mixture of potassium nitrate powder and tin microbeads with a volume fraction
of x =0.2.

Indium-gallium paste was applied to the samples as electrodes to measure the
electrophysical characteristics.

The temperature dependences of dielectric permittivity ¢’ were obtained with an E7-25 meter.
Nonlinear dielectric measurements of (KNO,),_ /Sn_composites were carried out with the setup
described in [12]. The electric field strength in the sample was about 100 V/mm during the tem-
perature measurements of the coefficient y, = U, /U, The temperature was determined with an
accuracy up to 0.1 K using a Chromel/Alumel thermocouple and a TS-6621 thermometer.

© Mwmnckuit A. 1O., BapeimnukoB C. B., Crykosa E. B., 2022. Uznarens: Cankr-IlerepOyprckuii moJMTeXHUUECKUI
yHuBepcuteT Ilerpa Benukoro.
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TM-1000_3037 2022.01.11 D19 x100 1 mm

Fig. 1. SEM micrograph of (KNO,),./Sn , mixture

Differential thermal analysis (DTA) was conducted for the((KNO,),_ /Sn_samples using a
Linseis STA PT 1600 simultaneous thermal analyzer (Linseis, USA), enabling combined gravi-
metry and DTA.

Measurements of the quantities ¢’ and y, were carried out in the temperature range from 300
to 453 K at a rate of 2 K/min. The maximum heating temperature of 453 K is chosen because the
ferroelectric phase is not formed in bulk potassium nitrate heated to lower temperatures.

Experimental results

Fig. 2 shows the &'(T) dependences for (KNO,),_ /Sn_(x = 0, 0.10, 0.20) composites obtained
under heating and cooling. A sharp increase in the &'(7) dependence is observed in pure KNO,
(x = 0) under heating to 401—410 K, induced by the o — B phase transition. An additional step is
detected in the curve upon cooling, suggesting that an intermediate ferroelectric y-phase emerges [6].

The &'(T) dependences for (KNO,),_ /Sn_(x = 0.10, 0.20) composites are strongly smeared
(see Fig. 2). Thea — P phase transition between 1 and 2 K is the same as the phase transition
in pure potassium nitrate. Upon cooling, the ¢'(7) curve obtained during heating starts coincid-
ing with the corresponding curve obtained during cooling at lower temperatures than for pure
potassium nitrate. This indirectly points to a decrease in the temperature of the y — o structural
transition. Aside from this, the values of dielectric permittivity ¢’ increase with increasing volume
fraction of tin microparticles.

\}

€
35 4

30 -

25 -

20

320 340 360 380 400 420 T, K

Fig. 2. Temperature dependences of ¢'(7) for the (KNO,),_ /Sn_composite for different values of x:
0 (1), 0.1 (2), 0.2 (3); shaded symbols correspond to heating, empty symbols to cooling
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According to DTA for pure KNO, (Fig. 3), one phase transition is observed in the heating
mode: B — o around 407 K. Two phase transitions detected during cooling: the first one, a — v,
is observed at about 394 K, and the second one, y — B, at about 371 K, which corresponds to the
data known from the literature [6].

Measurements of the DTA signal in(KNQO,),_ /Sn_composites (see Fig. 3) indicate the pres-
ence of one phase transition during heating at 406 and 405 K for x = 0.10 and 0.20 respectively.
The temperatures of the a — vy transition during cooling are 392 and 391 K, and temperatures of
the y — P transition are 368 and 361 K for x = 0.10 and 0.20, respectively.

To determine the boundaries within which the ferroelectric phase exists in (KNO,),_ /Sn_
(x =0, 0.10, 0.20) samples, we examined the temperature dependence of the third harmonic
coefﬁ01ent Y,,- An increase in the third harmonic coefficient y, was observed under cooling for
(KNO,),_/Sn_samples in the temperature ranges of 397— 373 K 394—362 K and 394—353 K
(Fig. 4)

U, nv

320 340 360 380 400 420 T, K

Fig. 3. Temperature dependences of DTA signal
for (KNO,),_ /Sn_composite for x = 0 (m), 0.1 (A) and 0.2 (e);
shaded symbols correspond to heating, empty symbols to cooling

0.007 4
0.006 -
0.005 1
0.004 1
0.003 -
0.002 -

0.001 1

0.000

T T T T T 1
320 340 360 380 400 420 T, K

Fig. 4. Temperature dependences of vy, for the (KNO,) _ /Sn_composite for x = 0 (m),
0.1 (A) and 0.2 (e); shaded symbols correspond to heating, empty symbols to cooling
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Results and discussion

To interpret the results obtained, in particular, the decrease in
the Curie temperature of  potassium  nitrate, which is  part of  the
(KNO,),_ /Sn_composite, let us consider an array of particles located at a certain distance from
each other. We write the free energy F of the composite as the sum of the energy of KNO, par-
ticles and the interaction energy between KNO, and Sn particles:

F=Z(F;,-+%aez+§ﬁe“+%6<ve>2>jdv,-+ZjAFs,.dS,, W
i i S;

where P is the polarization of KNO, particles, which is a function of temperature and coordinates;

a, B, 8 are the decomposition coefficients, generally dependent on temperature; v, S, are the vol-

ume and surface areas of the ith particle, respectively; AF, is the surface free energy.
Integration of surface free energy over the area S, takes the form

Y [AFdS, =[0,dS, +[ ¢S, + [ wdN,,
i S, S; S,

i

where o, is the surface tension, ¢,is the electrical potential, §,is the surface charge density, p, is
the chemical potential, N is the number of particles.

The first term in expression (1) takes into account the so-called baric effect. It can manifest
as either an increase or a decrease in the temperature of the structural transition, depending on
the sign of the baric coefficient and the ratio of thermal expansion coefficients characterizing the
composite components. The second term accounts for the energy from shielding of KNO, par-
ticles by Sn metal particles. The third term accounts for the energy of the electric field resulting
from different electron work functions from KNO, and from Sn metal particles.

The phase boundaries in(KNO,),_ /Sn_have a large surface, making a substantial contribution
to the composite energy and to a decrease in the effective field of KNO,particles. This can lead to
a change in the Curie temperature and spontaneous polarization. According to Landau—Ginsburg
theory, the change in the Curie temperature accounting for AF, is expressed as

fo-1.-L [ AFas.

0 A4S

The greatest contribution to the temperature shift of the ferroelectric phase transition can be
made by shielding fields, inducing a rearrangement in the domain structure and production of
oppositely oriented domains.

As established in [13, 14], the presence of free charge carriers in ferroelectrics tends tomodify
the dielectric properties, Curie temperature, spontaneous polarization, etc. It was reported in [14]
that the additional energy generated by excitation of non-equilibrium charge carriers leads to a
decrease in the temperature of ferroelectric phase transition by AT :

AT,=AE Cn/nP?,

where AEg is the variation in the bandgap width upon a first-order phase transition, is the Curie—
Weiss constant.

Conclusion

We can conclude from analysis of dielectric measurements and differential thermal analy-
sis that a decrease by 2—3 K is observed in the temperature of the a — B phase transition in
(KNO,),_ /Sn_composites, while the temperature of the phase transition y — o decreases up to
360 K. The result can be explained within the Landau-Ginsburg theory, taking into account the
shielding of potassium nitrate particles by tin metal particles.
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with embedded ferroelectric NaNO, and nanocomposite identical to that but having a TiO,-
modified pore surface, have been studied over a temperature range 300 — 450 K (on cooling)
and frequency one 0.1 — 3-10° Hz. X-ray spectroscopy of the samples exhibited that NaNO,
was in the ferroelectric phase in both composites and the percentage of crystalline NaNO,
increased in the pores of the modified one. An increase in permittivity and conductivity was
observed in the TiO,-modified nanocomposite. Two relaxation processes were identified and
their nature was established. The charge polarization at the interfaces was found to make the
main contribution to the dielectric response of the both nanocomposites. The DC-conductivity
of both composites was estimated and its activation energies were determined. An activation
energy change observed in a vicinity of 400 K was attributed to the phase transition to the
low-temperature phase of NaNO,. The possibility to control the properties of nanocomposites
through modifying the interfaces was shown.

Keywords: nanocomposite, ferroelectric, sodium nitrate, titanium oxide, porous glass,
dielectric spectroscopy

Funding: The reported study was funded by Russian Science Foundation (Russian
Federation), DST (Republic of India) & NRF (Republic of South Africa) within the framework
of the Scientific Project No. 19-52-80019 BRICS.

Citation: Molokov A. Yu., Sysoeva A. A., Naberezhnov A. A., Koroleva E. Yu., Effect
of interface modification by titanium dioxide on dielectric properties of sodium nitrite
nanocomposite based on porous glass, St. Petersburg State Polytechnical University Journal.
Physics and Mathematics. 15 (3) (2022) 17—27. DOI: https://doi.org/10.18721/IPM. 15302

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.
org/licenses/by-nc/4.0/)

© Molokov A. Yu., Sysoeva A. A., Naberezhnov A. A., Koroleva E. Yu., 2022. Published by Peter the Great St. Petersburg

Polytechnic University.

17



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2022. Vol. 15. No. 3 >
I

HayuyHas cTaTbs
YOK 538.956
DOI: https://doi.org/10.18721/IPM.15302

BJIMAHUE MOAUDPUKALIUU UHTEPDEUCA AAMOKCUAOM TUTAHA
HA OUDNNIEKTPUYECKUE CBOMCTBA HAHOKOMMO3UTA
HA OCHOBE NOPUCTOIO CTEKJIA C HUTPUTOM HATPUA
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Annoranuga. McciaemoBaHBI IMAJCKTPUUECKME CBOWMCTBA M CTPYKTypa MCXOTHOTO
HAaHOKOMIIO3MTa Ha OCHOBE IIOPUCTOro crekyia ¢ BHeapeHHeM NaNO, m Takoro xe
HAHOKOMIIO3UTa, HO C IIOBEPXHOCTbIO IOP, MOIM(MULIMPOBAHHON OUOKCHIOM THUTaHA
(Temnepartyphblii quanazod — 300 — 450 K, yactorabiii — 0,1 — 3-10° I'tr), mpu oxJiaxkaeHUMN.
CTpyKTypHBIE HCCIENOBaHMs IMOKa3aau, 4TO B oboux kommosutax NaNO, Haxoourcs B
cerHerosjiekTpuyeckoit dase. [1pu MoguduUKauy MOBEPXHOCTU MPOLIEHT KPUCTAJIMUECKOTO
NaNO, B nopax BozpacTaeT. B MOaMPUUMPOBAHHOM KOMIIO3UTE HAOMIOIAETCS YBETMYEHME
IUBJICKTPUYECKOM  MPOHMIIAEMOCTH W IIPOBOAMMOCTH.  MumeHTmduIupoBaHB  OBa
peJaKCALMOHHBIX MpPOLIECCa M YCTAHOBJIEHA MX IPUpoAa. YCTAaHOBJIEHO, YTO OCHOBHOI1
BKJaA B muanekrpuueckuil oTkauk HKM BHocHMT 3apsimoBasi NOJISIpM3aliMsl Ha TpaHMLAX
paznena. OlieHeHa MPOBOAMMOCTb Ha IOCTOSHHOM TOKE 00OMX KOMIIO3UTOB U OIIPEACJ/ICHBI
COOTBETCTBYIOIIME 3HEPrUM aKTUBalLMM. M3MeHeHUEe SHEepPruu akTUBallMM, HabJogaemMoe
B paitone 400 K, cBaszaHo ¢ (a3oBbIM MepexoqoM B HM3KoTeMIepaTypHyio dasy NaNO,.
IToxazaHa BO3MOXHOCTB YIIpaBJICHUS CBOMCTBAMM HAaHOKOMITO3UTOB 4Yepe3 MOAM(PUKAIINIO
nHTepdeiica.

KioueBbie ciioBa: HaAHOKOMITIO3UT, CETHETODJICKTPUK, HUTPUT HATPUA, IMOPUCTOE CTEKIIO,
OKCHA TUTAaHa, JUIJICKTPHUUYCCKAA CIICKTPOCKOIIUA

®unancupoBanmne: VcciaenoBaHue BBIIOJHEHO IpW (uHaAHCOBOI momaepxkke PDODOU
(Poccniickast ®enpepaums), DST (Pecnyonuka WMummsg) m NRF  (FOxHO-AdpukaHckas
Pecny6iuka) B pamkax HayyHoro mpoekta 80019-52-19 bPUKC.

Ccpuika aist mutupoBanus: MosokoB A. 0., CeicoeBa A. A., HabepexxHoB A. A., Kopoiesa
E. 10. Bausinue momuduxkauumm wuHTepdeiica AMOKCUIOM TUTAHA Ha AUIJIEKTpUYECKUE
CBOIICTBAa HAaHOKOMITIO3UTAa Ha OCHOBE ITOPMCTOIO CTEKJIa ¢ HUTpUTOM Hatpus // HayuHo-
texunuyeckne BegoMocTu CIIGITIY. dusnko-marematnueckme Haykum. 2022. T. 15. Ne 3. C.
17—27. DOI: https://doi.org/10.18721/ JPM.15302

CraTbsl OTKPBITOrO n0cCTyIa, pacnpoctpaHseMas no jguueHuu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

Nanocomposite materials (NCM) based on nanoporous matrices with embedded ferroelectrics
are of undoubted interest due to broad prospects for practical applications in novel approaches
in electronics, information storage devices, applied medicine and biology, etc. It is known that
the dimensional effect can fundamentally change the physical properties of materials, especially
when the characteristic sizes of the nanoparticles become comparable to the correlation length of
critical fluctuations in the order parameter. There are various methods for preparing NCM; one
of them is embedding substances into nanoporous glasses (referred to as porous glasses, or PG).

© MonokoB A. 0., CeicoeBa A. A., HaGepexnoB A. A., Koponesa E. 10., 2022. Wznarens: Canxkr-IletepOyprckuit
rnosiMTexHuueckuit yuusepcuret [letpa Benukoro.
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The advantages of PG is that modifying the parameters of pure (non-porous) alkali borosilicate
glass allows to obtain matrices with different mean pore parameters, controllable from 3 nm to
approximately 300—400 nm [1, 2].

At the same time, aside from the dimensional effect, the properties of NCM are signifi-
cantly affected by the presence of the interface between the matrix and the embedded material.
Modifications to the interface can also be used to tailor the overall macroscopic properties of the
NCM; this approach has been adopted in several studies [3—5].

Sodium nitrite (NaNO,) is a model ferroelectric, whose macroscopic properties and phase
transitions have been thoroughly analyzed [6, 7]. This compound has an orthorhombic structure
at room temperature (space group Im2m) with the parameters of the crystal cell a = 3.55 E,
b = 5.56 E and ¢ = 5.37 E [8]. Sodium nitrite passes into the high-temperature orthorhombic
phase Immm above 438 K [9]. The dielectric properties of sodium nitrite in porous glass with
a mean pore diameter of 7(1) nm (PG7 + NaNO, system) were considered in [10 — 12]. The
authors observed an exponential increase in the dielectric response at low measuring frequencies
with increasing temperature, and the presence of frequency dispersion. In this case, not only the
phase transition temperature decreased to 427 K, but the type of phase transition (PS) changed
[12, 13]. One of the possible reasons for this major change in the physical properties of sodium
nitrite embedded in PG7 may be the influence of the interface between the matrix and the
embedded material, so modifying the surface of the pores (channels) in porous glass should be
expected to produce a change in the overall properties of the NCM. We used titanium dioxide
TiO, wetting the surface of the porous glass to modify the interface in our study.

Our goal was to establish the effect that modifying the interface between the matrix and
the embedded material with titanium dioxide has on the dielectric properties of the PG6 +
NaNO, nanocomposite.

Samples and experimental procedure

The following group of samples was considered:

porous glass with an average pore diameter of 6(1) nm (PGo6);

porous glass with titanium dioxide (PG6 + TiO,);

sodium nitrite in porous glass (PG6 + NaNO,);

sodium nitrite in porous glass with titanium dioxide (PG6 + TiO, + NaNO,).

Porous PG6 glasses were prepared by etching borosilicate glasses. The diameter of the pores
obtained was determined via mercury porometry. The pure porous glass was held in a 20% solu-
tion of tetraisopropylortitanate TifOCH(CH,),], (TTIP) in isopropanol for a day at 60 °C. This
PG6 glass was then hydrolyzed in air at room temperature. Annealing was carried out at 450 'C
for 4 hours. The measurements indicate that the degree of filling with titanium oxide was 11%
of the pore volume. To embed sodium nitrite, porous glass samples were placed in a saturated
aqueous solution of NaNO, at 130 ‘C until the water evaporated completely. The degree of filling
with sodium nitrite in both samples was 59% of the pore volume.

10 4

——PG6 + TiO,+ NaNO,
— — PG6 + NaNO,

Intensity, a. u.

5 10 15 20 25 30 35 40 45
20, deg

Fig. 1. Experimental X-ray patterns for PG6 + NaNO,,
PG6 + TiO, + NaNO, and unfilled PG6 samples at room temperature
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The finished samples were rectangular plates measuring 8.0 x 5.0 x 0.6 mm. Dielectric studies
were carried out depositing gold electrodes about 80 nm thick with a 4 nm thick chromium sub-
layer (for better adhesion) onto the surface of the samples.

The dielectric response was measured with a Novocontrol BDS 80 wideband dielectric spec-
trometer (Germany) in the frequency range of 0.1—3.0-10° Hz and in the temperature range of
300—440 K under cooling at a rate of 1 K/min after preheating to 440 K. The phase state of
NaNO, the NCM prepared was determined after the first heating-cooling cycle via analysis of
PG6 + NaNO, and PG6 + TiO, + NaNO, NCM structures with a Oxford Diffraction SuperNova
X-ray diffractometer (USA) at a wavelength A = 0.70926 E (Mo K radiation) in the range
of angles 20 = 5°—43° at room temperature. Measurements were carried out in transmission
geometry, the illuminated area of the samples and their thickness was the same in all cases. The
contribution of the background from amorphous silica SiO, comprising the framework joints was
determined from the XRD pattern from the empty framework.

Experimental results and discussion

Fig. 1 shows the XRD patterns for three models (unfilled PG6, PG6 + TiO, + NaNO, and
PG6 + NaNO,). The XRD pattern for PG6 + TiO, (not shown in Fig. 1) does not contain any
elastic peaks corresponding to the titanium oxide structure; moreover, the XRD patterns for the
PG6 and PG6 + TiO,samples are almost identical. A broad peak is observed in the vicinity of
the angle 20 =~ 10°, associated with scattering by the amorphous material of the SiO, framework.
Fig. 1 shows that the diffraction spectra are similar for NCM with sodium nitrite but the integral
intensities of the peaks differ significantly.

The phase state of sodium nitrite in NCM was determined by subtracting the background from
scattering by the amorphous framework from the spectra of PG6 + NaNO, and PG6 + TiO, +
NaNO, samples; the data were then compared with the model spectrum for bulk sodium nitrite
at this wavelength (Fig. 2).

4.5
4.0

3.5 — =PG6 + NaNO,
——PG6 + TiO, + NaNO,

—— model NaNO,

3.0
25
2.0
1.5

Intensity, a. u.

1.0
053
00 X

0.5

T - - T 1
10 20 30 40

20, deg

Fig. 2. Comparison of XRD patterns from Fig. 1, subtracting the background
from the framework (amorphous SiO,), with the model spectrum of bulk NaNO,
at room temperature (vertical bars indicate the positions of elastic Bragg peaks)

Due to a number of considerations, we did not conduct a detailed quantitative analysis for the
crystalline structure of these NCM, but comparing the data presented with the model spectrum
for bulk material allows to draw some conclusions about the phase state of sodium nitrite in the
framework pores.

As seen from Fig. 2, the spectrum of the PG6 + NaNO, sample contains all the main peaks
characteristic for the low-temperature orthorombic phase of sodium nitrite, which is even more
pronounced in the corresponding spectrum for the sample with titanium dioxide. In addition, the
integral intensity of the peaks significantly increased when sodium nitrite was embedded into the
titanium dioxide glass, even though both PG6-based NCM had the same degree of filling with
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sodium nitrite. This result can be associated with an increase in the fraction of the crystalline
phase in the pores upon crystallization of sodium nitrite in porous glass with titanium dioxide.
The remaining sodium nitrite is most likely in an amorphous state. The presence of a signifi-
cant fraction of the amorphous phase, along with the crystalline phase in the NCM based on
porous glasses, is unsurprising, since it was observed earlier for nanocomposites with embedded
selenium [14] and low-melting+point metals [15].

Fig. 3 shows the temperature dependences of dielectric permittivity ¢’ (left) and conductivity
o' (right) at frequencies of 1 kHz and 0.1 Hz during cooling. Comparing these dependences, we
can conclude that adding titanium dioxide increases the magnitudes of ¢’ and o> in these glasses
throughout the temperature range considered. The o’ values in glass with TiO, increase by almost
an order of magnitude, compared to PG6 at low frequencies. Unfortunately, it was not possible
to measure ¢’ in the entire temperature range in empty porous glass at high frequencies. It is clear
from the given temperature dependences of ¢’ for PG6 and PG6+TiO, that titanium dioxide
increases the conductivity of the porous matrix.

a) b)
{ . )
€ Jo1Hz o', S/cmi 0.1 Hz
107 {—=—PG6 —4+— PG6+NaNO, 10°{ —=—PG6 —*— PG6+Ti0,+NaNO,

—— PG6+Ti0, —*— PG6+TiO,+NaNO, 1074 —— PG6+TiO,
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Fig. 3. Temperature dependences of dielectric permittivity &' (a, c)
and conductivity ¢’ (b, d) for PG6, PG6 + TiO,, PG6 + NaNO,
and PG6 + TiO,+ NaNO,NCM at 0.1 Hz (a, b) and 1 kHz (¢, d)
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Fig. 4. Frequency dependences of dielectric permittivity ¢’ (a)
and dielectric losses &” (b) for PG6 + NaNO, and PG6 + TiO, + NaNO, samples at 400 K
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In the next step, we analyzed the behavior of dielectric response in composites with
embedded sodium nitrite. Comparing the behavior of the curves related to the temperature
dependences of ¢ and o' for these nanocomposites, we can see that the level of ¢ and ¢’
values in the NCM with TiO, is higher than for the samples without it both at low (0.1 Hz)
and high (1 kHz) frequencies in the entire measured temperature range. The ¢ and ¢’ values
of the PG6 + TiO, + NaNO, composite at high temperatures (above 400 K) are an order
of magnitude greater than those of PG6 + NaNO,. The difference in &’ values is small at
low temperatures (near room temperature). This behavior of the dielectric response in NCM
with titanium dioxide confirms our assumption based on the results of structural studies
that the percentage of crystalline sodium nitrite is higher in PG6 + TiO, + NaNO, than in
PG6 + NaNO, samples.

The respective frequency dependences were obtained and investigated to analyze the physical
nature of the dielectric response. These dependences at 400 K are shown in Fig. 4.

Notably, no rigorous theory has been formulated this far for describing the relaxation contri-
butions other than from Debye relaxation [16, 17], so empirical distributions are used to analyze
the results, characterizing the dispersion dependences for a large number of substances sufficiently
well. Expression (1) is used as a model function; consisting of the following terms: the sum of the
empirical Cole—Cole functions, describing relaxation processes, the term from the contribution
of phonon modes, and the term responsible for DC conductivity:

Agj IO pc

g(w=¢, +Y.

J

(M

. b
I+ (@iot,)" g

where Ac is the dielectric strength of the relaxation process, t is the mean relaxation time, a is
the exponent characterizing the broadening of the spectrum relative to Debye behavior, ¢_is the
contribution of phonon modes and electron polarization, o is the angular frequency, ¢, is the
dielectric constant of vacuum, o is the DC conductivity.

The dispersion curves can be described by expression (1), if we first carry out nonlinear
approximation of the frequency dependences of the dielectric permittivity and dielectric losses.
Approximation was performed by the Levenberg—Marquardt algorithm [18]. The curves of the
¢’ and ¢’ dependences were simultaneously fitted, allowing to significantly reduce the error. Two
relaxation processes were detected in the frequency and temperature ranges considered. The con-
tribution of DC conductivity was found, consequently yielding the temperature dependences for
the parameters of relaxation processes, A¢ and t (Fig. 5).
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Fig. 5. Temperature dependences for dielectric strength of the relaxation process As (a)
and the characteristic values of mean relaxation time t (b) for two relaxation processes
(denoted by subscripts 1 and 2) for PG6 + NaNO, and PG6 + TiO, + NaNO, samples

22



4 Condensed Matter Physics >

The main contribution to the dielectric response of both composites is made by the quantity
Ag,, and this contribution increases with increasing temperature. The characteristic relaxation
times of this process for both composites are equal to about a second, and their temperature
dependences are almost identical throughout the temperature region considered. This confirms
that these processes are equivalent, even though the strength of the process is higher in modified
NCM than in the one not modified with TiO, (this may be due to a higher percentage of the
crystalline phase of sodium nitrite in the given NCM). We associate this process with charge
polarization at the grain (nanoparticle) boundaries of sodium nitrite.

The magnitude of Ae, is virtually independent of temperature in modified NCM. The
process is somewhat weaker in unmodified NCM, and its value of Aec decreases within the
same order of magnitude with increasing temperature. Relaxation times vary from 1072 s
(at 350 K) to 107¢ s (at 450 K) for unmodified NCM and from 1073to 1077 s for the NCM
modified with TiO,. Such values and temperature behavior observed for the parameters of
the relaxation process allow to relate ot to hopping conductivity of sodium ions, which has
already been detected earlier in the PG7 + NaNO, NCM [19, 20]. This process is faster by
an order of magnitude faster in the NCM with a modified surface, i.e. it can be assumed that
modification of the pore surface with titanium dioxide facilitates the hoping conductivity of
sodium ions. The dependences of relaxation time for the second type of processes exhibit a
thermally activated behavior in both NCM. Two regions with different activation energies
(with a change in the slope of the curves) can be detected for each dependence near 400 K,
which may be due to a PT to the low-temperature phase of sodium nitrite, shifting in tem-
perature due to the size effect.

Estimates of DC conductivity in both NMCs were also obtained by fitting the experimen-
tal data using Eq. (1). The temperature dependences of conductivity for PG6 + NaNO, and
PG6 + TiO, + NaNO, samples are shown in Fig. 6 in Arrhenius coordinates. Modifying the
surface with titanium dioxide produces an increases in the DC conductivity of the NCM by an
order of magnitudein the entire temperature range considered. The conductivity has a thermally
activated nature; two regions with different activation energies can be observed on each curve,
while the change in activation energy is observed at about 400 K. This correlates well with the
data obtained for relaxation times. The activation energy of the composite containing TiO,turns
out to be somewhat lower, i.e., the modification of the surface seems to facilitate the hopping
conductivity of sodium ions.

455 435 417 400 385 370 357 I, K
S, S/cm T T T T T T

PG6+NaNO,
o PG6+TiO,+NaNO,

1091 ™ 1.05(1)eV

10% 5
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Fig. 6. Dependences of DC conductivity on inverse temperature
(the corresponding values of T are given on the upper scale)
for PG6 + NaNO, and PG6 + TiO, + NaNO, samples. Straight lines correspond
to Arrhenius approximations (the corresponding activation energies are also given)
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Conclusion

We have investigated the electrical and structural properties of nanocomposite materials based
on pure porous glasses with an average pore diameter of 6(1) nm, porous glasses with the pores
modified with titanium dioxide and filled with a ferroelectric (sodium nitrite). Structural studies
revealed a crystalline phase of sodium nitrite in the samples (no peaks from TiO, were detected),
so there is reason to believe that TiO, is in amorphous state. It was established from XRD pat-
terns that the integral intensity of the diffraction peaks is significantly higher for the PG6 + TiO,
+ NaNO, sample than for PG6 + NaNO,. This suggests an increase in the percentage of sodium
nitrite crystalline phase in the pores of modified NCM, compared to the content of this phase in
the NCM without titanium dioxide.

We have found an increase in the dielectric permittivity and conductivity of the modified
NCM compared to the unmodified sample. The dielectric response of both composites was ana-
lyzed, with two relaxation processes observed in the selected temperature and frequency ranges.
Evidently, the main contribution to the dielectric response of NCM is made by a relaxation
process associated with charge polarization at grain (nanoparticle) boundaries, and this relaxation
process is more pronounced in the NCM with titanium dioxide, due to increased volume of
crystalline sodium nitrite in NCM pores. We attributed the second relaxation process to hopping
conductivity of sodium ions along the channels. This process is as intense in the NCM containing
TiO, but it proceeds much faster, pointing to a possible increase in the number of conduction
channels and/or a decrease in the hopping length due to modification of the pore surface with
titanium dioxide.

Thus, it is confirmed that modifying the surface allows to control the dielectric properties of
nanocomposite materials based on porous matrices.
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Abstract. In the paper, the results of RANS calculations of turbulent convection in silicon
melt, obtained using several eddy-viscosity turbulence models, have been compared with
previously published ILES eddy-resolving calculation data for similar conditions. A turbulence
model was chosen for its subsequent problem-oriented modification with the algebraic
introduction of factors that could produce the required anisotropy of the Reynolds stress
tensor and the turbulent heat flux vector including in the Reynolds-averaged equations of
momentum and energy. As applied to the problems of calculating the convection in crystal
growth furnace crucibles using the Czochralski method, it was shown the expediency of taking
either the one-equation k-model or the two-equation k-¢ model as the initial RANS-model
for modification.
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Annoramua. B pabGore comnocraBisiiorcst pe3yabraThl RANS-pacueToB TYypOyJIEeHTHOI
KOHBEKIIMM B pacIljlaBe KPEMHMSI, MOJYYEHHbIE 110 HECKOJbKUM MOAEISIM TYpOYJEeHTHOCTHU C
M30TPOMHOMN BS3KOCTBIO, C paHee OIMyOJMKOBaHHBIMM JaHHBIMU Buxpepaspernatomux [LES-
BBIUMCJIEHUI [JIs1 aHAJOTMYHBIX YyCJIOBUM. BbiOupaeTcss Moaesb TypOYJeHTHOCTU JISI €€
MocIenyIolIeit mpoodJIeMHO-OPUEHTUPOBAHHON MOAM(PUKALIMU C aJreOpandyecKuM BBeICHHEM
(akTOpOB, KOTOPHIE MOTYT MPOAYLUHMPOBATh HYXKHYIO aHU3O0TPOITMIO TeH30pa PeilHOIbICOBBIX
HampsDKeHUH M BEKTOpa TYpOYJIEHTHOIO TEIJIOBOTO IIOTOKA, BXONSIIMX B OCPEIHCHHBIC
no PeiiHonbacy ypaBHeHMsI NBMXKEeHUSI M SHepruu. I[lokazaHo, 4YTO TPUMEHUTENbHO K
3aJayaM pacueTa KOHBEKIIMM B THUIJISIX YCTAaHOBOK, II€ KCIIOJB3YIOT MeToa YoxpaabCcKoro,
1ejaecoodpa3Ho B3SATb A MoaupuKauuu JubO OAaHOIapaMeTpUUecKylo k-Mojesb, Jubo
JIByXTIapaMeTpUUEcKyto k-¢ Mozesib B KauecTBe ucxonHoii RANS-monenm.
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Introduction

The Czochralski method is one of the main techniques for producing semiconductor silicon
crystals, widely used in the electronics industry [1—3]. High-quality can be achieved in single
crystals by controlling the mass transfer of impurities in the melt that are assimilated into the
crystal during the growth process. As a rule, the flow of silicon melt is turbulent, which is due
to the growing conditions even for crystals with a relatively small diameter (10 cm) in laboratory
systems. The presence of turbulent structures with different sizes in crucibles for industrial growth
of crystals of 20—30 cm in diameter makes it difficult to control the concentration of impurities;
it can also trigger a transition from monocrystalline to polycrystalline growth [4]. Experimental
studies into turbulent flow of silicon melt are hindered by both high temperatures of the processes
and the requirements imposed on the precision of the equipment used to measure turbulent fluc-
tuations. In view of this, numerical modeling seems to be the most promising method for studying
turbulent flow and the processes of heat and mass transfer in silicon melt.

The most accurate method for computations of turbulent flows is direct numerical simulation
(DNS), aimed at resolving all spatio-temporal scales of turbulence without resorting to additional
hypotheses to close equations [2, 3]. However, this method requires significant computational
resources, making it impossible to use in practical engineering calculations. The most popular
and relatively economical approach is based on Reynolds-averaged Navier—Stokes equations
(RANS), allowing, in particular, to perform computations in an axisymmetric formulation.

© bopucos 1. B., Kanaes B. B., 2022. Uznatens: Cankr-IleTepOyprckuit monutexHudeckuii yausepcutet [lerpa Benukoro.
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The k-¢ turbulence model was adopted in [5] to numerically study the effect of crucible rota-
tion on heat transfer in silicon melt based on the RANS approach. The computational results
showed a general qualitative agreement with the experimental data. The computations in [6] were
performed using a low-Reynolds-number k-¢ model, finding, in particular, enhanced heat and
mass transfer with an increase in the crucible rotation rate. Similar results could not be achieved
with previous computations assuming laminar convection, which did not involve any turbulence
model. The computed distributions for the melt temperature and the interface shape also yielded
good agreement with the experimental data. Three turbulence models were tested in [7] to cal-
culate turbulent convection in the melt: the ‘standard’ k-¢ model using near-wall functions; the
two-layer k-¢ model combined with the one-equation model near solid boundaries; the Launder—
Jones low-Reynolds-number k-¢ model [8]. An apparent advantage detected for the third model
was that it could to produce solutions close to laminar ones for weakened turbulence. Turbulent
characteristics of silicon melt in an idealized cylindrical crucible were considered in [9] using
the unsteady RANS (URANS) approach in a three-dimensional formulation. The computations
adopted the Launder—Sharma k-¢ model [10], as well as Menter’s k-o SST model [11, 12]. These
URANS computations confirm the advantage of the SST model, providing the best resolution of
the flow structure and near-wall temperature gradients, as well as generating more intense flow
on the free surface of the melt.

Numerical modeling of silicon melt convection in industrial crucibles (by the Czochralski
method) based on axisymmetric RANS formulation met with moderate success. However, a
number of important characteristics of heat and mass transfer in the melt could not be repro-
duced within this approach. For example, to correctly model the thermal stresses and point
defects in the crystal volume, it is necessary to accurately predict the shape of the crystallization
front, which largely depends on the flow structure and heat transfer in the melt. For instance,
the experimental and calculated curvatures of the interfaces obtained in [13—16] in simulations
of heat transfer in the melt by the RANS approach differed by 2—3 times. The key reason for
this discrepancy for crystals with a diameter of 100 mm is that RANS computations predict
strong downward flow in the vicinity of the crucible’s symmetry axis, which is not observed
experimentally [17]. Modifications were introduced in [16] to the RANS turbulence model
to more accurately predict the shape of the crystallization front in simulations of the growth
processes for crystals 300 mm in diameter, produced by the Czochralski method. However, the
authors specify that these modifications were introduced to artificially overcome the particular
deficiency of the RANS turbulence model in the region below the crystal rather than improve
the model itself.

Another important characteristic of convection in the silicon melt that affects the properties
and quality of the crystal is the oxygen concentration in the melt. The results obtained in early
attempts to use the RANS turbulence model to predict the level of oxygen concentration in a wide
range of parameters controlling the operation of a Czochralski furnace were inconsistent with the
experimental data [6, 18].

Most RANS models are based on the Boussinesq hypothesis assuming isotropic turbulent
viscosity, and on the standard gradient diffusion hypothesis (SGDH) closing Reynolds-averaged
equations for transport of temperature.

We investigated the local applicability of the Boussinesq and SGDH hypotheses to simulations
of the Reynolds stress tensor and the turbulent heat flux vector in silicon melt in our previous
study [19]. For this purpose, we used a specialized technique to process and analyze the results
of computations based on the implicit eddy-resolving method (ILES). Furthermore, it was found
that the strong anisotropy of the Reynolds stress tensor in the vicinity of the crucible wall, the crys-
tallization interface and free surface of the melt is not reproduced by the Boussinesq hypothesis;
the latter was exclusively designed to describe shear stresses. In addition, pronounced anisotropy
of turbulent heat transfer near the free surface is also not described within the SGDH hypothesis.

The main objectives of this study are formulated as follows:

compare the results of RANS computations of turbulent convection in silicon melt, obtained
by several turbulence models with isotropic viscosity, with the data obtained based on the ILES
approach, published earlier in [19];

select RANS turbulence models for subsequent modification with adjustments introduced
based on the data from ILES computations.
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The results of RANS computations of conjugate heat transfer presented in this paper were
obtained with the Flow Module software package, which is part of the CGSim code developed
by the STR Group for simulation of heat and mass transfer during crystal growth by various
methods [20].

We used the following low-Reynolds-number turbulence models: Wolfshtein k-model [21];
Chien k-¢ model [22]; Menter k-o SST model [11, 12].

Using the Flow Module and ANSYS Fluent packages for the Menter model, we also conducted
cross-verification for a simplified problem, simulating turbulent convection in the melt only.

Mathematical model

Numerical modeling for growing silicon crystals by the Czochralski method includes turbu-
lent convection and heat transfer in the melt and in inert gas (argon) circulated above the melt.
Thermal conductivity is computed in quartz and graphite crucibles, as well as in silicon single
crystal. The mathematical model based on the RANS approach incorporates steady-state equa-
tions for mass, momentum and temperature balance:

V-(pll)=0, (1)
V-(paa):—V;+V-<t—pu'u’)+(p—p0)g, ()
t:u(Vﬁ+(Vﬁ)T)—§u(V-ﬁ)E, A3)
V-(pe,uT)=V-(AVT —pc,u'T’), )

p(T ) , for melt or solid region

| oMt 5
P=l Ao , for gas, (%)
RT

4

Here p, p,, kg/m?, are the local and steady-state densities, respectively; u, m/s, is the velocity
vector; p, p,, Pa, are the local pressure and the gas pressure in the furnace, respectively; g is the
gravitational acceleration; t is the viscous stress tensor, E is the unit tensor; p, Pa-s, is the dynamic
viscosity; ¢ , J/(kg-K), is the specific heat capacity at constant pressure; 7, K, is the temperature,
x, W/ (m~KD), is the thermal conductivity; M, amu, is the molecular weight; Rg, J/(kmol-K), is the
universal gas constant.

The overbar denotes Reynolds averaging of the quantity, the prime corresponds to a fluc-
tuating component; u'u’ and u'7” denote the Reynolds stress tensor and the turbulent heat flux
vector, respectively.

Turbulent transport of momentum and heat is simulated assuming turbulent eddy viscosity
and SGDH:

uu = %kE —v, (VE+(VE)T —%(V-E)Ej; (6)
u'’T = —;—;Vi 7)

t

where v, m?/s, is the kinematic turbulent viscosity, determined in accordance with the turbulence
model; Pr, is the turbulent Prandtl number.

System of equations (1)—(5) is complemented with one or two equations for transport: turbu-
lent kinetic energy k£, m?/s?2 (for all models used), dissipation rate &, m?/s* (for Chien’s model) and
specific dissipation rate o, 1/s (for Menter’s model).
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According to the Wolfshtein and Chien models, turbulent viscosity is determined as follows:

k2
v =l (®)

where Cp is the empirical constant, fu is the damping function.
According to Menter’s SST model, turbulent viscosity is determined as

v ©
' max(al(o, SF,) ’

where g, is the model constant; S, 1/s, is the magnitude of the strain rate tensor, F, is the model
function introduced in [11].

Computational tools

Computations of turbulent heat transfer in the melt were carried out in the two-dimensional/
axisymmetrical configuration of the Flow Module package. The finite volume method was used
to discretize system of equations (1)—(5). The discretized equations were solved by the SIMPLEC
algorithm. The convective terms of heat flux and velocity components were approximated by the
QUICK scheme, and the turbulent kinetic energy and specific dissipation were computed using a
first-order upwind scheme. Diffusion fluxes were computed with second-order accuracy.

A two-dimensional/axisymmetric version of the ANSYS Fluent software package was also used
in benchmark computations for the simplified model problem presented below. The SIMPLEC
algorithm was used to solve the discretized equations, the convective terms in the equations for
velocity components and temperature were treated by the QUICK scheme, the convective terms
in the equations for £ and o were computed by a first-order upwind scheme.

Model problem

The computational domain of the model problem only covered the region of the melt (Fig. 1).
The crucible radius R, = 170 mm, the crystal radius R = 50 mm, the melt height # = 97 mm.

The following boundary conditions were imposed: no slip on the crucible wall and the crys-
tallization front; zero shear stress on the free surface of the melt; temperature dependence on the
radius-to-depth ratio of the melt, obtained from the experimental values [17]. The crystallization
front was taken at a constant temperature equal to the melting point of silicon; the free surface
was considered adiabatic.

The properties of liquid silicon used in the computations are given in Table 1. The model prob-
lem was solved without accounting for the Marangoni effect. The rotational speeds of the crucible
wall o_and the crystal wall ® amounted to 5 and 20 rpm, respectively (see Fig. 1).

= w,

Fig. 1. Computational domain (right) and mesh (left) of the model problem:
AB is the melt/crystal interface; BC, CD are the melt/gas (free) and melt/crucible interfaces;
DA is the axis of symmetry; R, R are the melt and crystal radii, respectively; H is the melt height;
o,, o are the angular velocities of crucible and crystal rotation, respectively
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The computational mesh contained about 72,000 cells, the size of the first near-surface cell
was about 0.12 mm, the size of the cell in the volume was about 1.8 mm. The dimensionless
coordinate y* in the first near-wall cell did not exceed unity.

Fig. 2 shows a comparison of the radial temperature distributions, velocity components and turbulent
viscosity for melt depths of 1 and 3 cm, obtained using Flow Module and ANSYS Fluent. Evidently,
the results obtained in both packages are in good agreement. Small differences can be observed in the
distributions of the axial and radial velocity components in the vicinity of the symmetry axis, which
can be due to different approximations of the terms inversely proportional to the radial coordinate; the
terms appear in the equation for balance of momentum written in cylindrical coordinates.

Table 1
Parameter values of liquid silicon used in the computations
Parameter Notation Unit Value
Density p kg/m’ 3,194-0.3701-T
Equilibrium density P, kg/m? 2,570
Thermal conductivity A W/(m-K) 66.5
Heat capacity c, J/(kg-K) 915
Dynamic viscosity v Pa-s 810+
Melting temperature T K 1,685
Marangoni coefficient 0c/0T N/(m-K) —1-10*
Emissivity factor €. — 0.3

Note. The data given in the last two rows will be used below.
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Fig. 2. Comparison of radial temperature distributions (a); axial (b), radial (c), circumferential (d)
velocity components, and turbulent viscosity (e¢) computed at different melt depths:
1 cm (Z, 3) and 3 cm (2, 4), using ANSYS Fluent (/, 2) and Flow Module (3, 4)
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Fig. 3 compares the heat flux density distributions along the crucible wall obtained with the
Flow Module and ANSYS Fluent packages. The difference between the distributions increases as
it approaches the symmetry axis, which may due to the differences in the flow structure. Despite
the slight discrepancy between the results obtained by both codes, we can conclude that the
Menter model is implemented correctly in the Flow Module package.

100

w
o

Surface heat flux, kW/m?
o

1

o 2
T S T (T T SR TR ST

0 30 60 90

Angle, degrees

Fig. 3. Heat flux density distributions along the crucible
obtained with ANSYS Fluent (/) and Flow Module (2)

Statement of the conjugate problem
The computational domain of the conjugate problem, formulated based on the data for the
EKZ-1300 system [23], includes the melt, the crystal, the quartz and graphite crucibles, as well as a
part of the gas region above the melt. The scheme of the computational domain is shown in Fig. 4.
The crucible radius R, = 170 mm, the crystal radius R = 50 mm, the melt height # = 97 mm.
The following boundary conditions are imposed: no slip at the melt/crucible and melt/crystal

i
7 W///mﬂ%%%%//l’/[/ﬂmml ‘!

g
A s

=

Fig. 4. Schemes of computational domain (right) and mesh (left) for the conjugate problem:
melt 7; crystal 2; quartz and graphite crucibles 3 and 4, respectively; argon flow J5;
symmetry axis 6; free surface 7 (the remaining notations are the same as in Fig. 1)

interfaces, zero outlet pressure at the outlet boundary.
The boundary condition on the free surface of the melt takes into account the thermocapillary

Marangoni effect:
) ) :
“on ) \"on ), T or (19)
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t corresponds to the direction tangential to the free surface, and » to the normal; the subscripts
melt and gas denote the melt and the gas, respectively.

The crystallization front is maintained at a constant temperature equal to the melting point of
silicon.

The following condition is imposed at the outer boundaries:

oT oT §
(ka) (7\‘6_) + GSBgradYLit Qraah (11)
gas

n

where o, is the Stefan—Boltzmann constant; _is the emissivity " _ is the incident radiant heat flux
obtained from the solution to the problem on global heat transfer for the EKZ-1300 system (Fig. 5);
the subscript ext corresponds to the outer boundary, the subscript gas to the adjacent gas region.

A constant gas flow rate v = 0.66 m/s is given at the inlet boundary. The rotation rates of the
crucible, o, and the crystal, o, amounted to 5 and 20 rpm, respectively (see Fig. 1). The prop-
erties of the materials used in the computations are given in Table 2.
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Fig. 5. Distributions of incident radiant heat flux along the free
surface (a), along the quartz (b) and graphite (¢) crucibles
Vertical dashes highlight the behavior of the curves specific
to each type of crucible (see Fig. 4)

Table 2

Characteristics of substances used in the computations for the conjugate problem

Parameter value
Substance p A, C .
kg/m’ W/(m-K) J/(kg'K) rad
Solid silicon 2330 44-0.0138-T 687-0.236-T 0.9016-0.00026208-T
Quartz 2650 4 1,232 0.85
Graphite 2000 70.7-0.0191-T 2,019 0.80
2M 0.01-2.5-10°T 532 -
R,T
Argon
u=8.466-10°+5.365-10°7— 8.682:101°7* Pa-s;
p,= 0.01 kg/m’; p, = 3000 Pa;M = 40 AU

Note. The properties of liquid silicon are given above in Table 1.

Notations: p, is the gas pressure in the furnace; M is the molecular weight; the rest correspond to those
given in Table 1.
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The governing parameters of this problem were the Prandtl number Pr, the Grashof number
Gr, the Rayleigh number Ra, the rotational Reynolds numbers Re_ (crucible) and Re_ (crystal),
the Marangoni number Ma, and the number DN characterizing the influence of shear stress in
gas on the melt flow along the free surface. They are defined as follows:

Pr=-"2=1.1-10", (12)
»
3
Gr= Pl 54100, (13)
A%
Ra=Gr-Pr=3.7-10°, (14)
2
Re, = 2R _49.10%, (15)
A%
2
Re, = 2R _1 7,000 (16)
A%
H’AT
__ T 2 670, (17)
oT Lpa
T VH?
DN:<g>—2p:2.6-106. (18)
u

Here AT, , = 25.2 K is the temperature difference between the point where the crystalliza-
tion front intersects the symmetry axis and the point where melt/crucible interface intersects the
symmetry axis; v, m?/s, is the kinematic viscosity, v = p/p; AT, = 19.3 K is the temperature dif-
ference between the triple points corresponding to melt/gas/crystal and melt/gas/crucible; L, m,
is the characteristic length of the free surface, L = R — R; a, m?/s, is the thermal conductivity,
a = v/Pr; (t,), Pa, is the average value of the gas shear stress along the free surface.

Computations were carried out on three meshes (using the Wolfshtein model) to study mesh
sensitivity. The basic mesh contained about 20,000 cells, the size of the first near-surface cell was
about 0.3 mm, the size of the cell in the melt was about 3.6 mm (see Fig 4). The coarse and the
refined mesh were obtained by decreasing and increasing the number of cells by 2 times in each
direction in the melt and by 1—2 times in the remaining blocks.
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Fig. 6. Comparison of radial temperature profiles (a) and the magnitude of the meridional
velocity component (b) at a depth of 2 cm from the free surface of the melt with an angular
temperature distribution along the melt/crucible interface (¢). The results obtained with
coarse (), basic (2) and refined (3) meshes are also compared.

Angles of 0° and 90° correspond to the points where the crucible wall
intersects with the symmetry axis and the free surface of the melt, respectively
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Computational results for conjugate problem

Fig. 6 shows the radial temperature profiles, the magnitude of the meridional velocity compo-
nent at a depth of 2 cm from the free surface of the melt, as well as the temperature distribution
along the melt/crucible interface, obtained in computations on three meshes. As can be seen
from the distributions, the differences between the results obtained on the basic and the refined
mesh are smaller than when between the results obtained on the coarse and the basic mesh, so
we mesh convergence can be established for the computations performed. Due to the small dif-
ference between the solutions obtained on the basic and refined mesh, subsequent computations
were carried out on the basic mesh.

Fig. 7 compares the temperature fields, the magnitude of the meridional velocity component,
as well as the velocity vectors obtained by the ILES and RANS approaches. The temperature
difference closest to the ILES data is predicted by the Wolfshtein model, while the Chien model
predicts an underestimated difference, and the Menter model an overestimated one. The vortical
structure in the vicinity of the crucible’s vertical wall, clearly manifested in the ILES solution,
is also reproduced by the models of Wolfshtein and Menter, while the Chen model predicts a
different flow structure: with relatively low velocities at the edges of the melt.

Temperature

Velocity magn.

RANS, k-w SST

ILES RANS, k Wolfshtein RANS, k-g Chien
Menter

Fig. 7. Distributions of temperature (top row), magnitude of the meridional velocity component
(bottom row) over the melt; vector velocity fields (marked by arrows), obtained by ILES and RANS
computations based on the Wolfshtein, Chien and Menter models (from left to right)

=
I -

RANS, k-w SST

ILES RANS, k Wolfshtein RANS, k-& Chien
Menter

Fig. 8. Distributions of shear component u'v' of Reynolds stress tensor (top row) and components
of turbulent heat flux vector (middle and bottom rows) obtained in ILES and RANS computations
based on the Wolfshtein, Chien and Menter models (from left to right)
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It should be noted that all turbulence models considered predict a pronounced downward flow
of the melt in the vicinity of the symmetry axis, which contradicts the results of ILES computa-
tions, where high melt velocities are not observed under the crystal. The strongest downward flow
is predicted by the Menter model, which also gives the lowest level of turbulent viscosity.

Fig. 8, a shows a comparison of the shear component #'v' of the Reynolds stress tensor obtained
by ILES and RANS computations. Here #' corresponds to radial fluctuations of velocity and v/
to the axial ones. Qualitative disagreement can be observed in the distributions of components
u'v predicted by ILES and RANS approaches. The highest absolute values in ILES computations
u'v' are observed in the vicinity of the meniscus, near the gas/crucible/melt triple point and near
the rounded part of the crucible wall. As established in [19], this feature is associated with the
anisotropy of velocity fluctuations, which consists in stronger damping of normal fluctuations,
compared with longitudinal fluctuations near the solid wall, as well as damping of only normal
fluctuations at a free surface. o

Thus, the reason for the qualitative difference in the distributions of the component «'v' in
ILES and RANS computations is that the eddy viscosity assumption does not include a factor
producing surface anisotropy.

Fig. 8,b compares the components of the turbulent heat flux vector. The ILES approach
predicts the drop in the component V' T’ near the horizontal part of the free surface, while high
negative values are observed for the the component «'7". The average level of turbulent heat flux
is consistent in ILES and RANS computations. If special modifications accounting for the effect
of the free surface on turbulence are not introduced, the level of turbulent viscosity obtained on
the free surface is of the same order of magnitude as in the volume of the melt. This, in turn, pro-
duces high values of both the horizontal and vertical components of the flow, which contradicts
the results of ILES computations predicting pronounced anisotropy of heat transfer and attribut-
ing the decrease in the values of the component v'T’ to damping of normal velocity fluctuations.

Conclusion

The results of RANS computations of turbulent convection in silicon melt obtained by several
turbulence models with isotropic viscosity were compared with the data for ILES computations
carried out for similar conditions.

In what concerns the temperature distributions the models of isotropic turbulent viscosity
reflect the heat transfer characteristics in the melt of Czochralski furnaces for growing crystals.
However, isotropic viscosity models cannot correctly account for the details of heat and mass
transfer in the melt that are important for studying the influence of growth parameters in order to
optimize the growing process. At the same time, we can conclude that models with two differen-
tial equations for predicting the flow structure and temperature field do not offer any advantages
compared to the model with only one equation. The strongest differences in the predictions of
the three RANS models for the convection structure compared to the ILES data are observed for
the k- SST-model.

The disadvantages of RANS models with isotropic viscosity can be overcome by using models
of Reynolds stress transfer, requiring to additionally solve several substantially nonlinear dif-
ferential equations. However, this can lead to numerical difficulties in obtaining a steady-state
solution [24]. Another approach is problem-oriented modification of the initial models of iso-
tropic viscosity, algebraically introducing factors that, as we established in [25], can produce the
required anisotropy of the Reynolds stress tensor and the turbulent heat flux vector included in the
Reynolds-averaged equations of motion and energy. Comparing the results of RANS and ILES
computations presented in this paper, we can conclude that either a one-parameter k-model or
a two-parameter k-¢ model is preferable as the initial RANS model for modification in problems
dedicated to simulation of convection in the crucibles of Czochralski furnaces.
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AnHoramusa. CraTbsd COAEPXUT OIIEHKY BO3MOXHOCTE Tpex u3BeCTHhIX RANS-
monmeneit TypoymeHTHocT (k- SST, k-¢ RNG u ompoit m3 mmddepeHnmanbaeix RSM-
MOJIeJieil) MO TIpelCcKa3aHUIO0 JIOKATbHBIX W WHTETPAIBHBIX XapaKTEPUCTUK CTATUCTUUYECKU
TPEXMEPHOM paJieii-06HAPOBCKO KOHBEKUMHU SKMIKOIO METaljla C OIPEAesIonieil poJibio
kpynHomaciuTadHoil nupkyasinuu (KMIIL). Pacuets Ha ocHoBe Unsteady-RANS-noaxona Ha
PA3IMYHBIX 0 U3MEIBUYEHHOCTH CETKaxX MpoBeaeHbl pu uncie Panes 10° u uncne [panaris
0,025 mng momorpeBaeMoil CHU3Y HMJIMHAPUYECKONH €MKOCTHM MPU PaBEHCTBE €€ AuameTpa
BbICOTe. PaccMoTpeH ciyyail cinaboro HakjoHa oObekTa, Korma B HeM KMII npuHumaer
«3a()MKCUPOBAHHOE» a3UMyTajJbHOE TMojoXeHue. PaboTocnocoOHOCTh MCIOJIb30BAHHbBIX
MomeJsieil TypOyJIEHTHOCTH OLICHMBAEeTCS Yepe3 COIOCTaBJICHME pe3yJIbTaTOB C paHee
MOJIyYEHHBIMU TaHHBIMM TIPSIMOTO YMCIEHHOTO MOACIMPOBAHMS JJIsI TEX XK€ YCIOBUIA.
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Introduction

A characteristic feature of free convective flow developing in cylindrical containers heated
from below is the presence of large-scale vortex structures occupying the entire domain (see,
for example, reviews [1, 2]). In particular, if the diameter of the cylinder is equal to its height,
the predominant structure of convective flow is a single vortex, also called a convection cell,
or large-scale circulation (LSC) [3—7]. LSC in a strictly vertically oriented container with axi-
ally symmetric boundary conditions does not have a dedicated azimuthal position and, accord-
ingly, nothing prevents it from occasionally making random movements in the azimuthal direc-
tion. This is confirmed by both experimental [8—11] and numerical [12—15] studies of turbulent
Rayleigh—Bénard convection in cylindrical containers. The specific azimuthal behavior of LSC
is determined in experimental studies by small deviations from axial symmetry that are difficult

© CwmupnoB C. U., CmupnoB E. M., 2022. Usparenn: Cankr-IletepOyprckuii moautexHudeckuil yHuBepcuteT [leTpa
Benukoro.
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to control, inevitably present in laboratory models. The azimuthal instability of a convection
cell is also generally manifested in numerical studies, where the ‘external’ factor affecting the
random oscillations of LSC is the asymmetry of the computational grid or the peculiarities of
numerical algorithms.

The random azimuthal movements of the convection cell make it incredibly difficult to obtain
statistical data on its three-dimensional structure, including the quantities characterizing the
‘background’ turbulence: fields of Reynolds stresses and turbulent heat flux. However, these low-
frequency movements can be suppressed, thus ‘locking’ the LSC in a certain azimuthal position if
a stabilizing external factor is artificially introduced; this can be achieved, for example, by slightly
tilting the container. This method for ‘locking’ the LSC is used in experimental [8, 16—20] and
numerical [20—24] studies.

The Direct Numerical Simulation (DNS) method is widely used to describe turbulent Rayleigh-
Bénard convection in regions with relatively simple geometry. This approach assumes that all
scales of turbulent fluid flow are resolved, consequently proving to be the most informative (see,
for example, [25—30] for the case of a vertically oriented cylinder and [23, 24] for the case of a
slightly tilted container). However, large computational costs are required for resolving the entire
spectrum, increasing very quickly with increasing Rayleigh numbers.

The Large Eddy Simulation (LES) method allows reducing the costs, in particular, in its
‘simplified’ version, the Implicit LES (ILES), where subgrid-scale turbulent viscosity is not intro-
duced explicitly into the transport equations, and the dissipative properties of the numerical
scheme play the role of physical viscosity on a small scale. The experience of adopting the ILES
approach for modeling the turbulent Rayleigh—Bénard convection in cylindrical containers is
described in [22, 31, 32]. A recent paper [33] applied the ILES method to studying anisotropy of
turbulent transfer in mixed convective flow developing in the crucible of a Czochralski furnace
for growing silicon crystals.

It is well known, however, that as the Rayleigh number increases, computations of convective
flow by the LES method require progressively refining the grids in the near-wall layers, with the
refinements introduced in all spatial directions. As a result, obtaining reliable numerical data for a
wide range of practical problems characterized by high Rayleigh numbers also involves very high
computational costs.

In view of this, strong interest persists in numerical modeling of turbulent free and
mixed-convection flows based on Reynolds-averaged Navier—Stokes (RANS) equations,
closed by some semi-empirical differential model of turbulence. It should be borne in mind,
however, that the options for obtaining a steady RANS solution are very limited in the case
of Rayleigh—Bénard convection, depending on the turbulence model applied. It is therefore
worthwhile to explore a problem statement developed to incorporate computations based on
unsteady Reynolds equations. This approach is interpreted as Unsteady RANS (URANS) or
Transient RANS (TRANYS).

Refs. [34—36] thoroughly analyze the applications of the URANS approach to reproducing
unsteady coherent structures and the intensity of turbulent transfer in the ‘classical’ statistically
one-dimensional case of free convection between two differently heated horizontal plates. The
authors emphasize the presence of two different scales in the motion: large amplitudes associated
with plumes, thermals and convection cells, as well as turbulence arising mainly in the near-wall
boundary layers and carried by large-scale structures. This makes turbulent Rayleigh—Bénard
convection very convenient for computations based on unsteady Reynolds equations. The compu-
tational results [34—36] obtained by the URANS method closed by a three-parameter turbulence
model indicate that the averaged temperature profile, second-order moments and integral heat
transfer are in good agreement with the data of most DNS calculations and experimental data on
convection between horizontal plates.

Recent years saw growing interest towards RANS simulations of free convective flows, closed
by some model from the RSM family (Reynolds Stress Model) based on either steady or unsteady
statements [37—41]. In general, the RSM model solves differential equations for transport of all
components of the Reynolds stress tensor and the turbulent heat flux vector. Efforts to somewhat
simplify the model, lowering the computational costs, are concentrated on ‘reduced’ formulations
where differential transport equations are solved only for Reynolds stresses, and the turbulent heat
flux is computed based on the gradient hypothesis in terms of averaged flow parameters.
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The experience of using Reynolds stress models to computing turbulent free-convection flows
in the gravitational field presented in the literature mainly covers model configurations with differ-
ently heated vertical walls or the case of a boundary layer near a vertical heated surface [37—41].

This paper adopts one of the well-known RSM models (implemented, in particular, in the
ANSYS Fluent software package) for URANS simulations of mercury convection in a slightly
tilted cylinder heated from below. Similar simulations are also carried out for two turbulence
models with isotropic viscosity from the k-0 and k-¢ families. The computed statistical charac-
teristics of the first and second orders are compared with the data in [23] obtained earlier for the
given configuration based on the DNS approach.

Problem statement and mathematical model

We consider turbulent convection of fluid in a bottom-heated cylindrical container with a
single aspect ratio (I' = D/H = 1). The container is tilted by a small angle (¢ = 2°) with respect
to the gravity vector g (Fig. 1,a).

No-flow and no-slip conditions are imposed on all boundaries of the container. Horizontal
walls are assumed to be isothermal: the temperature 7, of the top wall is higher than that of the
bottom wall (7). The side wall is treated as adiabatic.

a) b)

Fig. 1. Images of cylindrical container for the problem statement: a corresponds to the geometry
of the computational domain; b, ¢ show characteristic views of the computational grids
in horizontal (b) and central vertical (c¢) planes

The dimensionless governing parameters of the problem were the Prandtl number Pr = nC p/x
and the Rayleigh number

Ra = Pr(p’gBATH?/1?),

where p is the dynamic viscosity; C is the specific heat at constant pressure; A is the thermal con-
ductivity; p is the density; B is the volumetric expansion coefficient; g is the gravity acceleration;
AT is the temperature difference between the hot and cold walls, AT T,—T.
The characteristic (large-scale) velocity of the flow (buoyant ve10c1ty) is the quantity
= (gBATH)">. The time scale is the characteristic convective time #, = H/V,.

The computations presented were carried out for the values of hydrodynamic numbers
Pr = 0.025 and Ra = 10¢.

Convective motion is calculated from a system of unsteady Reynolds-averaged equations of
dynamics and heat transfer (1)—(3), which includes the Navier—Stokes equations written in the
Bussinesq approximation to account for buoyancy effects in the gravitational field, the continuity
equation and the energy equation:

/-0,
o, (1)
ov, ov, op a(’cij+rtij)
—LtplV —Lt=-r " oB(T-T,)g, 2
P ot P, X, ox, ox; PB( O)g' )
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or or 8
c, ZLipey Lo (g +q,)
Por e P e T, (4, +4.,) ©

The equations are solved in the coordinate system associated with the cylindrical con-
tainer x; = (x', ¥, 7 = z) shown in Fig. 1,a. The notations V, and T correspond to the
components of Reynolds-averaged velocity (z(/) 1, 2, 3) and temperature T, g; are the
components of the viscous stress tensor and the drffusrve heat flux calculated in terms of the
Reynolds-averaged values:

aV or, A
T.‘:
v ax 8xl. ’ )
oT
g, =L
9= )

The quantities T, . 4,;entering Egs. (2), (3) are the components of the turbulent (Reynolds)
stress tensor and the turbulent heat flux vector arising from Reynolds averaging and reflecting
the presence of relatively high-frequency fluctuations of velocity v, and the temperature 6 in the
instantaneous motion.

Respectively,

V= —PT‘G, (6)

q,,=—pC,v0. Y

where the overbar indicates Reynolds averaging.

The system of equations (1)—(3) is not closed. To close the system, we should determine the
method (model) for calculating the quantities <, and q,;

The calculated data presented in this paper “are obtained when the system (1)—(3) is closed
with respect to three models.

The k-¢ RNG and k-o SST models. These models belong to the class of two-parameter
differential turbulence models based on the concept of isotropic turbulent viscosity (the
Bussinesq hypothesis). According to this concept, the components of the turbulent stress ten-
sor and the turbulent heat flux vector are related to the Reynolds-averaged flow parameters

as follows:
ov. ov.| 2
L= —L+—L |—=kJ,,
T;,lj !"l’t (axj axl J 3 ij (8)
oT
qu=—%5;, 9)

where p is the turbulent viscosity determined from the calculated turbulence parameters (&, € or
®); A, is the turbulent thermal conductivity, A= C u/Pr (Pr,is the turbulent Prandtl number (taken
equal to 0.8 in this calculation)); k is the turbulént kinetic energy.

The complete formulation for the k-¢ RNG and k-o SST models is given in [42]
and [43, 44], respectively.

Reynolds stress model. The differential model of Reynolds stresses implemented in the ANSYS
Fluent 18.2 package was used in this study. Transport equations are only solved for turbulent
stresses within the model, while the components of turbulent heat flux are calculated in terms of
the averaged flow parameters based on the gradient hypothesis.

The transport equations for Reynolds stresses equations are generally formulated as follows:
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o) Va(w) D' +D R +G (10)
p— PV, =Dj +D; + R, + G, + ¢, —¢,,
ot ox;
where D’j D’j are the terms reflecting molecular (m) and turbulent (#) diffusive transport; R,: G,-
are the terms characterizing the kinetic energy generated by averaged motion and by buoyancy
forces, respectively; 0, is the quantity responsible for the redistribution of energy between stress
and strain velocity tensors g; is the dissipative term.

A differential equation for transport of the quantity o (the specific dissipation rate of kinetic
energy used to close Eq. (10)) is solved together with the equations for the Reynolds stresses.
The Stress Omega option was selected during the computations from the options available in the
ANSYS Fluent package and defining the specific form of this equation.

The components of turbulent heat flux v are calculated by the formulas:

—_ u or Pk 1—
vO= , k=—
pPr, 8x = ) 2 (1)

where Pr,= 0.8 (the same as above).
The components of the Reynolds stress model are described in [45—47], as well as in the user
documentation for the ANSYS Fluent 18.2 software package.

Specifics of computations and data processing

Comparative computations based on the ANSYS Fluent finite volume method were carried out
on two grids consisting of hexagonal elements containing 0.47 million (C1 grid) and 3.7 million
cells (C2 grid). The structure of the grids in transverse and longitudinal (central) planes is illus-
trated in Fig. 1, b, c. The grids were clustered to the walls, while the size of the near-wall element
was 1.5-107* N. A characteristic feature of the grids was the presence of a central ‘unstructured’
(asymmetric) subdomain about 0.8D in diameter (see Fig. 1, b).

Preliminary computations led us to conclude that none of the turbulence models applied is
capable of providing a steady-state solution to the problem. All subsequent computations were
performed in an unsteady formulation. The non-iterative fractional step method with second-
order accuracy was applied to advance in physical time. The time step was about one hundredth
of the large-scale time f, of the problem, which was about 10 times higher than that used in [23]
for computations by the DNS method.

The spatial approximation of convective terms in the transport equations was carried out by
the QUICK scheme with nominally third-order accuracy. Diffusion terms were approximated by
a central-difference scheme with second-order accuracy.

All computations started from a zero initial velocity field and uniform temperature field taken
as (T, + T,)/2. Samples for the time averaging performed after a transition region were equal to
30007, in all computations.

The computational data were processed to obtain the first-order and second-order statistical
characteristics based on the following assumptions.

First, it was assumed that the instantaneous velocities and temperatures present in the real
current (marked with an asterisk) can be decomposed into low- and high-frequency components:

V=V +v, T =T+6. (12)

Secondly, it was assumed that Reynolds-averaged motion contains only low-frequency ‘large-
scale’ components of velocity and temperature fields, i.e.,

v =V,T =T, (13)

which, in turn, can be decomposed into mean values 7 obtained by averaging over a sufficiently
large time sample and fluctuation components:
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V.=(V,)+V/, T =(T)+T" (14)

The angle brackets (...) here indicate time averaging, and the prime indicates the fluctuations.
In this case,

(r7)=(r). (1) =(T). (15)
Let us introduce further notations for second-order statistical characteristics (second moments):

R =)~ {1 ) 6

O =(V'T" )= (V" (T"), (17)

which are the components of the total turbulent stress tensor (taken with the reverse sign) and
the total heat flux vector.
Taking into account the decompositions (12), (14), we obtain:

B =(rv )+ (o, )+ (7w, )+ (w7, (18)

O =(V/T")+(v0)+(110)+ (vT"). (19)

The first terms in the right-hand sides of expressions (18) and (19) reflect the contribution
from numerically resolved components of the motion, the second ones reflect the contribution
from simulated components, the third and fourth ones are the so-called cross terms which we are
forced to discard (as it was done in [34—36]), due to the assumption of weak correlation between
the low- and high-frequency components of motion. It is generally estimated a posteriori whether
such an assumption is acceptable for a continuous fluctuation spectrum in instantaneous turbulent
flow, that is, by comparison with ‘reference’ data of numerical and experimental studies.

Thus, for comparison with the data from [23], obtained earlier by the DNS method, the values
of total turbulent stresses, the components of the total turbulent heat flux and the total kinetic
energy of oscillatory motion were calculated as

P =(rv, >+<_]> (20)
0 =(VT)+(vP), (21)
K'= %3;. (22)

The computations by the Reynolds stress model determined the contribution from the simu-
lated component of P by averaging the Reynolds stresses obtained during the time 7, by solving
transport equations (10).

The contribution of the simulated component to the total turbulent heat flux was estimated

as follows:
— o(T
pPg ox,/ pPr ox

This expression is obtained based on the gradient hypothesis (11) assuming a weak cor-
relation between the fluctuations of turbulent viscosity and numerically resolved fluctuations
of temperature.
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Computational results and discussion

The computational results are given below in dimensionless form. The coordinate values are
taken relative to container height H. This implies the following correspondence:

X5 = x',y,z fori(j)=1, 2, 3.

The velocity components are taken relative to the buoyant velocity V), the turbulent stresses P’
and kinetic energy K’ to the square of buoyant velocity; the components of turbulent heat flux Q’
are normalized by the product VAT.

Time-averaged flow fields and local heat transfer. Fig. 2, a illustrates an averaged picture of
mercury convection in a bottom-heated cylinder with pronounced LSC predicted from URANS
computations for different turbulence models.

Fig. 2,6 shows the field of time-averaged axial velocity component (V) in the central vertical
plane of the cylinder. Evidently, when LSC is ‘locked’ in this azimutHal position, the flow is
symmetrical relative to the plane x'0y’. Distributions of the averaged axial velocity along the coor-
dinate x' in the same plane (Fig. 2,¢), computed for different RANS-models, are almost identical
and very close to the distribution obtained in our previous study [23] by the DNS method.

The mean temperature distributions along the central container axis, computed for the three
RANS models, are compared with each other and with the DNS data in Fig. 2,d. There is gen-
erally good agreement between the results obtained by different models/approaches: in particular,
all of them predict an extended central zone with an inverse temperature gradient. On the other
hand, more detailed analysis of the distributions in the area adjacent to the end wall (see the
enlarged fragment in Fig. 2,d) allows us to conclude that in the case of the k-¢ RNG model, the
temperature gradient in this area, and therefore the local heat flux on the wall, is somewhat lower
(by 2—3%) than in the case of the other two RANS models, which predict gradient values that
virtually coincide with the result of the DNS computations.
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Fig. 2. Comparison of the curves for the computed quantities of the problem, obtained using
different models: URANS (a, ), URANS, DNS (¢), DNS, RSM, k-0 SST, k-¢ RNG (d).
The figure shows isosurfaces of time-averaged axial velocity component of upward (red) and downward (blue)
flow, |(V)| = 0.3 (a); the field of averaged axial velocity component in the central plane (b), as well as the
distribution of this velocity along line / (the two curves coincide) (c¢); the distribution of averaged temperature
along the container axis by the DNS (red curves), RSM (green), k-0 SST (blue), k-¢ RNG (lilac) (d) models
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Fig. 3. Distributions of the time-averaged local Nusselt number
on the lower cylinder wall, obtained using different models:
DNS [23] (a), RSM (b), k-o SST (c) and k-¢ RNG (d)

Fig. 3 shows the distributions of the time-averaged local Nusselt number on the lower wall,
illustrating, in particular, strong spatial non-uniformity of this quantity due to the presence of
LSC. The results of RANS computations show very satisfactory agreement with the DNS data,
especially for the RSM model: in this case, not only a crescent-shaped zone of maximum heat
transfer is reproduced, but also a well-defined region of the lowest values of the Nusselt number.

Averaging of the distributions shown in Fig. 3 over the wall surface yields the integral Nusselt
numbers given in the table. Apparently, these values obtained by different RNS models differ
from the DNS data by no more than 3.6%; a deviation towards lower values is observed for the
k-¢ RNG model, and towards higher values for the other two models. The Reynolds stress model
gives the result closest to the one obtained by the DNS method.

Concluding this subsection, we should note that the URANS computations presented in
it were obtained using the CI1 grid. Similar computations were performed on a C2 grid which
contained more cells (almost by an order of magnitude). Time-averaged distributions/profiles of
velocity, temperature and local Nusselt number computed on two grids were found to be virtually
the same (up to the thickness of the visualized curves). The integral Nusselt numbers differed only
in the fourth digit. Thus, we can conclude for a related family of problems on three-dimensional
Rayleigh-Bénard convection of liquid metal that the grid size of about half a million cells is suf-
ficient to predict first-order statistical data based on the URANS approach at Rayleigh numbers
of the order of 10°.

Table

Comparison of integral Nusselt numbers,
obtained from different RANS models, with DNS data

Model | k-e RNG | k-0 SST | RSM | DNS [23]
Nu 5.46 5.84 5.78 5.64
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Fig. 4. Energy spectra for fluctuations of the
axial velocity component V at the point
located at x' = 0.35 at the 'intersection of
the plane x'0y’ and the central vertical plane
(see Fig. 1, a); the data were obtained from
different models: DNS [23] (black curve),
RSM (blue curve), k-¢ RNG (red curve);
approximations by the functions Ev ~ f~%4(dashed
line) and /¢ (dot-dashed line)
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Spectral characteristics. Fig. 4 shows the
energy spectra for the fluctuations of the axial
velocity component at a point located at x’ = 0.35
at the intersection of the x'0y’ plane and the cen-
tral vertical plane. The spectra obtained in com-
putations on a refined grid (C2, 3.7 million cells)
for the RSM and k-¢ RNG models are compared
with the spectrum from [23], computed by the
DNS method on a grid containing about 15 mil-
lion cells. Notice that the spectrum calculated
by the k-0 SST model practically coincides with
the spectrum obtained using the Reynolds stress
model (not shown in Fig. 4).

The spectrum obtained for the RSM model
(as well as for k-o SST) indicates that turbu-
lent fluctuations are numerically resolved in a
noticeable part of the quasi-inertial ramge, more
pronounced in the case of DNS computations
and suggesting a decrease in the spectral density
proportionally to f54; this decrease rate is close
to the classical law Ev ~ f/3 (Ev is the spectral
energy density, non-dimensionalized by its max-
imum value, fis the dimensionless frequency) for
the inertial range in the case of developed iso-
tropic turbulence. Accordingly, the transition to
a pronounced ‘dissipative’ region characterized
by rapid decrease, approximately proportional to
[, occurs earlier compared to DNS. Conversely,

the k-¢ RNG model predicts unsteady convection with quasi-periodic oscillations covering the
region of intermediate frequencies. The difference in the results obtained by the k- SST and k-¢
RNG models is primarily due to the fact that the latter generates a significantly higher level of
turbulent viscosity compared to the k-0 SST model.
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Fig. 5. Distributions of turbulent kinetic energy in two central planes of the cylinder
obtained by RSM (a, b, d, ¢) and DNS [23] (c, /)
models, as well as using C1 (a, d) and C2 (b, e) grids
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Turbulent stresses and turbulent heat flux. Next, we consider the results obtained by the RANS
models for second-order moments.

Fig. 5 illustrates the effect that the dimension of the computational grid has on the predictive
capability of the RSM model for the characteristic features observed in the field of turbulent
kinetic energy, compared with the DNS data.

These features are as follows:

1) the most intense level of fluctuations (red and yellow zones in Fig. 5, a—c) is observed in
the mixing layers formed upon interaction of upward and downward flows in LSC;

2) extremely weak oscillatory motion is observed in the zones of strong upward and downward
flows, while kinetic energy takes minimum values in these areas;

3) small zones with elevated kinetic energies are observed in the corners (red and yellow ‘spots’
in Fig. 5, e, f), where the corner vortices formed are, on average, stationary (this was established
in [23]) and, accordingly, the mixing layers with a global vortex in the form of LSC. The first
two features are well reproduced in the computations by the RSM model on both grids, while the
third one cannot be predicted using a coarse grid (see Fig. 5,d). The same applies to the turbulent
stress fields in the corners, which are analyzed below.
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Fig. 6. Component distributions for turbulent stress tensor (a—d) and turbulent heat
flux vector (e, f) along the diagonals d, (black curves) and d, (red curves) (see Fig. 5, /).
Data were obtained from different models: DNS [23] (solid curves), URANS simulations
by the RSM model (remaining curves), C1 (dash-dots) and C2 (dashes) grids

Fig. 6 shows the computational distributions for the distributions of the total turbulent stress
tensor and the turbulent heat flux vector along the diagonals of the central longitudinal section of
the container (see Fig. 5,/). The analysis of factors determining the form of the curves presented
is carried out in our earlier study [23]. The curves for URANS computations by the RSM model
reflect the total contribution from two components of the values considered: numerically resolvable
and simulated. It can be seen that the results of URANS computations on the C2 grid are in very
good agreement with the DNS data. As noted above, the coarse C1 grid does not reproduce the
features of second-order statistics in the mixing layers formed by the interaction of corner vortices
and LSC: this drawback is clearly traced from the computational results in Fig. 6, a, b. In view
of this, the results of URANS computations of the turbulent heat flux vector (see Fig. 6, e, f) are
shown only for the refined grid. Generally good agreement with the DNS data is also observed here.

Fig. 7 compares the axial component profiles of turbulent heat flux, obtained from different
turbulence models for the line coinciding with the cylinder axis, with the DNS data; contributions
from numerically resolved and simulated components of the flux, as well as their total contribu-
tion are given in the figure. Pronounced differences can be observed between the computational

53



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2022. Vol. 15. No. 3 >
I

results from different RANS models. The Reynolds stress model gives comparable values for both
components of the total flux for the region [yr] < 0.2 with large mean temperature gradients (see
Fig. 2, d); however, the resolved component is clearly predominant.

Conversely, the simulated component is predominant for the case of the k-o SST model (Fig.
7, b), while the contribution of the resolved component is practically absent for the k-¢ RNG
model. The latter circumstance is obviously due to an elevated level of turbulent viscosity in the
case of the k-¢ RNG model and the relatively low intensity of the predicted quasi-periodic flow.
Accordingly, the k-¢ RNG model gives the worst predictions for the profile of the total turbulent
heat flux.

As evident from Fig. 7, the results obtained from the Reynolds stress model are in excellent
agreement with the DNS data, even though a simplified approach adopting the gradient hypoth-
esis was used to estimate the simulated component. Therefore, we can conclude that there is no
need to solve differential equations for transport of turbulent heat flux components in the case of
URANS simulations of Rayleigh—Bénard convection with three-dimensional LSC, carried out by
the Reynolds stress model on sufficiently refined grids.

Fig. 7. Distributions for axial component of turbulent heat flux along the cylinder axis; comparison
between the computational data from different RANS-models (black curves) and DNS data [23]
(red curves), as well as between the contributions from components of turbulent heat flux: simulated
(dashes), numerically resolved (dot-dashes) and the total of two components (solid lines).
RANS models: RSM (a), k-o SST (b), k-¢ RNG (c¢)

Conclusion

The paper assesses the predictive capabilities of three different turbulence RANS models (k-
SST, k-¢ RNG and one of the well-known differential RSM-models) for local and integral char-
acteristics of statistically three-dimensional Rayleigh—Bénard convection of liquid metal with the
decisive role played by large-scale circulation (LSC). The conclusions are based on the computa-
tional results for unsteady convection (Unsteady RANS) in a slightly tilted cylindrical container
with the Rayleigh number Ra = 10° and the Prandtl number Pr = 0.025, compared with the data
for the same conditions obtained earlier by direct numerical simulation (DNS).

The test computations indicate it was found that the grid size of about half a million cells is
sufficient to predict time-averaged fields of velocity, temperature, local and integral heat transfer
if we use a software tool implementing second-order numerical schemes. This conclusion can
be extended to the case of problems on three-dimensional Rayleigh-Bénard convection of liquid
metal with similar geometry. Grids whose number of cells is higher by an order of magnitude are
necessary to accurately predict second-order statistics (total turbulent stresses and components of
the turbulent heat flux vector),

All RANS models of turbulence used predict time-averaged velocity and temperature fields, as
well as local heat transfer at the end walls, which are in good agreement with the DNS data. The
integral values of the Nusselt number obtained for different RNS models differ from the DNS
data by no more than 3.6%; a deviation towards lower values is observed for the k-¢ RNG model,
and towards higher values for the other two models. The Reynolds stress model gives the result
closest to the one obtained by the DNS method.
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The numerical solution obtained via the k-o SST and RSM models on a grid of 3.7 million
cells has a turbulent character, with a continuous spectrum of resolved fluctuations making a
large contribution to statistical second-order characteristics. In contrast, the k-¢ RNG model
predicts unsteady convection flow with quasi-periodic fluctuations of low intensity, where the
simulated component comprises nearly the entire contribution to second-order moments. The
best agreement with the DNS data for total second-order moments was obtained by the Reynolds
stress model.

In view of the above, the experience outlined in our paper for applying this approach to solving
the model problem can be useful in numerical studies on a wide range of industrial and geophysi-
cal problems associated with Rayleigh—Bénard convection where a statistically significant or even
decisive role is played by three-dimensional large-scale circulation.
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Introduction
Chemical technologies are based on complex interrelated hydromechanical phenomena (flu-

idization, precipitation, mixing), chemical processes (synthesis, catalysis, oxidation) and those
related to heat and mass transfer (evaporation, condensation, crystallization) [1—4]. Methods
of mathematical modeling are now widely used in the chemical industry. The effects of wave
and convective transfer as well as mixing of dispersed chemicals play a major role in different
technological processes.

Numerical methods for studying hydrodynamic phenomena are associated with mesh-based
reconstruction of shock-wave processes, which are satisfactorily resolved within the framework
of Euler equations. Simulation of various types of instabilities, mixing and turbulence generally
requires more complex approaches, which are traditionally divided into methods of direct numer-
ical simulation (DNS), large eddy simulation (LES) and Reynolds averaged Navier—Stokes equa-
tions (RANS), or their hybrid combinations [5, 6].

The conservation laws generally include the convective and diffusive (viscous) terms of equations
in differential or integral form and the right-hand sides depending on the solution (sources). The
resolution of a numerical method is largely determined by the level of numerical dissipation pro-
vided for approximating the convective terms of equations. For example, the accuracy of second and
third-order convective schemes CFX and FLUENT packages was analyzed in [7]. Modern methods
for mathematical modeling of hydrodynamic instabilities and turbulent mixing were reviewed in [8],
focusing on approximation of convective flows in various numerical schemes.

The performance and dissipative properties of numerical methods approximating the flux terms
are typically estimated by solving test problems in an inviscid formulation, for example, simulating
the Rayleigh—Taylor [9], Kelvin—Helmholtz [10] and Richtmyer—Meshkov instabilities [11]. The
discontinuities are smoothed, and the eddies are reconstructed to some degree, depending on the
dissipative properties of the numerical schemes.

Simulation of two-phase flows encounters a number of additional fundamental problems [12].
One of them is rigidity of the problems including fast and slow components of the solution. This
problem was apparently first formulated and solved for dispersed-gas systems in [13]. The prob-
lems of free and impact two-phase jet flows and cylindrical expansion of gas suspensions were
numerically and experimentally considered in [14—16].

Our study considers a new formulation of the problem on the gas dynamics of wave and con-
vective transfer and mixing of ideal carrier gas and suspended solid particles in pulsed outflow
into a closed volume.

Constitutive equations

We write the conservation laws for dispersed gas in the formulation for interpenetrating continua [17]:

op. 0
%%rv-(pivi) =0, 5(plvl)+V(plvlvl)+a1Vp = —F“,

0
g(pzez)"‘v'(pzezvz)—Q: )

0
E(plEl +p,E,)+V-(p.EvV, +p2E2V2)+V-[p(OL1V1 + oczvz)] =0,

0
5(p2V2)+V(p2V2V2)+OL2Vp =F,,
P; :p:(x‘i’ =1 2), OLl-’_OL2=lv p=p,tp,, E, =¢, +Vi2 /2,
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where a, p, v, E, e, p are the volume fraction, the reduced density (kg/m?), the velocity vector
(m/s), the total and internal energy (J/kg) of the ith component of the continuum (i = 1 for gas
or i = 2 for dispersed phase), the gas pressure (Pa), respectively; F , Q are the frictional force (N/
m?) and the heat transfer rate (W/m?) between gas and particles; t s, is the time; the superscript
o indicates the true densities of gas and particle material.

System of equations (1) is closed by the equation of state for calorically perfect ideal gas and
incompressible solid particles:

b= (Y1 _l)p;ep e = Clea e, = Csz, {'Yl,CV,C2,pQ2} = const,

where T, T,, K, are the temperatures of the carrier phase and particles; y,, ¢, J/(kg-K), are the
adiabatic index and specific heat capacity of the gas at constant volume; c,, J/(kg-K), is the spe-
cific heat capacity of the particles.

Interfacial friction and heat transfer Fu, Q, are determined from empirical dependences [18]:

F, =(3/8)(a,/r)C, (Rey,)p, (v, —v,)|v,—V

219

co- 24 | 44 ——+0,42, o, <0.08,

: _Reu Re}f
c =lco =21 75.159% | 5 04,
! Y 30, a,Re,,

(o, —0.08)C” +(0.45-01,)C}"
0.37

, 0.08<a, <0.45,

QT = (3/2)(0(2 /rz)}\‘lNul(Ti _Tz)s

N 2+0.106Re ,Pr/” (Re,, <200),
u, =
' 12274+ 0.6Re%7Pr (Re,, > 200),

Re,, =2rp; |V1 _V2|/“1> Pr, =c,y,u, /A,

where Re,,, Nu,, Pr, are the Reynolds, Nusselt and Prandtl numbers, respectively; C u,, r, are
the coefficient of 1nterfa01a1 friction, dynamic viscosity (Pa-s) and particle radius (m)

Problem statement and computational procedure

Consider the axisymmetric problem on pulsed outflow of gas suspension from cylindrical
channel 7 with the length L = 0.1 m and the radius R = 0.01 m into closed volume 2 (Fig. 1).
At the initial moment of time, The channel is filled with a static mixture of high-pressure air
(p" = 10° Pa) and solid particles with a diameter of d = 1 pm, a density of p’, = 2500 kg/m* at
thermodynamic equilibrium of 71V, = T = 293 K. The disperse phase occupies a volume frac-
tion of ", = 0.1. Pure air with the parameters p® = 105 Pa, T = 293 K fills closed volume 2
outside the channel. No-slip conditions are imposed at the boundaries (the normal components
of the phases are equal to zero).

Numerical simulation was based on a hybrid large-particle method [19] with centered hybrid
reconstruction of phase flows in the form given in [20], suitable for solving stiff problems. The
calculations are performed in a cylindrical coordinate system on a uniform mesh with the spacing
of 4 = L/400 m. The time step was determined by the Courant number CFL =0.4.
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Fig. 1. Computational scheme of the problem (up to the symmetry axis 0x):
Channel 7 of length L and radius R; closed volume 2

Computational results

For convenience, the computational results are given in dimensionless form. Channel length
L is selected as the linear scale. The phase pressures and densities are taken relative to the cor-
responding initial parameters in the channel, p" and p". The phase vglocities are normalized
by two values: the local speed of sound in the carrier gas a, = (lyl p/ pl) or the local effective
velocity of the mixture a, :[ye p/ (pocl) . The effective polytropic index of the two-phase
medium in the formula for a, is found from the expression [19]:

Y, = (xlcv +x,6, + xR, ) / (xlcv + xzcz),

where x, = p,/p are the mass fractions of the phases, R,, J/(kg-K), is the gas constant.

Time was counted in dimensionless form (Strouhal numbers) Sh = g /L. For example, the
time instant Sh =1 corresponds to the arrival of an equilibrium rarefaction wave after the initial
discontinuity decays to the bottom of the channel.

The initial stage of outflow at Sh = 0.5 is shown in Fig. 2,a as a distribution of Mach numbers
M = u,/a, over a continuous grayscale. The bottom panel of the figure (Fig. 2,b) shows numerical
schlieren images for the relative density gradient of the dispersed phase S(p,/p‘}), calculated by
the technique described in [21].

0.0 0.5 1.0 1.5 2.0
y / L a) 1 1 1 0 6
M
0.25 - . 03
0.0
0.00 - 10
—0.25 - d 0.5
b) 5(P2/Pél))
—0.50 T T T 0.0
0.0 0.5 1.0 1.5 x/L

Fig. 2. Distribution of Mach numbers M in a continuous gray scale (a); numerical schlieren images
S(p,/p")) as functions of the relative density gradient of the dispersed phase (b)
(both graphs are given for the time instant Sh = 0.5)
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The rarefaction wave front inside the channel reached the relative coordinate x/L = 0.5 at the con-
sidered instant Sh = 0.5. The first barrel shock with the Mach disk, located in the section x/L = 1.3,
formed in the outflowing gas suspension. Primary and secondary vortex rings evolved in the head of
the jet. A Kelvin—Helmholtz vortex instability develops on the side surface of the jet, visualized on the
schlieren image in Fig. 2. As seen from the distribution of the Mach number, the shock-wave structure
is anomalously formed in subsonic flow of carrier gas. This phenomenon was previously detected, as
well as confirmed numerically and experimentally in a number of works, for example, in [14].

Bow shocks in pure gas typically form in supersonic flow. In view of this, it seems interesting to
determine the concentrations of particles for which the flow regime of the gas suspension changes.
For this purpose, we carried out a series of computations with above the initial data but changing
the initial concentrations of the dispersed phase: o) = 0.01; 0.02; 0.10. Results are given in Fig.
3,a as axial distributions of Mach numbers, calculated from the local velocity of the carrier gas.
The two-phase medium inside the channel in the region 0.5 < x/L < 1 is accelerated in a one-di-
mensional rarefaction wave. Phase velocities in the outlet section of the tube with x/L = 1 are
subsonic for the given particle concentrations. Their analytical values, calculated by Egs. (19), are
marked by symbols in Fig. 3,a.

The gas suspension subsequently accelerates after the nozzle exit to the Mach disk 1 < x/L < 1.3
as an underexpanded two-dimensional jet. The two-phase medium at initial particle concentrations
is accelerated to supersonic speeds of the carrier gas at a certain distance from the exit section.
Conversely, the flow of the mixture along the symmetry axis is subsonic everywhere at o) > 0.02.

The reason for the anomaly is that a gas-dispersed medium with sufficiently fine particles acts
as a ‘heavy gas’ whose equation of state and effective speed of sound are different from pure gas.
Fig. 3,b shows the distributions of the Mach number normalized by the local effective speed of
sound in a two-phase medium. Notably, the curves M, = u,/a, at the range of the rarefaction
wave up to the Mach disk 0.5 < x/L < 1.3 almost coincide for different particle concentrations in
this representation. The flow velocity in the throat section, at x/L = 1, is equal to the local speed
of sound M = 1. The gas suspension flow past the nozzle exit accelerates to supersonic velocities
in a scale of a, up to the bow shock.

a) b)

M
1.0 1

™

i

0.5 # i

/'I,I l{

I\ 'l\

0 15 x/L

Fig. 3. Axial distributions of Mach numbers at time Sh = 0.5, computed from the local speed
of sound in the carrier gas phase (a) and the local effective velocity of the mixture (5),
for the initial concentrations of the dispersed phase a(): 0.001 (7); 0.02 (2); 0.10 (3).
The symbols correspond to the analytical values of Mach numbers
in the critical section for the given concentrations

Table
Maximum volume fractions of particles at dimensionless times
Sh 1 2 3 4 5 6
a 0.093 0.158 0.147 0.090 0.075 0.049
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The time evolution of the gas suspension is shown as numerical schlieren images for the rela-
tive density gradient of dispersed phase S(p,/p')) in Fig. 4. The head of the two-phase jet reaches
the wall at dimensionless time Sh = 0.72 with x/L = 2. After that, its radial expansion begins
(Fig. 4,a). The lateral structure of two-phase flow along the symmetry axis persists until approx-
imately Sh = 2. It subsequently decays, with predominantly vortical flow observed (Fig. 4, c—f).

The closed volume is largely filled by the time Sh = 6, with gas suspension mixing within it.

a) S(p./p) b) S(p./p)
y/L 1.00 y/L 1.00
0.5 1 0.50 0.5 1 0.50
0.01 0.01

1.00

0.50

0.50

0.01

1.00

0.50

0.01

1.00

0.50

0.01

Fig. 4. Numerical schlieren images for relative density gradient of dispersed phase
at successive points in time (Sh = 1— 6)

The volume fraction of particles does not reach the state of dense packaging during the pro-
cess. The table gives the maximum values for the volume fractions of particles a_ in the entire
flow field for successive dimensionless times Sh.

The pressure in the dispersed phase p, was estimated by a more generalized model of the gas
suspension [14]. The quantity p, was estimated assuming equilibrium for the competing pro-
cesses of chaotic particle motion generated by the Magnus forces and vortex flow of particles, as
well as dissipation of chaotic rotation, translational motion and collisions of dispersed particles.
Considering sufficiently fine chemical particles with a diameter of d = 1 um in the range of rela-
tive motion of the mixture components 0 < [v, —v,| <100 m/s, the pressure in the dispersed phase
p, is two orders of magnitude smaller than the gas dynamic pressure p in the carrier phase. The
obtained estimate suggests that the collisionless model (1) is well applicable.

Correct simulation of this stage in the process, determining the turbulent characteristics,
involves DNS, LES, RANS turbulence models or their combinations. At the same time, the
qualitative picture of the flow is reconstructed satisfactorily. In addition, studies of instabilities
developing in heterogencous media established quantitative agreement between the data for the
deformation and averaged dynamics of the interfaces obtained experimentally and computation-
ally by various methods, for example, in simulations of the Richtmyer—Meshkov instability [22].
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4 Simulation of Physical Processes

The hybrid large particle method provided high resolution and low dissipation for approx-
imating the convective terms in the conservation laws on a moderately refined mesh for the
problem considered.

Conclusion

A hybrid large-particle method was applied within the framework of interpenetrating continua
to numerically solve the problem on pulsed outflow of the gas suspension into a volume limited by
solid walls. Two characteristic time ranges of the process have been established. The wave effects
on the flow of two-phase mixture with a shock-wave structure evolving are predominant at the
initial stage. A series of computations yielded an initial concentration of the dispersed phase at
which the flow mode is converted from anomalous subsonic to supersonic along the carrier gas
phase. Developing instabilities and eddying prevail during the second time range. The capabili-
ties of the hybrid large-particle method have been demonstrated for this class of problems. The
method has low numerical viscosity in approximating the convective part of the equations and can
serve as a basis for constucting numerical schemes to simulate turbulent flows of gas suspensions.
We plan to make this problem the subject of our future studies.
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BJIMAHUE BblIGOPA JIOBYLUEYHOW MOLE/IU
HA AAEKBATHOCTb ONMMUCAHUA ANDDY3UNU BOAOPOAA
B METAJ1J1bl U3 BHELUHEU CPEDbI

1. M. Tlpueopveba™
NHcTuTYT npobnem mawunHoBegeHms PAH, CankT-MNeTepbypr, Poccus
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AnHoranusa. B pabGore paccmarpuBaercsd sBiaeHue AUPEPY3UrM BOAOPOAA B METaJUIb
W3 BHEIIHEW cpenbl. It TOoro 4ToOBl Hambojee KOPPEKTHO OIMMCaTh BO3HUKHOBEHME
CTaOMJILHOTO BO BpPEMEHM TIOTPAHWMYHOTO CJIOsT (HAOIIOmaeTcss SKCIIEPUMEHTAIBHO),
o0amaroniero KOHIEGHTpALMeil BOAOPoaa, B IECATKM pa3 MPEBBIIIAIONICH ero KOHIICHTPAIIUIO
BHYTpU Tejna, MOOUMUIMPYETCs paHee MojydyeHHoe ypaBHeHue auddysuu Bogopoaa. B ato
ypaBHEHNE, YYMTBHIBAIOILEe M3 IEPBbIX MPUHIIMIIOB B3aUMOBJIMSIHME MEXAYy HaMpsKeHHO-
neOpMUPOBAHHBIM COCTOSIHMEM TBEpPJAOro TejJla W MPOLEcCCOM TpaHCHoOpTa TIa30BOro
KOMITOHEHTA, BBOAWUTCS CTOKOBBIN WICH, KOTOPBIA OMUCHIBACT AUMP@PY3UIO MO JIOBYIICUYHBIM
MojaaM. YKazaHHas MoaudrKalvs BIMOJIHSAETCS ABYMS CIIOCOOaMMU: ¢ TTOMOIIbIO KJIaCCUUECKOM
mozaean MakHa66a v ¢ ucnojb30BaHUEM TE€H30pa MOBPEXAEHHOCTU. s 000uX MOAXO0I0B
peliaeTcs KpaeBas 3amada, pe3yabTaTbl pelIeHUs CPaBHUBAIOTCA C OIMYOJMKOBAaHHBIMU
9KCIIEPUMEHTAJbHBIMU TaHHBIMM.

Kmouessie cioBa: muddy3ust BOIOPOIa, JIOBYIICUHAS] MOAESIb, TBEPAOE TS0, ITOTPAHUUHBIN
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Introduction

The effect of hydrogen degradation on the strength properties of metals has remained one of
the most pressing problems in mechanics for over a century [1]. It is known that metals can absorb
hydrogen from the external environment, consequently losing strength and fracture toughness [2],
which is especially critical for industrial applications, where increasingly stringent requirements
are imposed on the strength characteristics of steels. Experimental estimates and measurements
of hydrogen concentration profiles in metals [3—6] suggest that hydrogen concentration in the
boundary layer is dozens or even hundreds of times higher than in the entire volume of the
metal. Recent experimental studies [7—9] suggest that this thin layer (its thickness is about one
micrometer) has the strongest influence on the elastic properties, brittleness and viscosity of the
metal. Thus, there is much theoretical and practical interest in simulation of a thin boundary layer
produced by hydrogen diffusion from the environment into the metal, providing descriptions for
the mutual influence between the diffusion process and the mechanical properties of the metal.

No consensus has been reached in the literature as to how to take into account the influence
of mechanical stresses on diffusion. One of the first models still widely used is based on empirical
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evaluation of experimental data [10]. The next generations of widespread models are based on the
thermodynamics of irreversible processes, representing a generalization of Fourier-type equations
that describe irreversible processes by linear differential equations with constant coefficients. This
approach assumes that the diffusion rate is proportional to thermodynamic forces, which can
be expressed in terms of gradients of the corresponding potentials, depending, in particular, on
the stress-strain state (see, for example, [11— 13]). These additional thermodynamic forces are
generally associated with a change in the volume or stiffness of the solid material or a change in
gas concentration. Some studies formulate the thermodynamic force accounting for the influ-
ence of stresses in terms of the chemical potentials of materials, using Eshelby’s tensor as the
chemical potential of the deformable solid [14—17]. However, such models are rarely used, due
to some difficulties in determining model constants. Moreover, experiments indicate that hydro-
gen not only diffuses through the crystalline substance of the metal, but also redistributes in trap
sites [4, 18—20].

Therefore, hydrogen diffusion in metals cannot be characterized as conventional grain-bound-
ary diffusion. Many papers on hydrogen diffusion in metals consider the trapping mechanism for
this diffusion (see the fundamental studies [21, 22] and many others, e.g., [17, 23—26]). Such
models are very peculiar, failing to adequately describe the entire range of diverse experimental
data. Consequently, hydrogen diffusion coefficients are given in handbooks with an accuracy up
to the order of magnitude (see, for example, [27]). Notably, most models for trapping and bulk
diffusion have been verified for small gradients of hydrogen concentration in the material. This
does not allow to account for the observed boundary layer and requires significant modification
of these models.

The experimentally observed near-surface layer contains a high concentration of hydrogen, is
relatively time-stable and does not expand into the bulk of the metal due to diffusion. To describe
this layer more accurately, we introduced the sink term into the equation of hydrogen transport
inside the metal in a stress-strain state (the equation was obtained earlier in several studies, see,
for example, book [28] and references therein).

Two models introducing the sink term are considered in the study. The first is the classical
McNabb model [21]. The second is an alternative model of two-channel diffusion, separately
accounting for the flow through inhomogeneities inside the metal.

Hydrogen diffusion by the trapping mechanism accounting
for the influence of the stress-strain state in metal

Our previous studies (see, for example, [28] and references therein) explored the approach of
linear non-equilibrium thermodynamics. Assuming that the chemical potential of diffusing gas
depends on Eshelby’s energy-momentum tensor, a modified diffusion equation was obtained,
accounting for the dependence of gas transport process inside the solid on its stress-strain state.
This equation was written as follows for the case of ideal gas and linear elastic body:

%:V-(DeﬂVc+Vc). (1)

The effective diffusion coefficient Deff was defined as

cM E
D,.=D/|1+ —atre +3a’c | |. 2
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The proposed additional term taking the form Vc expresses a drag force proportional to the
concentration, where the proportionality factor follows the expression

D,ME v 1 ! .
V= RTp ((l+v)(1—2v) treV(tre) T2 acV(tre) + 209 V(e 8)]. 3)
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The following notations are used in Eqs. (2) and (3): c¢ is the concentration of hydrogen in
diffusive motion; 7T is the temperature; R is the universal gas constant; M, p are the molar mass
and density of the solid; D, is temperature-dependent principal values.

Additionally, this notation of the diffusion equation takes into account that the diffusing gas
induces internal strains g ” proportional to the concentration and exhibiting isotropic behavior:
e = acE (E is the unit tensor).

Evidently, the last term of expressions (2) and (3) can be discarded due to smallness in the
case of linear theory, since the linear strain tensor is included. However, the diffusion equation
also takes a non-classical form in this case; moreover, it contains additional terms aside from the
widely used diffusion models, accounting for the stress-strain state by means of a pressure gradient
(this is the factor V(tre) for the proposed model).

The obtained diffusion equation does indeed yield high gradients of gas concentration inside the
solid for solutions of specific boundary-value problems, while its concentration profile is equalized
more slowly as the sample under consideration is saturated with the gas component. These results
suggest that the proposed diffusion equation can be used to describe the transport of hydrogen into
the metal from the external environment. However, no internal stresses can cause almost a hun-
dred-fold difference in gas concentrations at the interface and in the bulk of the solid within this
approach, which means that an additional diffusion channel needs to be taken into account.

As mentioned above, many studies into the processes associated with hydrogen degradation of
metals assume that diffusion of hydrogen in the metal is governed by the trapping mechanism.
The trapping mechanisms can differ in nature and depend on both the mechanical and thermo-
dynamic characteristics of the metal-hydrogen system. Classical models accounting for trapping
diffusion are the McNabb model of hydrogen interchange [21] or its simplified version, excluding
the dependence of the interchange rate on time, proposed by Oriani [22].

We intend to use the McNabb model along with the modified diffusion equation (1) to more
accurately describe the experimentally observed near-surface layer with a high concentration of
hydrogen, which is relatively stable over time and is not diffused into the bulk of the metal over
time. Although this trapping model is most commonly used to solve problems related to hydrogen
diffusion, it has never been used this far to solve boundary-value problems accounting for the
influence of the stress-strain state of the metal on the diffusion process from first principles.

The processes of bulk diffusion and trapping diffusion are believed to proceed independently
from each other. Therefore, we can decompose the total hydrogen concentration into a sum of
two concentrations:

diff

c=c,t Crap 4)
where ¢ ,is the concentration of hydrogen diffused by the bulk mechanism; ¢, 1s the concentra-
tion of hydrogen diffused by the trapping sites.

Hydrogen concentration in the traps is calculated by introducing two additional quantities: 0,4
is the degree of trap occupancy and N, is the density of trap distribution.

trap

Accordingly, the hydrogen concentration in the traps is then expressed as

ctrap - elmp ]vlrap' (5)
The trap density szﬁ is assumed to be known (from the experiment or additional constitutive
equations). For consistency with the data published in the literature, we assume that the Ntmp is a
time-independent quantity.

To find the trap occupancy, we introduce an additional constitutive equation incorporating
two more quantities, similarly to the approach for Corap in Eq. (5): 0 ,is the occupancy of grain
boundaries; N ,is the density of grain boundaries into ‘Which mobile hydrogen can diffuse.

According to the data given in [21], the constitutive equation for 6, 1s as follows:

20,
gt -= pevd (1 - 9trap ) - ketrap 4 (6)

where p, k are the parameters of the material (metal) determined experimentally.
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To account for the dependences of the diffusion process and the concentration ¢, on the
stress-strain state of the solid, we use Eq. (1). Only terms of first-order smallness are taken in
expressions (2) and (3) The system of equations for finding the concentration profile of the gas
component in the solid, taking into account diffusion by the trapping mechanism, is then written
as follows:

60\; aetm
8td +Ntrap atp =v.(Deffvcvd +chd)

00
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: RTp1-2v
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c=c,+N, 0

trap ~ trap
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The last equation in system (7) is the elasticity equation, accounting for the deformations
induced by diffused hydrogen.

It is assumed in the available literature (see, for example, [29—31]) that trapping sites are asso-
ciated with inhomogeneities within the metal (nanopores, dislocations, microcracks, etc.) where
diffusing hydrogen accumulates. Recent experimental studies [32, 33] considering damage in
metals provide data for distribution of damage over the bulk of metals. In particular, the concept
of scalar damage is extended in [33] to proposes a damage tensor D, defined as

(E-D)-n3S =n(85-3S,), )

where 35 is the area of some site; 3.5, is the area of damage in this site; n is the normal defining
the given flow; n is the normal to the site.

Since trapping diffusion is in fact an additional flow through the defects in the solid (micro-
cracks, pores, dislocations, etc.), multichannel diffusion can be suggested as an alternative to
the McNabb approach, assuming flow of hydrogen through the metal defects in addition to the
standard diffusion flow in the system; the gas component is deposited on these defects. Since the
diffusive flow of gas j is expressed as

j=pVS,

where V is the flow velocity vector of the diffusing gas; p is the gas density; S is the area of the
site through which this gas flows, we obtain that the additional flow through trapping sites jm is

jtrap = D : j’ (9)
and thus the diffusion equation in this case takes the form

0
—=V[(E-D)(D,Ve+Ve)] (10)
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The equivalent of the sink term here is

>

V[ D:(D,Ve+Ve)]. (11)

The system of equations for finding the concentration profile of the gas component in the solid,
taking into account diffusion by the trapping mechanism, is then written as follows:

oc
- :V-[(E—D)-(DeffVc+Vc)}
D, =D, (1— cM _E octraj

/ RTp 1-2v

(12)
= DOME( v tre — occj V(tre)
RTp \ (1+Vv)(1-2v) 1-2v

V-L —V2v (tre—3ac)E+(e —occE)} =0.

Since most experiments are carried out with cylindrical specimens, where the tensile stresses
are applied along their symmetry axes, we verify the model by considering a cylinder under uni-
axial tension as a boundary-value problem (Fig. 1). It is assumed that the length of the cylinder
along the z axis significantly exceeds its radius r, , and hydrogen penetrates only from the lateral
surface. Therefore, the deformations that occur in the cylinder and the concentration of hydrogen
inside it depend only on the coordinate r, by virtue of symmetry.

The boundary conditions for finding the
stress-strain state are given by the uniaxial ten-
sile stress o, and the stress-free lateral surface,
and by the concentration of the gas component
given on the lateral surface for the diffusion
problem.

Notably, the elasticity equation contains
components that depend on the concentration,
and the diffusion equation contains coefficients
that depend on deformations (both in » and in
z directions). Thus, we obtain a conjugate prob-
lem, and these two equations cannot be solved
separately. The boundary-value problem (both
the elasticity problem and the diffusion equa-
tion) is solved numerically using an explicit
finite difference scheme that corresponds to the
finite volume method. To examine the surface
effects in more detail, we constructed a mesh
clustered to the surface of the specimen (i.e.,
with the coordinate r close to r, ). Discrete for-
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Fig. 1. Scheme for the formulation of the

boundary-value problem: a cylindrical

specimen with the radius r  is exposed to

axial tensile stresses o, and gas flow from the
lateral surface

mulations of the corresponding integral balance
equations were considered in the scheme instead
of the differential equations for local balances.
Displacements and concentration were given in
the nodes of the mesh, and strains, stresses and
diffusivities were given in the cells. The scheme

itself is verified and analyzed for convergence for a particular case of a one-dimensional diffusion
problem in a cylindrical coordinate system with a constant diffusivity in the absence of a stress-

strain state.
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Experimental data for the calculations are taken from [34] for T24 steel. The parameter a,
corresponding to expansion due to hydrogen diffusion, is tailored so that all deformations of the
solid remain within the linear-elastic range. The selected parameters are given in the table. The
distribution of traps and vacancies for diffusively mobile hydrogen and the parameters p and k for
the McNabb model are taken from [35, 36]; the values of damage depending on the coordinate
and necessary for calculating the radial component of the tensor are taken from [32].

Table

Parameters of the simulated solid and gas component

Parameter Notation Unit Value
Diffusion coefficient D, mm/s> | 3.5-107
Temperature T K 293
Young’s modulus E GPa 182
Poisson’s ratio Y - 0.295
Steel density ratio oM mol/m? | 1.45-10¢
to molar mass
External radius
of cylinder Fou mm I
Coefficient of o B 0.03
thermal expansion

Fig. 2 shows the solutions to the diffusion problem accounting for the diffusion of hydrogen
by the trapping mechanism. The concentration profile obtained by the McNabb model (Fig. 2,a)
practically does not penetrate into the bulk of the metal over time, exhibiting the same locking
effect and near-surface layer formation that was observed experimentally. Notably, however,
this result was obtained using the phenomenological dependence NWP on the coordinate [35],
constructed assuming a highly uneven distribution of hydrogen throughout the sample as a result
of its transport from the external environment. Varying the parameter N , does not produce a
significant change in the concentration profiles and redistribution of hydrogen during diffusion.
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Fig. 2. Dependences of normalized hydrogen concentration in the solid on normalized radius
at different times with a step of 600 minutes); the computational data are obtained using the McNabb
trap model, provided that the distribution of N,,, 18 non-uniform («), and a modified model
accounting for flow through trapping sites by a damage tensor (b)

77



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2022. Vol. 15. No. 3 >
I

Accounting for hydrogen diffusion through traps based on the damage tensor (Fig. 2, b) elim-
inates a pronounced locking effect, while the concentration gradient tends to smooth out, and
the hydrogen itself moves deep into the metal specimen. Apparently, the result obtained suggests
that the components of the damage tensor are time-independent, so it is impossible to take into
account the degree of occupancy of these traps, as well as the redistribution of hydrogen from
the traps to the grain boundaries (and vice versa). However, this approach also remains attractive
for further research, since the values of damage tensor components and their dependence on the
coordinate can be calculated independently.

Conclusion

The paper theoretically investigates the diffusion of hydrogen into a solid in a stress-strain
state, considering the mutual influence between the deformations inside the body and hydrogen
transport from the external environment surrounding the solid. A modification of an earlier model
is proposed to more accurately describe the experimentally observed near-surface layer with a
high concentration of hydrogen, which is relatively time-stable and does not expand into the
bulk of the metal due to diffusion. The diffusion equation obtained this way, taking into account
the influence of the stress-strain state on the diffusion process, contains a sink term reflecting
hydrogen flow by the trapping mechanism as the second diffusion channel. This modification was
carried out in two ways: using the classical McNabb model and within the concept of damage.

A boundary-value problem was solved for the modified diffusion equation with the new sink
term, the results were analyzed and compared. We have found that the results differ slightly, but
movement of the diffusion front and ‘smearing’ of the near-surface hydrogen layer are slower for
the McNabb model, which is more consistent with the experimental data.

Notably, the concept of damage allows to avoid some of the physical contradictions that inev-
itably arise within the McNabb model. These contradictions are removed if the flow of hydrogen
is considered by the trapping mechanism within the concept of damage. However, because this
model cannot account for the occupancy of traps and does not include a mechanism for redistri-
bution of hydrogen within the solid (from trapping sites to grain boundaries and vice versa), the
computational results are less consistent with the experimental data. We can thus conclude that
the modification of the model is insufficient and requires further elaboration.
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AnHoTanusa. Mertoj reHepatuBHoro nu3aitHna moaesu (I'ZIM) npuMeHeH IJ1si BOCCTaHOBJICHUSI
CTPYKTYpbl U KO3(hGULIMEHTOB TUddEepeHINaTBbHOTO YPAaBHEHUS B YAaCTHBIX MPOU3BOAHBIX,
OMUCHIBAIOINIETO TIPOIIECC HATPEBAa W MCIAPEHUS] MUILIEHU Ja3epHBIM usiydeHueMm. McxomHbie
CUHTETUYECKUE JaHHBbIC BKJIIOYAIOT CLIEHAPUU HArpeBa, COOTBETCTBYIOIIME MOBEPXHOCTHOMY
WK 00bEeMHOMY MOTJIOIIEeHUIO 9Hepruu. [lokazaHo, 4To B ciayyae 00bEeMHOr0 MOTJIOLIEHUS 15T
KOPPEKTHOTO BOCCTAHOBJIEHUSI MOJIEIU TPEOYETCSI TPUMEHEHNE TTPOLEAYPhI MTPENPOLIECCUHTA,
npeaycMaTpuBalollell NCKIOUEHNE YacTU WCXOAHBIX AaHHbIX. IlpemtoxkeHa Moaudukanus
MeTOja, IO3BOJISIIONIAs YYUTHIBATh 3aBUCUMOCTh KOI(MGUIIMEHTOB BOCCTaHABIMBAEMOTO
ypaBHeHUs OT Temriepatypbl. OOCyXaaeTcs BAUSIHUE Pa3TUYHBIX CTATUCTUYECKUX KPUTEPUEB,
MPUMEHSIEMBIX TIPU CeJIEKIIMU ONTUMAIBHOTO TMOJMHOXECTBA 3JIEMEHTOB, Ha TOYHOCTh
BOCCTAHOBJIEHUSI CTPYKTYpbl ypaBHeHUS. DP@GeKTUBHOCTL MNpuUMeHeHuss Metoaa [JM
MPOAEMOHCTPUPOBAHA [JIs IUMPOKOTO NHUaNa3oHa MapaMeTpOB HarpeBa MUILEHUW W Pa3HBIX
BapyWaHTOB 3adaHus sHepromnoaBoma. I[lokazaHa BO3MOXHOCTb TE€HEpallMW MOAEIU IO
3aLIYMJICHHBIM TaHHBIM.

KiroueBbie ciioBa: MeTOI TeHEPATMBHOIO AW3aiiHa, yhpaBisgeMmas OaHHBIMU MOJENb,
yYpaBHEHUE TEILJIONIPOBOIHOCTH, Jla3epHBI HarpeB

®unancupoBanue: VcciaenoBaHue BBIMOJHEHO NTpU (MHAHCOBOM momaaepxkke Poccuiickoro
HayuHoro ¢onnma (rpant Ne 00296-11-21, https://rscf.ru/project/21-11-00296/)

Ccepiika aas nurupoBanus: beikos H. 10. BoccraHoBiaeHne Momen TEIIOBOTO Mpolecca
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Introduction

Data-driven models are widely used for predicting the parameters of social, political or physi-
cal processes and subsequently controlling them [1, 2]. The requirements imposed on such models
generally include accuracy of the predictions and interpretability of the models themselves. If the
object is characterized by quantitative predictors, then the model is typically a linear or nonlin-
ear regression function [3]. Alternative models are formulated as ordinary differential equations
(ODE) or partial differential equations (PDE), reconstructed from the available data. The data-
driven models based on differential equations are expected to provide both good interpretability
and accuracy of the predictions they yield [2].

Different methods for reconstructing the model of a process as a PDE based on the available
data are widespread in studies of heat and mass transfer. The form of the ODE describing the
majority of the thermal processes is well known: in the simplest case, it is a classical equation
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4 Simulation of Physical Processes

of thermal conductivity. However, the equation may include a second derivative of temperature
with respect to time in the general case [4, 5], and a corresponding convective term for a moving
medium. If energy is released inside the object, one or more additional terms appear in the equa-
tion determining the power of internal heat sources [5]. A tool for selecting the significant terms of
the equation from a large array of ‘building blocks’ should allow to detect the processes that occur
within the internal volume of the object and cannot therefore be visualized during the experiment.
Examples of such processes are phase transitions and chemical reactions. Reconstructing the
convective term with the corresponding weight in the energy equation allows to assess the pres-
ence of convective processes in the object considered. What is more, data can be obtained for the
qualitative changes in the thermal process (for example, transition from predominantly thermal
conductivity to well-developed convection with the liquid heated non-uniformly [6]).

Problems on reconstructing the structure of PDE and determining the coefficients of the equa-
tion with respect to thermal processes can be solved by the method of generative model design
(GMD) proposed in [7]. The method comprises several stages.

1. The most complete possible structure of the reconstructed equation is determined.

II. PDE elements are discretized.

III. Values are calculated for the vector elements of discretized templates based on available
data on spatial-temporal temperature distributions.

1V. Statistical methods are applied to determine the optimal structure and the PDE coefficients.

Even though the core of the method has been formulated, some questions are yet to be addressed.

First of all, the effectiveness of the method clearly depends on the quality of the initial data.
In addition to the above stages of the GMD algorithm, we should consider the stage when the
available synthetic or experimental data are preprocessed. The quality of such data should be ana-
lyzed at this stage in order to make a decision as to whether they can be used fully or partially.

Secondly, the algorithm for constructing discretized stencils for the case of temperature-de-
pendent parameters of the model is not discussed in detail in the literature.

Thirdly, different statistical criteria can be adopted at the stage when the optimal structure
of the equation is chosen (Mallow’s criterion, information criteria, etc.). The statistical criterion
selected should be assessed for adequacy to determine the optimal structure of the model.

Fourthly, an important question yet to be answered definitively is whether the GMD algorithm
is applicable to noisy data.

In general, the potential offered by the GMD method should explored further to accumulate
experience with its practical applications.

This study concentrated on developing the GMD method proposed in [7]. Our intention was
to further expand the scope of the method, trying to answer the above questions.

Generation of initial synthetic data

To better illustrate the capabilities of the GMD method, the initial data for reconstructing the
thermal process model include information about the spatio-temporal evolution of temperature
in the material, accounting for both the presence/absence of physical processes accompanying
heating, and the temperature dependence of the thermophysical parameters of the medium.

The process of heating a metal target with laser radiation is a convenient object to consider.
Firstly, this process depends on the radiation parameters and can be accompanied by phase
transitions (melting of the material and evaporation of its surface); secondly, the temperature
range of the material is very wide and requires taking into account the temperature depen-
dence of the medium parameters. Thirdly, the data can be obtained synthetically by numerical
modeling [8—10].

As an example, we consider a niobium target heated by moderate-intensity laser pulses. This
unsteady process can be assumed to be one-dimensional for the case when the depth to which the
target is heated is much smaller depth than the diameter of the laser spot.

Data on the spatio-temporal distribution of temperature 7{(x,7) in the target are generated to
subsequently use the GMD method by numerically solving the thermal conductivity equation [5,
9, 10] taking the form

(1)
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where x, m, is the spatial coordinate; ¢, s, is the time; p, kg/m?, ¢, J/(kg:K), M(T), W/(m-K), are
the density, heat capacity, and thermal conductivity of the material, respectively; g,, W/m?, is the
volumetric heat source; w, m/s, is the speed of the evaporating surface.

The velocity o depends on the surface temperature 7 (7; = T'(x = 0)) and is the function
of time only: ® = w(f). Eq. (1) is written in the moving coordinate system X, with the origin
corresponding to the target surface. Surface evaporation does not occur for surface temperatures
significantly lower than 7, (7, = 5033 K is the boiling point of niobium at normal pressure p,
[11]), and the surface velocity is ® = 0. Surface evaporation is observed at temperatures exceed-
ing or close to 7,. The velocity w starts to differ from zero. The coefficient o # 0 can serve as an
indicator pointing to the presence of an evaporation process. Melting of niobium is not taken into
account in the given formulation (melting point of niobium 7, = 2750 K [11]).

The boundary condition on the surface is imposed as

>

oT
-A—| =¢g5—-Lpo, (2)
ax x=0

where g, W/m?, is the energy flux of laser radiation over the target surface; L, J/kg, is the latent
heat of evaporation.

The initial temperature at the remote boundary 7(w«,f) = T, corresponds to 7(x,0) = T,
(T, = 300 K).

Two scenarios of laser energy absorption are considered in this paper:

(i) the energy flux of laser radiation through the target surface per unit time (surface flux) is
given by the expression

ds :(I_Rf)VVoo (3)

where W, W/m?, is the density of the radiation flux incident on the target surface; Rf is the
reflectance of the material surface. Volume absorption is absent in this case (g, = 0).

(#i) it is assumed that the volumetric absorption ¢, # 0, g = 0.

In the latter case, the heat input at a distance x from the surface is determined by the expression

q,(x,t)y=a,I(x,1), 4)
I(x,t) =1,(t) exp(-0,x), (5)

where I(x,7), W/m?, is the radiation intensity in the material at a distance x from the surface; /,(7),
W/m?, is the density of the radiant flux penetrating the material, /() = (1 — Rf) W, a, m, is
the absorptance.

Eq. (5) expresses the Beer—Lambert—Bouguer absorption law.

It is assumed that the radiation power does not change, i.c.,

W, =const, t<t,;; W, =0, t>1t,. (6)

The required values of the optical parameters are taken from [12, 13]: a, = 5-10” m™' (for lasing
wavelength of the order of 1 um), Rf = 0.77. Laser pulse duration 7, = 0.1 ps.

The generated data correspond to two temperature ranges:

I. Target temperature is substantially below the boiling point 7, (and the melting point 7));

II. Surface temperature is above 7.

The experimental data [14] on the thermal conductivity of niobium in the range 300 < 7< 2200 K
are approximated by a third degree polynomial for temperature range 1I:

A=A, +6.687-10°T +6.652-10°T* -2.256-10°T", (7)

where A, = 51.49 W/(m-K).
The density and heat capacity of niobium are assumed to be constant in this formulation,
amounting to p = 8570 kg/m’, ¢, = 263 J/(kg'K).

86



4 Simulation of Physical Processes

The temperature dependences given in the literature for the parameters of liquid niobium
differ considerably near its melting point for Range II [14]. In this case, we assume the thermal
conductivity and the heat capacity to be constant over the entire temperature range. In this case,
the thermophysical parameters correspond to the parameters of liquid niobium [11, 14]:

p, = 7580 kg/m’, ¢, = 449.9 J/(kg'K), A, = 65 W/(m'K).

The surface moves with a velocity corresponding to Hertz’s law and the assumption that 18%
of the evaporated atoms are dispersed back to the surface due to collisions in the gas phase [15].
The density of saturated vapor follows the Clausius—Clapeiron law [15, 8]:

1/2
o(t)=0.82 2| ™ exp| L Lo L) (8)
p \ 2k, T ky \T, T

where k;, J/K, is the Boltzmann constant; m, kg, is the atomic mass.

The Crank-Nicolson scheme of the finite difference method is used to numerically solve Eq.
(1), providing a second-order approximation with respect to both the spatial and the temporal
coordinate [5]. Thermal conductivity at the point between grid nodes j and j+1 was determined
by the mean temperature in the nodes:

0L

}\‘j+1/2 =\ ((T

Jj+l

+7,)/2).

The thermal conductivities were tailored during the iterative process for each subsequent time step
(n + 1), accounting for the relationship between thermal conductivity and temperature.

The computational scheme of the problem with volume absorption assumes that the volume
where the absorption occurs is present around each grid node. The volume boundaries for node j
with the coordinate X, are defined for this one-dimensional case as

xj—Ax/23x<xj+Ax/2.

Taking into account the Booger—Lambert—Beer law (see Eq. (5)), the power density of the
heat source in the volume is expressed as

g, (x,,0) = %@{exp[—aa (x, = Ax/2)] - exp[—o, (x, + Ax/2)]}. 9)
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Fig. 1. Distributions of temperature 7 over the target depth X at time 7 = 10 ns, with volume absorption
of laser radiation (computational case 6). The inset shows the initial region X.
Analytical solution [16] (curve ) is compared with the results of different computational cases:
taking into account Eq. (9), with steps of 2 nm (curve 2) and 40 nm (curve 3);
taking into account Egs. (4), (5) and with steps of 40 nm (curve 4)
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Provided that Ax — 0, expression (9) corresponds to expressions (4), (5). Taking into account
the final value of the step Ax, the main numerical algorithm incorporates expression (9). The
first node inside the body has the coordinate x;, = Ax/2 for the problem statement with volume
absorption (the target surface corresponds to the coordinate value x = 0). In addition to volume
absorption, the boundary condition should be taken into account in form (2) at ¢, = 0. A ficti-
tious boundary node with the coordinate x_, = —Ax/2 was included into the scheme to satisfy this
boundary condition. There is no absorption of laser energy in this node,

T(x ) =T(x,,t) =T, (?).

The heating process in the target was observed for a total time of 2 ps.

The numerical algorithm intended for extracting data by GMD was verified by comparison
with the analytical solutions available in monograph [16], obtained in the absence of surface evap-
oration (o = 0) both for the case of volume absorption (see expression (4)) and for the energy flux
through the surface given by Eq. (3).

The data obtained by numerically solving the thermal conductivity equation (1) are in good
agreement with the analytical solutions (Figs. 1 and 2). Using Eq. (9) and the described algorithm
for volume absorption of radiation energy significantly increases the computational accuracy
compared with the results obtained using expressions (4) and (5) for a large spatial step (see
Fig. 1). If the surface flux is given (Fig. 2), the solution is similar to the case of volume absorption.
The solutions differ only in the region of the target located directly near the surface.

TK
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900
800
700
600
500

400 |

300
X.um

Fig. 2. Distributions of temperature 7 over the target depth X at time 7 = 10 ns,
with radiation flux through the surface (computational case 1).
Analytical solution [16] (curve [) is compared with the computational result (curve 2)
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Fig. 3. Spatio-temporal temperature distributions for Cases 4 (a) and 11 (b) (see Table 1)
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The cases corresponding to the generated data are given in Table 1, and example data for the
temperature distributions are shown in Fig. 3.

The computational results for the second temperature range correspond to Case 11 (see Table
1 and Fig. 3,b). For radiation intensity of 1.2 TW/m? and a pulse duration of 100 ns, the surface
temperature exceeds the boiling point by the time the laser pulse stops, and surface evaporation
is observed. The velocity of the evaporation front is approximately 0.3 m/s by the end of the
radiation time interval.

Table 1
Computational cases for generating the input data
Case Epergy Time 3 Ax, N

input sample, ps nm d
1 0.01 A, 973
2 1.00 A, 11333
3 q,=0 0.01 (7) 998
4 1.00 (7) 11704
5 2.00 (7) 2.0 15962
6 0.01 A, 775
7 1.00 A, 11333
8 q.=0 0.01 (7) 801
9 1.00 (7) 11704
10 1.00 (7) 100 228

Case 11: g,= 0, time sample is 0.0975 ps,
I()=12TW/m? c=c,, A=), Ax=2nm, N =3355

Note. [(H= 0.3 TW/m?, ¢ = ¢, for cases 1—-10.

Notations: g, is the bulk absorption of laser radiation; g, is the energy flux
through the target surface; /,(7) is the density of the radiant flux penetrating the
material; ¢ is the heat capacity, ¢, = 263 J/(kg'K), ¢,, = 449.9 J/(kg:K); A is the
coefficient of thermal conductivity, A, = 51.49 W/(m'K), &, = 65 W/(mK), (7)
is the number of the polynomial formula; N, is the number of degrees of freedom.

Method of generative design
The first stage of the GMD algorithm consists of determining the total number of possible

elements in the reconstructed equation (depending on the type of problem). The full stencil of the
PDE for the problem considered includes a convective term and is written as follows:

or 1 o0,0T oOT q
S LAY SN I ' (10)
ot cpox Ox ox ¢p

where the coefficients A and o are assumed to be unknown, while the coefficients p, s and the
heat source power g, are known.
The temperature dependence of thermal conductivity A is assumed to be known:

}\':B0+B1T+BzT2+BsT3’ (11)

where p,are the unknown coefficients.

The second stage of the GMD algorithm involves discretization of the equation elements by
finite difference (FD) [7] or finite element (FE) methods [17] and calculating the values of dis-
cretized stencils based on the available data. We applied an FD method in this study.

The difference template of the second derivative in space for the regular mesh takes the form
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0 oT 1
a(}” a}zg[k,wz jH (}‘J+1/2+7‘j 1/2)T +}”J 1/2T} . (12)

In view of dependence (11), expression (12) takes the form

0 i
Seir)gen,

5=0
K" =0.5K"+0.5K"", (14)
in 1 T']r-li-l Tn n n Tn—l + T'jn ' n n
K" = Ax’ B (T,+1 _T )+ T (T,q _Tj ) |- (15)

The superscript index i in Egs. (13)—(15) and below corresponds to a spatial slice comprising three

nodes: j—1, j and j+1; the superscript / corresponds to a time slice comprising two time layers: #» and

n+1. The coefﬁments K. bt are determined by Egs. (15) substituting the index n by the index n + 1.
The discretized equatlon (10) for the spatial slice i and the time slice / takes the form

b
> d'a, =0, (16)

where P = 7 for near surface nodes during the pulse with volume absorption, and P, = 6 in other
cases; o, = —1, 0 = 2/(Cp) for2 < p<5; a,= 0, o,= g,/(cp). Parameters a,—o, are unknown and
should be determined.”

The coefficients ap” can be found from the available synthetic (or experimental) data:

e TjnﬂA; T | o
=K, for2<s<5, (18)

al = 0.5 73‘17'2;31 +0.5 773123‘”-1 , (19)
al =1. (20)

In vector form, expression (16) can be represented as

SVa, =7, (1)

where Z is a zero vector; the vector V consists of elements a, I’ where the superscript 7 varies from
2 to N — 1 (the spatial 1ndex J varies from 1 to N (N is the number of spatial nodes)); the super-
script / varies from 1 to L (L is the number of time slices) L < n (n is the number of time steps):

T 1 2 3 N-2)xL
VvV, =" vy LpP Ry
(22)
N-11 22 32 42 N-12 2L 3L AL N-1L
a a ).

_ 21 31 41
=(a, a, a, ..a, a a’ a; .a, " .a5 a, a, .4,

Expression (21) can be represented as
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P
Y=a,+>.V,o, (23)
p=2

where Y =-a,V,, a, =-1, a,=0.

Estimates of coefﬁments a, can be obtained by the ordinary least squares (OLS) method.

The presence of the initial data allows us to calculate the component values of the vectors V

The third stage of the GMD algorithm involves applying statistical learning methods to expres—
sion (23). These methods rely on algorithms for selecting the optimal subset of elements and
statistical criteria for selecting a single ‘correct’ combination of elements [3, 18]. The Bayesian
information criterior (BIC) or C (Mallow’s criterion) can be used for this purpose [3, 19, 20].
The respective criteria are calculated as

R
BIC=nIn SS+klnn, (24)
n
where n = (N — 2) L is the number of observations; RSS is the residual square sum; £k =p +

2, p, — is the number of elements included in the sum in the right-hand side of expression (23)
(the maximum possible number of elements: P = P, — 1),

han SS

P

+1), (25)

where $? is mean squared residual after regression over the entire set of predictors.

Illustration of GMD method

In general, the reconstruction accuracy for a model in the form of a PDE with derivative coef-
ficients depending on the solution is determined by a quantitative parameter that is the number of
degrees of freedom (DoF), as well as by the quality of the data. The number of DoF in the given
problem is the number of nodes (points) with a known temperature value. This number depends
on the grid spacing and the instant in time that the data correspond to. Heat penetrates deep into
the material over time, with an increase in the heated area and, accordingly, the number of nodes
for the case of a uniform grid. Data quality refers to several factors: the temperature range covered
by the data; possible correlation of the data, as well as the presence and type of energy supply.

If the heat flux through the surface is given as condition (2) and expression (3), the thermal
balance of a unit volume associated with the grid node j is determined only by the process of
thermal conductivity. It is expected that data in all nodes of the area under consideration can be
used to generate a model.

In the case of volume absorption, this process occurs in the near-surface layer of the target
with a characteristic scale of about & ~ 1/0, = 0.2:107 m (20 nm). The contribution of the term
q, to equation (1) for near-surface nodes is significant with respect to the thermal process. The
quantity Os,, which is the ratio of the energy supplied to the unit volume corresponding to the
node j with the boundaries

xj—Ax/2Sx<xj+Ax/2

for absorption of radiation to the energy supplied/discharged from the unit volume due to
thermal conductivity, can be defined as

x.,t)Ax
Os, = M , (26)
9_r2 a2
oT oT
Gonen =2 | 2> Davn =2 —|c a2
ox 1™ ox 1™
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The boundary of ‘influence’ of energy absorption on the heat balance depends on the distri-
bution of the modulus of the local Ostrogradsky number |Os,|. Fig. 4 shows an example for the
variation in |Os,| for the case of volume absorption and the time 7 = 0.1 ps. |Os,| >> 1 for points
in the near- surface layer around the coordinate x = 7-107® and the thermal conduct1v1ty process
also plays a secondary role. The latter circumstance affects the reconstruction accuracy for the
thermophysical parameters and the quality of generation for the equation model.

\OSJ )

e N
0 0.1 0.2 0.3 0.4

X, um

Fig. 4. Modulus distribution of the local Ostrogradsky number along the coordinate X

A total of 200 near-surface nodes were excluded from the data intended for generative design
for the irradiation stage and the case of volume absorption, while the sum in expression (23)
included the total number of predictors P= P — 1 =5 (P = 6). The reconstruction error of the
coefficients exceeded 50% accounting for either the near-surface nodes in the initial data or only
the near-surface nodes for which expression (23) also included the term associated with volume
energy release (P = 6, P, = 7), while the reconstructed model included an ‘extra’ convective
term for the first range of temperatures below the melting point 7. One near-boundary node
was excluded from the data for the heat diffusion stage after the pulse stopped to account for the
specifics of how finite-difference stencils are set.

Cases with the energy flux through the surface were not sensitive to the presence of informa-
tion about near-surface nodes in the data under consideration. If the surface energy flux was set
regardless of the process stage, one node immediately adjacent to the target surface was excluded
from the data.

The target temperature varies in a wide range during heating: 7, = 300 < T < 2200 K for
the first temperature range and 7, = 300 < T < 7000 K for the second one. Internal tests indi-
cate that it is ineffective to use data for points deep within the target with a temperature below
1.0037;= 301 K. These nodes were also excluded from consideration.

Data generated for different time slices correlate with each other [3]. The model of the equa-
tion is reconstructed from the data corresponding to a single time slice consisting of two time lay-
ers. We considered the data corresponding to the time slices at both the irradiation stage (¢ = 10
and 100 ns) and after the laser pulse stopped (1 and 2 ps).

The number of DoF used to generate the model ranged from 220,000 to 16,000 and depended
on the case (see Table 1).

In the first stage of the study, the GMD method was applied to the data corresponding to
Cases 1, 2, 6 and 7, assuming constant thermal conductivity A, and a temperature range not
exceeding the melting point (see Table 1). The results of the algorithm for selecting the optimal
subset of elements for Case 1 are summarized in Table 2. The number in the first column corre-
sponds to the number of elements p, included under the summation sign in Eq. (23). According
to the results obtained, the minimum values of the BIC and C criteria correspond to an equation
with one term with the coefficient a, (aside from the term with'the coefficient a, = —1) for Case 1.
The statistical procedure of the package R [18] for all cases determines the Value of the coefficient
0, as equal to 2.2845 107 (Table 3), which corresponds to the value of thermal conductivity
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o, =A,/(pc,)=2.2845-10" m?/s

(see expression (7)), which is used to generate data.

Notably, in addition to exact reconstruction of the coefficient, the structure of the equation,
which should not include the convective term with the coefficient oy, is also reconstructed cor-
rectly. Thus, the results obtained for generating an equation with constant coefficients can be
assumed to be satisfactory.

Similarly, the GMD method was applied to reconstructing the equation from the data imply-
ing a temperature dependence for the thermal conductivity of the parameters in the form (7).
Table 2 presents an example of applying the procedure for selecting the optimal subset of ele-
ments for Case 3 (surface energy flux and the time # = 10 ns) corresponding to the irradiation
mode. The procedure correctly reproduces the stencil for the equation without the convective
term corresponding to the coefficient o, for this case. Cases 4 and 5 (see Table 1) correspond to
later times of the process: f = 1 and 2 ps, respectively. The temperature of the target decreases,
and its variation range is 300—550 K by the time of 2 ps. The number of DoF increases to
16,000. The reconstruction quality of the model structure remains virtually unchanged for later
times, and the convective term is not reproduced. The structure of the required equation is also
reconstructed correctly for the cases with volume absorption (Cases 8 and 9). Varying the com-
putational parameters, i.e., increasing the spatial step by 50 times and decreasing the number of
DoF in Case 10 proportionally (relative to Case 9) does not affect the reconstruction quality of
the structure.

The results obtained by running the GMD algorithm for Cases 1 — 10 are given in Table 3. The
normalized coefficients corresponding to expression (7) (in bold) and the coefficient a, associated
with the surface evaporation rate are given here. The rest of the rows show the values of the recon-
structed coefficients for the given cases, the values of the normalized coefficients in the dependence
MT) are reproduced with good accuracy. The reconstruction error of the coefficients only weakly
depends on the time slice corresponding to the data and on the type of energy input, provided that
some of the data for the near-surface layer are excluded for the case of volume energy absorption.

The maximum reconstruction error for the coefficients of polynomial dependence of thermal
conductivity is 0.01%. The error is determined as

=|ot,, / &, =1]-100%,

where o is the coefficient for which the maximum discrepancy with the theoretical value o, is
observed.

The error for the total thermal conductivity is even less and does not exceed 0.002%. The error
is the same for Case 9 and 10, even though the number of DoF differs by 50 times.

The initial data for Case 11 assumes an evaporation process on the target surface, since the
surface temperature for the corresponding high radiation intensity (see Table 1) and the pulse
time exceeds the boiling point of niobium. The GMD method allows to correctly reconstruct the
structure of the model, which includes a convective term for this case (see Table 3). The recon-
structed coefficient value o, for Case 11 is different from 0.

Table 2 shows the values of criteria C and BIC for two cases: 1 and 3. The minimum criteria
correspond to the same set of elements for these cases. However, unlike BIC, the criterion C
predicts an incorrect structure of the model for several cases. Moreover using BIC produces a
sparser model with fewer elements.

We can therefore conclude that the BIC criterion is preferable for the given class of problems.

It is extremely important for real-life applications that the GMD method can work with noisy
data. Below, we consider an additional computational case to illustrate this capability, corre-
sponding to the time slice # = 0.0975 ms; its initial parameters are similar to Cases 1 and 2 from
Table 1. The same as above (Cases 1 and 2), the synthetic data are generated on a grid with a
step Ax = 2 nm. The effect of noise was achieved by simulating the temperature values by the law

Ty(x,0) =T(x,)(1+68,), (27)

where 7{(x,?) is the temperature found from numerical solution (1); 6 is a random variable with a
uniform distribution from the interval [—1, 1], §,is the relative error.
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Table 2
Procedure for selecting the optimal element subset for Cases 1 and 3
ggg:rirs (l)f; a, Q, a, a 0L BIC Cp
Case 1
1 * - — - - -29,196.57 2.59
2 * - — - ® —29,190.57 3.71
3 * * - - ® —29,183.85 5.54
4 * * ® * - —29,178.95 5.56
5 * * * * * —29,173.63 6.00
Case 3
1 * - — - - —3,628.85 2.44-10"
2 * - — - * —1,098.50 1.60-10"
3 * * - - * —12,940.78 2.26-10"
4 * * * ® - —29,934.64 4.53
5 * * * * * —29,928.26 6.00

Notations: o,~a are the coefficients from Eq. (23); BIC, Cp are statistical criteria. Notes.
1. The number of elements p, included under the summation sign in Eq. (23) is given in the left
column. 2. The selected results are highlighted in bold.

Table 3

Illustration of GMD method

Case a, | o, (x109 | o, (x10°) | a, (x10?) | o (x109) | q,
Comparison of theoretical and reconstructed values
1,2.6,7 0 2.2845 0 0
1 —7.1669-107° 0
2 1.0482-107 0
2.284
6 -3.6375-107° 845 0 0
7 —-8.8505-10°8 0
Comparison of theoretical and reconstructed values
3-5,8-10 0 2.2845 2.9668 2.9513 -1.0009 0
3 2.2415-107 2.9669
107 2.951
4 1.2152°10 2.9668 9513 —1.0009
5 -3.1960-108 5 2845 29514
8 8.7904-10° ’ 2.9669 29511 —1.0008 0
9 4.1593-10°% 2.9513
2.9668 —-1.0010
10 —3.8343-107 2.9515
Comparison of theoretical and reconstructed values
11 0 1.9060 0 —
11 1.4656-107 1.9060 0 0,3

Notes. 1. The values of normalized coefficients corresponding to expression (7) (theoretical) are high-
lighted in bold. 2. For all cases, a, = —1.
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Noisy data were generated with the value of §_ varying from 107 to 1072 (see Table 4).

The GMD method does not allow to correctly reconstruct both the structure of the PDE and
the coefficients for the derivatives for the given noise level. For this reason, an additional regular-
ization procedure had to be applied for noisy data, accounting for the function assignment error
generated when the grid step is selected [21].

As noted above, synthetic data are generated with a small step with respect to the spatial coor-
dinate, allowing to tailor a larger step, a multiple of Ax. Using the procedure for determining the
step (described in [21]) for the relative errors of the initial data given in Table 4, we obtained the
value of Ax_ = 0.1 um. With the given step value, the GMD correctly reproduces the structure of
the equatlon without the convective term (o, = 0) for all values of & considered, and the recon-
struction error of the thermal conductivity coefﬁc1ent

e=|a, /a,—1-100%

(o, = 2.2845-107° m?/s is the theoretical value of the coefficient) varies from 0.04% for the rel-
ative error of the initial data amounting to 107 to 47% for § = 1072 (see Table 4). The relative
error 3 = 107? corresponds to the absolute error of determining the temperature determination at
about 25 K near the target surface and 3 K near the remote boundary.

If the step with respect to the spatial coordinate cannot be varied for synthetic or experimental
data, an alternative regularization procedure can be used, based on temperature interpolation with
spline functions [21]. Table 4

Application of GMD method to noisy data
Case | o, o A

2

sl 10° | 2.2854:10° | 0.04
s2 10 | 2.2912-10° | 0.29
s3 107 | 2.5112-10° | 9.92
s4 102 | 3.3634:10° | 47.22

Note. o, = 0 for cases sl—s4.

Notations: 3, is the variable relative error;
a, o, are the coefficients from Eq. (23);
e is the error, ¢ = |a,/a, — 1]'100% (a, is the
theoretical value).

Conclusions

The GMD method holds much promise for reconstructing the PDE describing thermal pro-
cesses. GMD can be used both to directly construct a mathematical model of a complex phe-
nomenon from the available data and to visualize the accompanying processes, such as chemical
reactions or phase transformations, as well as to refine the thermophysical parameters of materi-
als. However, little experience has been accumulated so far with applying the GMD in practice,
so the method itself needs to be developed further.

This paper continues the efforts on optimizing the algorithm for generative model design as
applied to reconstructing a model of a thermal process, which may generally include a convective
term, with the material parameters assumed to depend on temperature.

We report on the reconstruction of a partial differential equation describing heating and evap-
oration of a metal target by a laser pulse.

The initial data for subsequent application of the GMD method were generated by numeri-
cally solving the thermal conductivity equation an unsteady process for different approaches to
describing the laser energy. We propose a method for improving the computational accuracy for
the case of volume absorption and limited computational resources, which require a large step
with respect to the spatial coordinate. The computational algorithm is verified by comparison with
existing analytical solutions.
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Our findings indicate that the GMD method is sensitive to the type of data used. The propor-
tion of data that can be used to generate the model has to be additionally estimated for the case
where the initial data for reconstructing the model correspond to volume absorption of the mate-
rial and the stage when the target is irradiated. Excluding the data on temperature in near-surface
nodes allows to reconstruct the model structure with better quality and minimum error in finding
the temperature-dependent coefficients of the PDE generated. On the other hand, there is no
problem with excluding near-surface nodes and pre-processing of the data if the data corresponds
to the stage of heat diffusion after the laser pulse stops for volume absorption or any stage of the
process with the heat flux through the target surface.

If the model is generated as a PDE with variable coefficients, a significantly larger number of
predictors have to be taken into account to apply statistical learning methods in the search for the
optimal structure and coefficients of the equation. Despite this circumstance, we have confirmed
that applying generative model design to the available data yields good results in reconstructing
the structure of the model. The structure of the equation does not include a convective term at
temperatures substantially lower than the boiling point of the material. If the surface temperature
of the target exceeds the boiling point, the convective term associated with the surface evapora-
tion process is reconstructed. The reconstruction error for the temperature-dependent coefficient
of thermal conductivity is less than 0.002% for the given number of degrees of freedom (more
than 200).

We have established that the GMD method can be used to reconstruct a model from noisy
data. In this case, additional regularization procedures are to be introduced to obtain the correct
structure of the equation and the coefficient values of the derivatives.

As a direction for future research, we intend to validate the method of generative design with
real experimental data.
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Annoranus. C 1eJIbI0 aHATM3a TEXHOJOTMH JIAa3ePHOTO OTXKUTa TJICHOK OKCHAA TUTaHa Ha
canWPOBBIX MTOMJTOKKAX W ONTUMHU3AIIMK CBOWCTB TIICHOK PacCMOTPeHa TepMOMEXaHMYeCcKast
MOJIEJIb 3TOr0 OTKHUra. OHa MO3BOJISIET KOHTPOJUPOBAThH ¥ BADbUPOBATH 3HAYCHUS TEPMOYITPYTHX
HanpsDKeHW B CTPYKTypax TJIEHKA-TIOUTOXKA, BBI3BAHHBIX M3MEHEHUEM TEXHOJOTUYECKUX
rmapaMeTpoOB OTXKHWTa MJIEHOK, TAKMX KaK MOIIHOCTH Jia3epa, TOJIIMHA TJIEHKU, JIUTETbHOCTh
HUMITYJIbCa, CKOPOCTD JIa3¢PHOIO M3JIYyYeHHUsT U Ap. TeMIepaTypHoe MMoJjIe MO JIA3ePHBIM JIyYOM
MOJIEIMPOBATIU C TOCICAYIONIMM aHAJM30M HAIPSIKEHUH € TTOMOIIBIO TePMOMEXaHUIeCKON
MOIEIM KOHEYHBIX JJIEMEHTOB. Pe3ylbTaThl MOICTMPOBAHWS ITOKa3aJyd BaXHYIO pOJb
COOTHOIIEHMSI MEXKIY 3HAUEHUSIMU TOJIIIMHBI TUIEHKU U TToa10XKU. [Togo6paHo onTUMaibHOE
COUCTaHNE TEXHOJOTUUECKUX TMapaMeTpOB, ITO3BOJIIONICEe IPETIOTBPATUTh 0Opa3oBaHUE B
TUIEHKAX TPEIUUH U APYTUX Ae(EKTOB.
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Introduction

The possibility of obtaining thin films on substrates is important for the design of functional
devices such as photoelectric converters or sensitive elements of gas sensors. Modern semicon-
ductor gas sensors use thin films of metal oxides (TiO,, Fe,0,, V,0,, SnO,, WO,, ZnO) as sensing
elements. These materials are popular because of their workability, low cost, high chemical stabil-
ity, mechanical strength, and high adhesion to sapphire. As the result, semiconductor gas sensors
are characterized by small sizes, high sensitivity, and reliability [1, 2].

Traditional technologies of microelectronics, such as vacuum deposition and photolithogra-
phy, can be used for creating thin films. Application of more sophisticated technologies increases
the performance of gas sensor and decreases its cost and power consumption [3].

© KuynuukoBa 0. B., AnukeeB M. B., ®uwiumonoB A. B., 2022. Uznarens: CaHkT-IleTepOyprckuii moauTeXHUYECKUi
yHuBepcuret I[lerpa Benaukoro.
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Laser radiation (LR) for obtaining thin films on sapphire substrates increases the performance of
gas element production, provides stability of film parameters and higher oxide quality. Decreased
duration of film laser annealing (LLA) on sapphire surface excludes the necessity to provide vacuum
conditions or special inert atmosphere to prevent uncontrolled surface impurities [4—8]. The main
benefits of gas sensor development on a sapphire substrate with titanium oxide (TiO,) film are high
selectivity to detectable gases, reduced operating temperature, and increased stability over time.

The mismatch of the lattice parameters and the thermal expansion properties between thin film
layers and substrate materials is the main cause of the cross-layer defect development and stress
generation. Thermoelastic stresses in a thin film often hamper its performance. Therefore, it is
important to be able to control the stress formation in thin film.

The Stoney formula [9] is commonly used for estimation of stresses in the thin film systems.
This formula has been extended to calculate stresses in multi-layered thin films deposited on a
substrate exposed to non-uniform misfit strains, which provides a way to experimentally deter-
mine stresses in such systems [10]. Analytical and experimental methods, including the substrate
curvature and X-ray methods, are also useful but they cannot provide the stress distribution in
thin film systems when manufacturing and across individual film layers.

The numerical simulation is an efficient technique for studying complex systems, including stud-
ies in thermoelastic stress analysis of the thin film-substrate system. Multiphysics package as ANSYS
is very suitable for such investigations. It allows to perform the thermomechanical analysis for both
temperature and stress estimation. The simulation gives the opportunity to analyze the generation and
evolution of stresses in thin film structures and processing conditions on the stress distribution. A more
comprehensive investigation was carried out by Pramanik and Zhang [11]; they used anisotropic mate-
rial properties and a three-dimensional finite element (FE) model to investigate the residual stresses in
the thin film and substrate. Citirik et al. [12] used the FE analysis to simulate the residual stresses devel-
oped in density modulated silicon (Si) thin films, which incorporate alternating low- and high-density
layers. Tinoko et al. [13] showed a methodology to estimate mechanical parameters of thin films by
means of a bulge test and a numerical approach. Although many studies in stress evolution during
thin film production have been carried out, some questions related to underlying mechanisms remain
unanswered, and it remains unknown how the stresses are stipulated by specific material structures
and manufacturing conditions, influence of material nonlinearity properties in temperature range, etc.

The goal of our research was to investigate the thermoelastic stresses in the thin TiO, films on
substrates obtained by LA and to analyze occurrence and evolution of thermoelastic stresses and
defects in the film-substrate structure and to determine the conditions that prevent cracks formation.

It is necessary to find optimal conditions for manufacturing TiO, films on sapphire substrates
for microelectronics application and to improve not only substrate quality but also films charac-
teristics (i.e., reduce defects, improve oxide quality as well as reproducibility and stability of film
parameters over time). The influence of the technological process on thermoelastic stresses in
TiO, films has been studied experimentally and with simulation. We have investigated the effects
of material properties, thin film structure and processing conditions on the distribution of stresses.

Computational approach

The localization of the thermal effect during TiO, films LA on a sapphire substrate leads to
a large temperature gradient in the zone of the laser beam influence, which results in thermo-
mechanical stresses and possible defects. The scheme of LR of a TiO, film 10 um thick on the
sapphire surface 430 pum thick is presented in Fig. 1.

Numerical methods allow to carry out simulations and determine the optimal parameters of
films LA. Two sequential steps have to be performed for the thermomechanical stress analysis: (1)
a pure thermal analysis which provides temperature and heat flux distributions in space and time,
(2) a thermoelastic analysis to compute the mechanical stresses due to the temperature gradients.

To calculate the temperature fields, we use a three-dimensional heat equation:

o (2427, 240,200 0
o \ox Oox oy Oy 0z 0Oz

where C is the heat capacity; p is the mass density; 7 is the temperature; ¢ is the time; k is the
thermal conductivity coefficient and ¢ is the power density of the heat source.
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l Laser

Convection Convection
Sapphire |,
substrate
Zz
- Ly
. Convection

Fig. 1. Scheme of laser annealing of the titanium oxide — sapphire system (b) and the temperature
distribution in the system’s cross-section at time instant ¢ (a);
L., L are the width and height of the sample, the laser moved from left to right

Laser energy absorbed by the structure is described by the Bouguer—Lambert—Beer expression
qg=a(l-R)I,(t)e ™, (2)
where R, a are the reflection coefficient and the absorption one, respectively, and
1,(7) is the laser power (LP) density.
The spatial distribution of the laser power density while pulse duration follows a Gaussian

distribution, which was approximated using the equation:

-(x+y%)

L()=1Le "~ )

where r is the radius of laser beam and x, y are the spatial coordinates.
The initial condition for the heat Eq. (1) is T'(x, y,z,t =0)=T,,.
The boundary conditions are set to simulate convection on all boundaries:

oT
—ka— =B(T -T,),

where B is the convection heat transfer coefficient.

The Neumann boundary conditions (flux-type) were used on the top surface for the calcula-
tion of heat transfer from the film to the substrate. The boundary condition on the top layer can
be described as

6T
82
where qs is the part of flux in the nodal point i, j, k.

The boundary condition between the layers (with the film thickness L, and substrate thickness
L,) defines the equivalent temperatures in both layers:

=4k

T(z=L—-0,0)=T,(z=L +0,1).

After laser annealing, the cooling takes place in the air. The laser scan speed was varied for the
simulation. Due to large temperature gradients, thermal stresses appear during the heating-up and
the cooling-down processes. The material strains can be described as [14]:

8tot = 881 + gth H (4)
where ¢ is the total strain, ¢ ,is the elastic strain, ¢, is the thermal strain.
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The thermal strain is described by linear temperature dependence:

>

g, = a(AT). (&)
The elastic stress is determined by the Hooke’s law [14]:
o=[D]{e, - (©6)

As consequence of Egs. (4)—(6), the strain-stress relationship for isotropic material can be
described as

1
e = E(om +V(o,, +6.))+a(AT),

1
£, :E(GW +V(o,, +0..))+a(AT),

1
£, :E(G” +Vv(o,, +0,,))+a(AT), )
2(1+v)o,,
g, =——,
E
2
e = (I+v)o,, ,
E

where F is Young’s modulus, v is Poisson’s ratio, o is the coefficient of linear thermal expansion,
AT is the local rise of temperature.

The support on the three adjacent faces is assumed frictionless.

The thermophysical properties adopted for both, substrate and film are displayed in Table [2].

Three different thicknesses of the substrates whose sizes are assumed to be 10 x 10 x 0.43 mm,
10 x 10 x1 mm, 10 x 10 x 1.5 mm have been investigated. The film thickness is varied from 1 to
30 um.

The simulation parameters are the following: the laser power is 30—90 W; the scan speed is
1—25 mm/s; the laser scan length is 8§ mm; the laser beam radius is 1.25 mm.

The FE package ANSYS was used to perform the thermophysical analysis. The temperature
history calculation was used as an input for structural analysis. The transient thermal analysis was
performed for the temperature distribution in the TiO, film on the sapphire substrate.

Table
Thermophysical properties of the titanium dioxide and sapphire substrate
Parameter value
Parameter Titanium dioxide Sapphire
Mass density, kg-m™ 4260 4000
Heat capacity, J-kg'-K™! 690 1430
Thermal conductivity, W-m'-K"! 85 5
Coefficient of thermal expansion, K™ 9.19-10°¢ 8.8:10°¢
Young’s modulus, GPa 282 350
Poisson’s ratio 0.27 0.27
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A challenge arises from meshing the thin layers in order of good element quality. The number
of elements used in our ANSYS simulation for the case with substrate thickness 1 mm is 5720
in which 44.5 % are the 10-node SOLID291 elements, 3.93% is the 20-node SOLID279 ele-
ment, 18.69 % 8-node contact elements CONTA174 and 32.88 % are thermal surface elements
SURF152. The minimum orthogonal quality is 0.04 (more than 0.01), which is the evidence of
adequate meshing. The average element surface area is 3.6683-10 > m2. The mesh density is finer
in the laser path trajectory which gives us the opportunity to concentrate the elements in regions
with large temperature gradients, obtaining increased computational efficiency.

Materials and methods

For the experiments a thin film of tetraethoxytitanium Ti(OC,H,), was brought up onto a
sapphire substrate with a thickness of 430 um by centrifugation (centrifuge SPIN NXG-P1, rotor
rotation speed of 2000—3000 rpm, application time of 30 s). Sapphire supports to promote high
adhesion strength to the gas sensitive material and has a high melting point, high chemical and
radiation resistance, high hardness and transparency, which leads to the quality and stability
improvement of the gas sensitive material [15, 16].

After pre-drying in the oven at 100—120 °C for 15—20 min (the solvent and hydrolysis products
have been removed from the film before) LA is carried out using the radiation of a pulsed solid-state
Nd:YAG laser with a wavelength of 1064 nm (film temperature of 500—600 °C, laser beam scan-
ning rate of 1—20 mmy/s, laser power of 30—90 W). With that treatment the crystalline structure is
modified and defects are reduced in order to improve the quality and stability of the gas sensitive
material. The use of LA makes it possible to shorten the processing time to obtain the gas sensitive
material in comparison with traditional methods (annealing in a muffle furnace) [4—S8].

Experimental pattern: (tio2_171026082557.txt)
#5079 [99-207-1134] T 02 (Ruiie)

CuKa (1.541874 A) 20, deg

Fig. 2. The X-ray roentgenogram of the TiO, film obtained by laser annealing (a)
and the SEM image of the surface morphology of the film on sapphire substrate (b);
laser wavelength is 1.064 um
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The phase composition of the thin film structure was investigated by powder X-ray diffractom-
etry [17]. The diffractometer ARLX’TRA, Thermo ARL was used to perform X-ray phase analysis
of obtained thin films. A qualitative analysis of the phase composition was performed using an
open database (card index) COD (Crystallography Open Database) and the Match program. The
X-ray roentgenogram of the obtained film, reflexes of the standardized roentgenogram and Miller
indices are shown in Fig. 2,a. We have chosen the X-ray roentgenogram for titanium oxide with
the structure of rutile (card No. 99-207-1134) for reference. It can be seen from the obtained data
that the reflexes of the standard sample coincide with the reflexes of the resulting film. Therefore,
the material has a phase composition like the rutile modification of titanium oxide. Fig. 2,5 shows
SEM image of the surface morphology of the titanium dioxide film.

We carried out experimental studies to measure thermal stresses in thin TiO, films on
the Tencor FLX-2320 (Japan) in the laboratories of “Piezopribor” Research Center
(Rostov-on-Don, Russia).

Results and discussions

Different calculation scenarios for TiO, film laser annealing on sapphire substrate were consid-
ered. The experimental results showed that the temperature for TiO, film structure formation was
about 500 °C [18]. Thermal analyses showed a temperature peak on the film surface.

We calculated the stress distribution in the TiO, film — sapphire structure caused from LR.
The general purpose FE code ANSYS was used to simulate TiO, film—sapphire LA with variation
of laser parameters such as the its speed and power. We investigated the scenarios with different
substrate thicknesses (0.43, 1.00, and 1.50 mm). The influence of laser power, substrate thickness
and laser beam speed on maximum temperature for TiO, laser annealing on sapphire substrate is
presented in Fig. 3. Increasing the speed of the laser leads to a decrease in maximum temperature
on the sample surface. This decrease can be explained by the fact that the heating and cooling
require less time and the material gets less energy. The cooling rate significantly influenced the
formation of TiO, film on sapphire substrate.

It can be seen from Fig. 3 and 4 that the large temperature gradients are the source of
thermal stresses on the film surface. The heated part of material expands but the rest material
restrains the movement of heated one. So, we have the compressive region in the under irra-
diated zone. During the cooling, compressive stresses appeared in irradiated zone, but the rest
is in tensile state.

a) b)
T, oC r r :
\ substrate thickness 0.43 mm, power 30 W ——
4000 - substrate thickness 0.43 mm, power SOW — — ~ o, GPa T —T T T
\ substrate thickness 1mm, power 30 W - - « - substrate thickness 0.43 mm, power 30 W ——
3500 \\ substrate thickness 1 mm, power S50 W — - sk substrate thickness 0.43 mm, power SOW — — _|
3000 \ substrate thickness 1.5mm, power 30 W — . substrate thickness 1 mm, power 30 W « - « .
\| substrate thickness 1.5mm , power SOW - = . 4L substrate thickness 1 mm, power SO0W — - -
2500 | \  Substrate thickness 1.5mm, power 30 W — -
3+ \ substrate thickness 1.5mm, power 50 W « = .
2000
2 L
1500
1L
1000 -
500
0
| |
0 5 10 15 20 25
v, mm/s

Fig. 3. The dependences of the sapphire substrates’ temperature 7" (a) and its stress ¢ (b)
on the laser beam speed at different laser power values and the thicknesses
of sapphire substrates; the thickness of a TiO, film is 5 ym
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Fig. 4 illustrates the equivalent (von-Mises) stresses during TiO, film LA on sapphire substrate.
The maximum temperature for that case was about 530 °C at a laser scan speed of 25 mm/s, suba
strate thickness was 1 mm and laser power was 30 W. When the laser beam begins to scan a path
(Fig. 4, a—c), the stresses increase, but the low temperature of the surrounding material restricts the
heated zone expansion causing the formation of compressive stresses (equivalent (von-Mises) stress
is 1.3 GPa at 0.08 s of LA). When cooling, the temperature decreases and the material is exposed to
lower stresses (equivalent (von-Mises) stress is 8.42 MPa at 8 s, the laser treatment time is 0.32 s).

The behavior of stresses in the processed material strongly depends on the temperature gradients.
The maximum principal stress (see Figs. 3, 4) indicates the overall stress state of material. When the
largest principal stress exceeds the uniaxial tensile strength 30, a crack might be initiated. The tensile
strength limit of TiO, film on sapphire substrate is 333 MPa. If the maximum principal stress is less
than the tensile strength limit for titanium dioxide, no cracks formation is expected.

a) b) )
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Fig. 4. The calculated distributions of maximum temperature (a, d, g), of equivalent von Mises
stresses (b, e, h), and of maximum principle stresses (c, f, i) over a vertical cross-section of the body
at different time points in the laser processing, s: 0.08 (a, b, c), 0.32 (d, e, f) and 8.0 (g, A, i).
These are criteria for crack initiation during TiO, film LA, under the following conditions: a laser scan
speed is 25 mm/s; LP is 30 W; the film thickness is 5 pm, the substrate one is 1 mm;
the duration of laser treatment is 0.32 s

The simulation results indicate that the thickness ratio between the TiO, film and the sapphire
substrate plays an important role in the LA. The capability of the substrate to diffuse the heating
from the film enables a proper temperature distribution inside the film, avoiding the overheating
of the surface. It has significant influence on defects like cracks formation.

The increase of film thickness from 5 to 30 um decreases the maximum principal stresses. The
stress variation induced by an annealing is as much higher as film thickness is low. We can see
in Fig. 3 that the thicker substrate (1 mm) and the higher laser speed (more than 2 cm/s at laser
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power of 30 W) allow to obtain a film without cracking risk. It is possible to control and vary the
value of thermoelastic stresses in the film-substrate structures due to changes of film annealing
processing parameters: substrate temperature, laser radiation power, film and substrate thick-
nesses, pulse duration, sample movement velocity, etc. Thereby one can optimize film properties
for the task and device design.

Conclusion

We have simulated TiO, thin films processing on sapphire substrates and conducted related
experiments. We developed a three-dimensional model for the analysis of the stress distribution
in film-substrate structure. The films properties were investigated with atomic force microscopy
method, scanning electron microscopy, and X-ray phase analysis.

The thermomechanical model for TiO, LA on sapphire substrate was implemented in ANSYS
software. We investigated that the temperature on TiO, film (thickness of 5 pm) surface is about
500 — 600 °C at an average LR power of 30 W, which is a prerequisite for the growth of films
on the substrate surface. It corresponds to the level of thermoelastic stresses (much less than the
material elastic limit) such that the cracks formation is not expected. The morphology of the film
structure can be varied by changing the laser power and temperature, which allows to reallocate
defects in the structure and to improve the films quality for their usage in microelectronics and
thin film optics.

Higher scan speed leads to lower temperatures and larger temperature gradient during the
material heating and cooling. The film and substrate thickness play a key role in the formation of
cracks and defects in film. The studies showed that cracks on the surface can be formed in thicker
films. The thicker substrate (1 mm), the bigger laser scan speed (more than 20 mm/s), and the
smaller laser power (30 W) allow to obtain the film without cracking risk. Thus, the TiO, film-
to-substrate thickness ratio, LP, laser scan speed are the most important parameters to process a
uniform film for their application in microelectronics.
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: _ . ... Introduction _ )
Heating, ventilation, and air conditioning systems (HVAC) are aimed at ensuring thermal

comfort for humans in residential structures, providing environments with controlled parameters
[1, 2]. In real-life conditions, rooms are almost always occupied by people, as well as blocked by
furniture or other interior objects. Computations of ventilation systems are often performed for
empty rooms free of obstructions [3, 4] in order to minimize geometric uncertainties. The tem-
perature field of a person or a group of people in the room plays the major role in assessments of
thermal comfort and air quality. The thermal characteristics, as well as the general structure of
the flow can vary substantially in this case. Experimental studies typically use models reproducing
the human body parameters to some extent, rather than living people (whose individual charac-
teristics are nearly impossible to reproduce).

The model of the human body can be greatly simplified; for example, lamps with heat emission
corresponding to the human body were used in [5], experimentally studying the air distribution

© 3acumoBa M. A., MapunoBa A. A., WMBanoB H. TI., [MommapkoBa A. 1., 2022. Wzpmatens: Canxr-IletepOyprckuit
nosiMTexHuueckuit ynusepcuret [lerpa Benukoro.
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4 Simulation of Physical Processes

in the room for various ventilation scenarios. However, most studies describe human-like ther-
mal manikins (one or several) with controlled parameters, including thermal conditions on the
body surface [6]. Accordingly, virtual thermal manikins that fully or partially reproduce these
parameters are used for numerical simulations. One or more realistic thermal manikins were used
in computations of air distribution and estimation of thermal comfort parameters in [7—9].

However, uncertainties associated with setting a large number of a priori unknown parameters
appear even in applied ventilation problems formulated and solved with controlled thermal man-
ikins; these parameters include the number of people in the room, all kinds of movements they
make, the exact location of a person in space in the operating conditions, the geometric con-
figuration (exact shape) of the body, the thermal insulation properties of clothing, etc. If all of
these parameters are based on some approximate estimates, it is virtually impossible to solve the
problem fully accounting for all of the given conditions, so the influence of the parameters com-
plicating the problem is generally considered separately.

One of the parameters examined in a number of studies is the influence of the thermal man-
ikin’s shape on the characteristics of flow and heat transfer. Clearly, the shape of a physical or
virtual thermal manikin can be greatly simplified. For example, simplified geometric shapes of the
manikin can be used to account for obstructions in the room [10, 11]. However, it is established
in [12—14], the shape of the manikin can significantly affect the local characteristics of the flow
near the manikin. Four manikin shapes were considered in the experimental study in [12]: one
approximating the human shape and three simplified shapes (a cylinder, a parallelepiped and a
combination of these figures). Airflow computations were carried out in [13] near six manikin
shapes with different details. Numerical simulation was performed in [14] for the problem with
three manikin shapes (the one approximating the shape of the human body, as well as partially
and completely simplified shapes composed of parallelepipeds). Studies indicate that the shape of
the manikin close to the human body should be used to predict local characteristics.

Computations in unsteady conditions were carried out in [15, 16] with the position of the
manikin spatially varied over time. A full-scale experiment and computer simulation (Large Eddy
Simulation) were carried out in [15] to study the flow evolving for a manikin moved between
rooms with different concentrations of polluted air. The door between the rooms was opened
during the experiment, and the manikin was moved through the doorway, but the variations in the
positions of manikin’s individual parts were not taken into account. The influence of the thermal
manikin’s movement on stratification of the temperature field was experimentally investigated in
[16]. The variables were the velocity of the manikin, the movement duration, the intensity of heat
generation from the surface and the air change rate (airflow per unit time).

Generally, a clothed manikin and the specific characteristics of its clothing can significantly
affect the heat transfer from its surface (see, for example, [12, 17, 18]). For example, the thermal
insulation characteristics of clothing, the presence of hair on the surface of the head and the
design of the chair on which the manikin was seated were varied in [12]. The effect of clothing
on heat transfer was considered in [17]. The main parameter in the experimental study [18] was
the type of clothing; the mannequin was dressed in light summer clothes, in warm winter clothes
and in a business suit.

The respiration process of a thermal manikin was considered in [19, 20]: the periodic propaga-
tion of an air jet produced during exhalation can modify the structure of the flow near the manikin
and affect the characteristics of heat and mass transfer. The unsteady processes of inhalation and
exhalation through the nostrils and mouth were modeled in [19] for a sitting and standing man-
ikin under transient conditions. The air flow was also simulated inside the manikin. The RANS-
approach was applied in [20] in a steady-state formulation to simulate three phases of breathing
(inhalation, exhalation and the pause between them) for a standing manikin. The review [21] con-
siders studies that performed numerical simulation of breathing in a manikin, giving the boundary
conditions (periodic breathing cycles) set in the corresponding computations on the surface of the
manikin’s mouth. Several recent publications are aimed at solving the crucial problem of predicting
the dispersion of saliva droplets released during breathing or coughing (sneezing) [22—24].

Numerous experimental and computational studies described the structure of the flow and
the characteristics of heat and mass transfer in ventilated rooms occupied by people. Efforts are
also underway to validate the computational techniques, generally considering rooms unoccupied
rooms (see, for example, [25—27]). Computational validations require data from well-documented
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experimental tests; however, such tests are scarce for rooms with thermal manikins. Experiments
at the Danish Technical University (Lyngby, Denmark) were carried out in 2003 and 2007 for the
conditions of displacement [28] and mixing [28—31] ventilation (the results are compiled into a
database at http://www.cfdbenchmarks.com/). Data from the test with displacement ventilation
were used earlier to validate numerical simulation techniques in [14, 32, 33]. Data from the test
with mixing ventilation were used earlier in [34—36]. The conditions of this test are reproduced
in this paper.

The goal of our study consists in numerical analysis of the structure of turbulent flow and the
characteristics of heat transfer for airflow around a sitting thermal manikin in a model room.

Computations were performed for conditions close to experimental ones [30, 31], and the
results of numerical simulation are compared with the experimental data. Aside from validating
the computational technique, we analyzed the influence of thermal conditions on the surface of
the manikin (constant temperature or constant specific heat flux). Furthermore, the role of vari-
ous heat transfer mechanisms was considered as part of the parametric study.

Problem statement

Geometric model. The model of the ventilated room corresponds to the data of experimental
studies [30, 31] and is a parallelepiped with the length L = 2.44 m (along the axis x), height
H = 2.46 m (along the axis y) and the width W = 1.20 m (along the axis z). One of the side walls
of the room is open (marked as Inlet in Fig. 1,a); air enters the room through this interface,
assumed to be an inlet opening for the computational domain. Two circular exhaust opening with
the same diameter equal to d = 0.25 m are located on the opposite side wall (marked as Outlet
in Fig. 1,a). The outlet openings are centered relative to the axis z, the centers of the lower and
upper openings are located 0.6 m away from the floor and ceiling of the room, respectively.

A seated thermal manikin (see Fig. 1) was placed in the room 0.5 m from the open boundary
(0.7 m to the manikin’s knees). The distances from the manikin surface to the side walls of the room
are the same in the transverse direction (axis z), amounting to 0.325 m; there is a gap 0.002 m high
between the floor of the room and the manikin’s feet. The geometry of the manikin is taken from
the database at www.cfd-benchmarks.com, with the description of the conditions and results of the
experiment. The characteristic (maximum) size of the manikin is / = 0.76 m in the longitudinal
direction (along the axis x), #, = 1.36 m in the vertical direction (along the axis y) and w_ = 0.55 m
in the transverse direction (along the axis z) . The surface area of the manikin is § = 1.60 m>.

Outlet

Outlet

Fig. 1. Images of computational model of the room with a seated manikin
in isometric projection (a) and in planes (b).
Lines / —I, show the points where the velocity (blue)
and temperature (red and green) were measured (see [30, 31])
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4 Simulation of Physical Processes

No modifications were introduced in the present study to the geometric model of the manikin
provided in the database. However, as evident from the illustrations both for the experiments
described in [30, 31] and for subsequent studies dedicated to numerical simulation [34, 35], the
manikin was tilted by some angle relative to the vertical axis. We can therefore assume that the
positions of the individual parts of the manikin in the experimental setup were different from
those available in the database, although no information about this is given in either the studies
or the documentation. Thus, the position of the manikin in the room is somewhat unclear, so it
cannot be accounted for in the statement to the computational problem.

The positions of lines /,—/ along which the measurements were carried out [30, 31] are shown
in Fig. 1. The points highlighted are the ones for which experimental values are given in the data-
base. The velocity magnitudes were measured along the lines /, and /, using a spherical thermal
anemometer; the lines are located in the central section of room z =0 0.19 m and 2.19 m away
from its open boundary, respectively. The temperature was measured with thermocouples along
the lines /; and /, placed near the walls of the room (x = 2.19 m, z= —0.35 m and x = 1.22 m,
z = 0.50, respectively), and along the lines / and / on the surface of the room (y = 0, z = 0 and
x=L, 7= 0).

Physical parameters of the environment and boundary conditions. We considered the flow of
air whose properties were assumed to be constant at a temperature of 20 °C. The Prandtl number
was equal to Pr = uC p/k = 0.7, where p is the dynamic viscosity equal to 1.81-107 kg/(m-s); Cp
is the specific heat of air at a constant pressure of 1.005 kJ/(kg-K); A is the thermal conductivity
equal to 25.9 mW/(m-K).

The computational cases with different inlet boundary conditions, thermal conditions on the
manikin surface, and parameters of the physical model are given in Tables 1 and 2.

Two values of airflow rate were considered: 0.7970 m?3/s (the corresponds to the experimen-
tal value in [30, 31]) and 0.0295 m3/s. The air in the experiment was sucked through the outlet
openings, and the conditions for air inflow through the open endwall of the room ensured a
uniform profile. A uniform distribution of the inlet velocity was adopted in the computations,
also with two values: V, = 0.27 and 0.01 m/s (respectively). In accordance with the experimental
conditions in [30, 31], constant air temperature was maintained at the inlet boundary, equal to
T, = 20.4 °C. The Reynolds number constructed from the inlet air velocity and the width of the
manikin, i.e.,

Re=pw V /u,

where p is the air density equal to 1.205 kg/m?’, was Re = 366 and 9886 at V, = 0.01 and
0.27 m/s, respectively.

With the room height used as a linear scale, the Reynolds number Re, = pHV, /u amounted
to Re , = 1.638 and 44.218, respectively.

The no-slip condition was imposed at the solid boundaries of the room, the walls were assumed
to be adiabatic (setting zero heat flux g, including the conductive and the convective component).
Constant pressure was imposed at the outlet boundaries.

Table 1

Boundary conditions for different computational cases

Parameter Value for case
1[2] 3 | 4 5 | 6 | 7
V., m/s 0.27 0.01
7,°C | 340 —
g, Wm> | — |1393]805 | 1393 | 66.1 | 139.3

Notations: V, is the air velocity at the entrance to the room, T is
the temperature at the surface of the thermal manikin, g, is the total
specific heat flux including three components (conductive, convective
and radiative).
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Either constant temperature 7' or constant total specific heat flux ¢, including all three com-
ponents (conductive, convective and radiative) were set on the surface of the manikin for different
computational cases. In accordance with the experimental conditions given in [30, 31], a constant
temperature equal to 7, = 34 °C was maintained on the manikin surface. The computational
case best reproducing the experimental conditions is Case 1 in Table 1. The Grashof number,
constructed from the height of the manikin,

Gr=pgB(T, — T, )h, 12,

m

was equal to Gr = 5.06-10° (g is the gravity acceleration, B is the thermal expansion coefficient
equal to 0.0034 K™).

Notably, part of the manikin surface around the knees was thermally insulated in [30, 31];
this was not taken into account in our computations because there is no accurate data about the
location of this area.

Table 2
Parameters of the physical model for computational cases
Case 11213145167
Radiationmodel |+ |- |+ ||+ ||+
Gravity + _

The computational software allowed to comprehensively analyze the contributions from var-
ious heat transfer mechanisms to integral heat removal from the manikin surface. Evidently,
forced convection is predominant in Cases 1—4 and free convection in Cases 5—7; Cases 1, 3,
5, 7 accounted for the contribution from radiative heat transfer to heat removal, while radiative
heat transfer was not simulated in Cases 2, 4, 6. Additional computations were carried out for low
flow rate of air under zero gravity conditions (see Tables 1 and 2, Case 7): radiative heat transfer
is predominant, the contribution from free convection is absent. These conditions correspond, for
example, to those at the International Space Station under ventilation shutdown [37, 38].

The air in the room was assumed to be transparent for simulation of thermal radiation, the
emissivity (degree of blackness) was taken equal to 0.93 for the thermal manikin and 0.83 for the
solid surfaces of the room model.

Mathematical and computational model. Turbulent airflow was simulated by the RANS approach
(solving the Reynolds-averaged Navier—Stokes equations); see monograph [39] for more details.
The Reynolds stress tensor was calculated from the Bussinesq approximation, while the turbulent
viscosity was determined by the standard k-¢ turbulence model. The Enhanced Wall Treatment
option was used near the solid walls. The following turbulence characteristics were set at the inlet
boundary in accordance with the selected model: turbulence intensity / = 6% and the ratio of
turbulent to molecular viscosity p/u = 10.

The system of governing equations for motion includes the equation for heat balance, while
the buoyancy force is described in the Bussinesq approximation. The direction of the gravitational
acceleration vector is marked by the arrow in Fig. 1,a.

Radiative energy transfer was accounted for using the surface-to-surface (S2S) model avail-
able in ANSYS Fluent. The model allows to determine the transfer of energy between differently
heated solid surfaces, while the transmissivity of the body is taken equal to zero.

The computational mesh was constructed in the ICEM CFD package; the resulting mesh con-
sisted of tetrahedral elements away from solid surfaces and prismatic layers near them. The mesh
was clustered near the surface of the manikin. Five prismatic layers were set near each wall of the
room without clustering, the height of the first near-wall layer was y, = 5 mm; eleven pnsmatlc
layers with a clustering coefficient of 1.1 were set near the surface of the mamkln with Y, =1
mm. ANSYS Fluent tools were used to convert the tetrahedral elements of the mesh to polyhedra
the total size of the transformed mesh was 590,000 cells. This mesh was used in all computations
(Fig. 2,a).
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The distribution of the dimensionless distance y* from the center of the first near-wall cell to
the wall is shown in Fig. 2, b, c. The value of the quantity y* averaged 1.37 over the manikin sur-
face, its maximum value of 3.81 was detected on the surface of the manikin’s hands. The average
value of y* on the walls perpendicular to the axes y and z was 3.34, the maximum values of y* lay
near the outlet opening, reaching 80 locally.

The computations were performed using the ANSYS Fluent CFD package. The equations
were discretized with second-order accuracy. The Coupled scheme was used to relate the fields of
pressure and velocity components. The residuals in the presented computations converge in the
steady-state formulation.

i
Y0246 810

Fig. 2. Illustration of computational aspects: general view of computational mesh (a),
distribution of quantity y* over the surfaces of room walls (b) and manikin (c)

Computational results

Description of the flow structure and parameters of heat transfer from the manikin surface.
The general structure of the flow is illustrated based on the data obtained for Case 1, approxi-
mated to the conditions of the experiments in [30, 31]. Fig. 3 shows the streamlines colored in
accordance with the velocity magnitude, as well as the velocity and temperature fields in several
sections of the room. As the airflow reaches an obstacle (in this case, the manikin), it decelerates
to the left and to the right around the manikin’s torso; regions of accelerated flow evolve in the
vicinity of the floor, where the velocities reach 0.4 m/s (see Fig. 3, a, b). An extensive separation
region (with rarefied flow) appears behind the manikin. Circulation regions with slow flow are
also observed near the floor and ceiling of the room, at the end wall opposite to the entrance. As
the flow approaches the outlet openings, it accelerates, with the velocity level reaching 10 m/s.
Notice that outflow separation is uniform: the airflow rate through the upper and lower openings
is almost the same.

The temperature fields (see Fig. 3, ¢) illustrate the heating of air in the separated region behind
the manikin, where the temperatures range from 34 °C at the surface to 21 °C away from the
manikin. No thermal plume is observed above the manikin: it is carried away by strong incident
airflow. Because the walls were assumed to be adiabatic, they are apparently heated by thermal
radiation. This can be seen in Fig. 3,c, where the temperature field on the bottom wall is shown
as an example. The mean temperatures over the surface are as follows:

21.2 °C for the ceiling,

21.6 °C for the side walls,

22.0 °C for the floor,

21.2 °C for the end wall.

As seen from Fig. 3,c, heating of the walls produces a slight increase in the temperature of air
in their vicinity.
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Fig. 3. Computational structure of airflow in the room, shown for Case 1 (see Table 1)
by the streamlines colorized in accordance with the velocity magnitudes (a),
fields of velocity magnitude (b) and temperature (c) in several sections of the room

Fig. 4,a shows the distribution of the total specific heat flux g, over the manikin surface; the
flux includes all three components of heat transfer: thermal conductivity, convection, and radia-
tive heat flux. The distribution of the quantity g, reflecting the radiative component of the heat
flux is shown in Fig. 4,b, and the distribution of the quantity g including the conductive and
convective components is shown in Fig. 4,c. These distributions are characterized by strong spatial
non-uniformity due to geometry of the manikin and the characteristics of airflow. In particular,
the convective heat flux on the front surface of the manikin is significantly higher than on the
back surface for incoming flow of cold air.

Table 3 gives the heat fluxes averaged over the elements of the manikin surface (the positions
of the elements numbered from I to VI are shown in Fig. 4,a; the elements taken for processing
the computational data approximately correspond to the experimental setup). The averaging was
performed separately for the elements located symmetrically on the left and right sides of the man-
ikin; thus, the total number of elements is 11. Some heat flux asymmetry was observed both in the
computations and (to a greater extent) in the experiment. The asymmetry of the computational
results can be attributed to some degree of dissymmetry in the geometry and computational mesh.

a) b)
q,, W/m?

270
20 1

¢)

@yy_con» W/m?
200
160
120

Fig. 4. Distributions of heat fluxes over the manikin surface (Case 1): total (a),
radiative (b), convective (c); corresponding distributions of the Nusselt number (d);
The positions of the elements are numbered from I to VI (see Table 3)
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Table 3
Heat fluxes on the surface of the manikin (see Fig. 4)
Computed value Experiment

# qw’ W/m2 qw conv’ W/m2 qw rad’® W/m2 qw’ W/m2

left right left right left | right left | right
I 134.7 68.7 66.0 -
II 156.0 156.2 98.7 98.9 57.3 57.3 129.6 122.0
1 | 1244 123.9 68.2 68.5 56.2 55.4 104.5 100.0
IV | 195.8 198.4 145.6 149.5 50.2 48.9 185.2 163.0
A% 160.1 160.3 98.3 98.4 61.8 61.9 144.6 142.7
VI | 146.0 143.8 88.1 86.7 57.9 58.1 159.7 153.4
> 139.3 80.5 58.8 122.3

Notations: g, g

> Ty _conv? qwﬁmd

on the manikin are numbered from I to VI, Y is the sum of fluxes [—VI.

Fig. 4,d shows the distribution of dimensionless heat transfer (Nusselt number)

conv = qW CU}’IVWWI/}\/(TW - ]-;Il).
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Fig. 5. Computational and experimental velocity profiles in sections /, (a) and /, (b);
temperature profiles in sections /, (¢) and /, (d); temperature distribution
on the surface of the walls in sections / (e) and [ (f) (see Fig. 1)

are the total, convective and radiative heat fluxes, respectively; the positions
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We can observe from this distribution that the contribution of the conductive term of heat flux
to the total heat transfer is insignificant for the given problem: the Nusselt number averaged over
the manikin surface <Nu_ > = 125. The local maximum of convective heat transfer is located at
the front of the manikin on the hands: the average heat transfer in this region is about 150 W/m?
(see Table 3), which corresponds to <Nu_ > = 234.

Radiative heat flux only slightly varies both over the height of the manikin and locally in its
different elements (see Fig. 4,b and Table 3), the average value of the radiative term over the
manikin surface was 58.8 W/m2. The total integral heat transfer from the manikin surface is
139.3 W/m?and the integral heat removal from the manikin surface is 223 W. As it turned out for
the computational case considered, the contribution from the radiative term of heat flux to the
total heat removal was 42%, the contribution from the convective term was 58% (the contribution
from the conductive term was less than 1%).

Comparison of computational results with experimental data. We can directly compare the
computational results for Case 1 with the experimental data in [30, 31] for the conditions close to
experimental ones. Fig. 5, a, b shows the graphs for the velocity magnitude in the central section
of the room, constructed along the vertical lines /, and /, (see Fig. 1 for the positions of the lines).

The graph in Fig. 5,a shows the velocity distribution near the inlet boundary, at a distance of
0.19 m from it. A somewhat non-uniform velocity was detected during the experiment in this sec-
tion (measurements were carried out only in the lower half of the room). The velocity distribution
obtained in the computations based on the boundary condition imposed is almost uniform, with only
a small local increase in velocity recorded near the solid walls. The computational and experimental
data are generally in good agreement. The velocity distribution shown along the line /,, located 0.25
m away from the outlet boundary, has two local maxima (the velocity is about 1 m/s), appearing
because outlet openings are nearby; the computational and experimental data almost coincide here.

The temperature profiles are shown along two vertical lines: , located in one of the corners of the
room near the exits (Fig. 5,¢), and /, located near the manikin (Fig. 5,d). The computational tem-
perature profiles are almost uniform, with an increase in the temperature by about 1 degree observed
near the walls because they are heated by the radiative heat flux. The experimental data indicate that
the temperature profiles are considerably non-uniform, with a pronounced minimum near the floor,
while the values at points below 0.5 m turned out to be lower than the inlet temperature 7, = 20.4
°C, recommended in the documentation for the experimental data and adopted in the computations.
The nature of the experimental temperature profiles near the floor may point to some undocumented
experimental conditions that cannot be reproduced in computational problems. The computational
and experimental temperatures are in good agreement at a height over 0.5 m.

Fig. 5, e, f compares the computational and experimental data for the surface temperature
on the line /, passing along the floor, and line /, passing along the end wall (crossing the outlet
openings). As can be seen from Fig. 5,e, a local increase in wall temperature can be observed near
the manikin’s legs. The local temperature minima in Fig. 5,/ are due to the presence of the outlet
openings. Even though experimental data are scarce, we can conclude from the comparison that
the computational and experimental values are in good agreement, including for heating of the
walls with external thermal insulation.

The experimental database contains information about the average heat transfer from different
elements on the surface of the thermal manikin (see Table 3, two right columns). Documentation
does not provide the exact positions for the boundaries of these surfaces, so the experimental
data given in Table 3 for the eleven elements only approximately correspond to the processing
results of the corresponding computational data. Furthermore, discussing the experimental data
presented in [30, 31], the studies do not address the considerable asymmetry of the mean heat
flux, with the differences in the values obtained for the left and right elements of the manikin
reaching 12%. Nevertheless, qualitative agreement is observed for the spatial inhomogeneities of
the heat flux recorded in the computations and in the experiments: the maximum heat transfer
in both cases is observed on the hands, and the minimum around the hips. The value of spe-
cific heat removal averaged over the entire surface of the manikin obtained computationally was
139.3 W/m?, exceeding the experimental value of 122.3 W/m? by 14%.

Influence of thermal conditions on the manikin surface. One of the reasons for the uncer-
tainty arising in simulations of the human body with a thermal manikin is the type of thermal
boundary conditions imposed on the surface. The sensitivity of the flow field and the heat transfer
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characteristics to this parameter was estimated in this study based on the computations setting a
constant temperature on the surface of the manikin (the conditions corresponding to the exper-
imental setup) and a constant heat flux. In addition, parametric computations were carried for
both types of boundary conditions to investigate the radiative contribution to heat transfer.

Case 2 (see Tables 1 and 2) is fully identical with the statement of Case 1, but does not account
for the radiative heat transfer. Second-kind boundary conditions were imposed in Cases 3 and 4,
the radiative model was activated in Case 3, while radiation was not taken into account in Case 4.
Imposing boundary conditions in Case 3, we adopted that ¢ = 139.3 W/m?, which corresponds
to the total heat flux obtained in Case 1, and ¢, = 80.5 W/m? in Case 1, which corresponds to
the convective term of the heat flux obtained in Case 1. The heat transfer parameters for the four
cases are as follows (based on the data in Tables 1 and 2):

Mean value over

Case Parameter .
manikin surface
1 q, Wm? 139.3
2 g, Wm? 80.6
3 T,°C 34.2
4 T,°C 34.8

Analyzing the computational data, we can conclude that varying the thermal boundary con-
ditions has little effect on the overall structure of the flow: the velocity fields are nearly identical
in all four cases (and generally correspond to the illustrations for Case 1 in Figs. 3, a, b and 5, a,
b). Notably, if the radiative model is deactivated, there is slight rearrangement of the flow in the
vicinity of solid boundaries: the mechanism for heating the walls and the near-wall layers of air is
switched off in the absence of radiation. Accordingly, the contribution of free convection changes
in these layers, and the velocities turn out to be slightly lower.

Fig. 6,a shows the distribution of specific convective heat flux over the manikin surface for Case 2.
Comparing these data with those in Fig. 4,c, we can see that they nearly coincide, which is consistent
with the coincidence of the flow structures mentioned above. Evidently, the integral heat removal
from the body surface cannot be determined correctly without accounting for radiative heat transfer,
since the mean values of the specific total heat flux obtained in Cases 1 and 2 differ significantly.

Temperature distributions obtained in the cases when a constant heat flux (total or convective)
was set on the surface are shown in Fig. 6, b, c. The temperature fields are consistent with the
heat flux distributions obtained in the cases with constant surface temperature (compare Fig. 4,a
with Fig. 6,b, and Fig. 6,a with 6,c). Local heat flux minima correspond to local temperature
maxima, and vice versa. We should note that if a heat flux is set at the surface of the manikin,
accounting for radiative heat transfer considerably affects the temperature distribution (compare

e EE I TR |
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Fig. 6. Distribution of total heat flux over the manikin surface for Case 2 (a);
distribution of temperature over the manikin surface for Cases 3 (b) and 4 (¢)
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Figs. 6,b and 6,c). A similar spatial structure of the temperature field is observed in both cases, but
the temperatures vary in a wider range in the case without accounting for radiative heat transfer,
and are higher by 0.6 °C on average.

Characteristics of flow and heat transfer in free-convection flow. The airflow rate set in the
experiment provided that forced convection made a significant contribution to determining the
flow structure and the heat transfer characteristics. Free-convective heat transfer mechanisms play
a major role in problems on ventilation with flow around a heated human body. The contribution
from free convection to the evolving processes was analyzed by formulating an additional problem
where the inlet air velocity was reduced by 27 times, amounting to V, = 0.01 m/s (see Table I,
Case 5). The statement otherwise coincided with Case 3, where the radiative heat transfer was
simulated (see Table 2), and the total heat flux was set on the surface of the manikin.

Fig. 7 shows a comparison of the flow structures and temperature fields for flows with predom-
inantly forced and free convection. As the inlet velocity decreases, the flow structure and, accord-
ingly, the heat transfer characteristics vary significantly. The air in free-convection flow rises
slowly along the heated surface of the manikin and moves vertically upward towards the ceiling:
a strong thermal plume appears above the manikin. The maximum velocity in this plume reaches
0.34 m/s (see Fig. 7,e), which is approximately 40% of the characteristic buoyancy velocity of
0.79 m/s. Buoyant flow impinges on the ceiling and reverses so that regions with recirculation
flow appear in front of the manikin and behind it.

Recirculation flow in front of the manikin has a higher intensity because the problem is for-
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Fig. 7. Structure of airflow in the room for Cases 3 (a—c)
and 5 (d—f), marked by streamlines colored in accordance with
the velocity magnitude (a, d), as well as the fields of velocity magnitude (b, e)
and temperature (c, f) in several sections of the room (b, e, f)

mulated in an asymmetric statement (air flows slowly across the open boundary and is blown out
through two opening on the opposite wall): the maximum velocity in the descending jet reaches
0.19 m/s. The flow along the floor is characterized by velocities up to 0.15 m/s, partly drawn
into a vertical buoyant jet and partly moving along the floor past the manikin, where it is carried
towards the exits.

The free-convection mode is characterized by a stratification of temperature over the height
(see Fig. 7, f): the flow is heated from the manikin in the upper part of the room, and the tem-
peratures are close to the inlet value in the lower part. Local temperature maxima are observed in
the thermal boundary layers near the manikin surface as well as in the thermal plume. In general,
the air temperature is higher in Case 5 than in Case 3.
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Fig. 8 compares the distributions of temperature and heat flux over the manikin surface for
flow with predominantly forced and free convection. As expected, the low intensity of free-con-
vection flow produces a decrease in heat transfer, compared to the flow around the manikin in
forced-convection flow (see Fig. 8, ¢ and f). Accordingly, the surface temperatures of the manikin
(Figs. 8, a and d) increase appreciably (by an average of 4.3 °C): the averaged temperatures over
the surface are 7, = 34.2 °C for Case 3 and 7T, = 38.5 °C for Case 5. The positions of the local
temperature extrema, i.e., the maxima around the torso and forearm, and the minima around
the hands and feet, are the same. The increase in surface temperature is accompanied by more
intense radiative heat transfer. Provided that the same value of the total heat flux is set in both
cases, its components are redistributed: the share of the radiative term was 42.5% in Case 3, the
share of the convective term 57.5%, while the shares of radiative and convective terms in Case 5
amounted to 52.5 and 47.5%, respectively (Table 4).

Along with Case 5, two other cases were considered for low flow rate conditions (¥, = 0.01 m/s):

Case 6 without accounting for radiation, setting the heat flux equal to the convective compo-
nent of the heat flux obtained in Case 5 (g, = 66.1 W/m?) on the surface of the manikin;

Case 7 for weightlessness (the formulation corresponds to Case 5, but the gravitational accel-
eration is taken to equal zero).

e I . W/m? I
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Fig. 8. Fields of temperature (a, d), radiative (b, e) and convective (c, f) heat fluxes on the surface
of the manikin; computational results for cases 3 (a—c) and 5 (d — f) are given

Table 4
Parameters of heat transfer from the manikin surface
T /
Case w qw_rad qw_conv qw_rao/ qw qw_conv qw
°C W/m? %
3 342 | 59.2 80.1 42.5 57.5
5 385 | 732 66.1 52.5 47.5
6 38.6 — 66.1 — 100
7 50.2 | 114.5 248 82.2 17.8
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The velocity and temperature fields for these cases are shown in Fig. 9 and the temperature
distributions over the manikin surface are shown in Fig. 10; the integral heat transfer parameters
are summarized in Table 4. Evidently, the results obtained for Case 6 are somewhat different
from the data for Case 5: the same as with forced-convection flow (discussed earlier), excluding
radiation from analysis does not allow to describe the increase in the wall temperature and the
heating of the near-wall regions. In the case of free convection, the absence of heated near-wall
layers of air modifies the structure of the flow to a greater extent, decreasing the velocities near
the floor; this is accompanied by more intense temperature stratification (see Fig. 9, ¢). The
mean temperature over the surface of the manikin is practically the same, about 38.5 °C (see
Table 4).

Flow is virtually absent for Case 7 (see Fig. 9, b) and the total share of conductive and con-
vective mechanisms of heat transfer was 17.8%. The main contribution to heat transfer is from
radiative heat transfer whose share is equal to 82.2%. The walls of the rooms are heated con-
siderably: the temperature averaged over the wall surface was 27.7 °C in Case 7 and 23.8 °C in
the baseline Case 5. The surface-averaged temperature of the manikin was 50.2 °C (local values
lie in the range from 35.4 to 151.4 °C). Such a high temperature corresponds to a critical value
for emergency shutdown of forced ventilation in a spacecraft cabin during an orbital flight (for
example, at the International Space Station), without accounting for human thermoregulation
mechanisms.

"
| [N | o I T [T | |
2 Vems 07000203 ™0 001002 T°Co1 22 23 24 25 26 C21 26 31 36 41

Fig. 9. Fields of velocity magnitude (a, b) and temperature (¢, d), obtained
in computations for Cases 6 (a, ¢) and 7 (b, d) in several sections of the room
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Fig. 10. Temperature distributions over manikin surface
obtained in computations for Cases 5 (a), 6 (b) and 7 (¢)
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Conclusion

The paper presents the results of numerical simulation of three-dimensional turbulent flow
and heat transfer in the case of airflow around a seated thermal manikin placed in a model room
with mixing ventilation. The computations were carried out in a steady-state formulation based
on solving the Reynolds equations closed by the standard k-¢ turbulence model; the buoyancy
effects were described in the Boussinesq approximation; the radiative energy transfer was taken
into account using the Surface-to-surface model. The distributions of velocity and temperature of
air in the room, obtained by numerical simulations, are qualitatively and quantitatively consistent
with the experimental data presented in the literature. The computational values of specific heat
removal from the surface of the manikin were slightly higher than the experimental ones.

Computations were performed in the course of parametric studies both with a constant tem-
perature on the surface of the manikin (which corresponds to the experimental conditions) and
with a constant heat flux. We have established that varying the thermal boundary conditions has
virtually no effect on the overall structure of the flow, while the general heat release remains con-
sistent. The influence of the radiative contribution to heat transfer was investigated for both types
of boundary conditions. It is confirmed that integral heat removal from the surface of a body can-
not be determined correctly without accounting for radiative heat transfer: the share of radiative
heat flux exceeded 40%. In addition, accounting for radiation affects the computed temperature
of room walls and the airflow in the near-wall layers.

Along with studies of ventilation with predominantly forced convection (corresponding to the
experiment), we also considered the characteristics of flow and heat transfer for free convection.
We have observed that the structure of the flow under predominantly free convection is deter-
mined by a strong thermal plume evolving above the manikin and the temperature field is strati-
fied by height. The free-convection conditions with low-velocity airflow is characterized by lower
values of heat transfer compared to the flow around a manikin under forced convection, which is
accompanied by an increase in the surface temperature and more intense radiative heat transfer.
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Abstract. In the paper, a 3D trajectory analysis taking into account the surface roughness
of the thermionic cathode and thermal effects caused by its heating has been performed in the
electron-optical system of a gyrotron with a frequency of 74,2 GHz and an output power of
approximately 100 kW. A new approach based on the use of standard settings available in the
3D simulation software when the model parameters of thermionic emission being given, was
used for consideration of the micron-sized cathode surface roughness. A comparison between
the calculated and experimental data made it possible to clarify the regularities of the influence
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AHHOTanmua. BBITTOJTHEH TpeXMepHBI TPAaeKTOPHBIM aHaIW3 B 3JCKTPOHHO-OINTHUYECCKOMU
cucreMe THUPOTpoHa ¢ yactotoil 74,2 ITu um BBIXOAHON MOIIHOCTBIO mpumepHo 100
KBT, ¢ ydyeToM I1I€pOXOBAaTOCTU ITOBEPXHOCTM TEPMOIMUCCHUOHHOIO KaToda M TEIJIOBBIX
3(bbeKTOB, BbI3BAHHBIX €ro HarpeBoM. [l yyeTa I1I€pOXOBATOCTE IMOBEPXHOCTU KaToja
MUKPOHHOTO pa3Mepa UCHOJb30BaH HOBBI TMOAXON, OCHOBAaHHBIH Ha WCIIOJb30BaAaHUU
CTAHJIAPTHBIX WHCTPYMEHTOB, MOCTYIHBIX B TMPOrpaMMe TPEXMEPHOTO MOIEIMPOBAHUS TIPU
3aJaHUM TapaMeTPOB TEPMODJIEKTPOHHON 3Muccun. COMOCTaBICHME PACUYCTHBIX JAHHBIX C
BKCIIepUMEHTAJbHBIMU MTO3BOJIWJIM YTOUHUTH 3aKOHOMEPHOCTU BIMSIHUS pa30poca HayaJbHbIX
CKOpOCTE€l M M3MEHEHHUsI TeOMETpUM KaTOAHOIO y3Jia IpM ero HarpeBe Ha IapaMeTpbl
3JIEKTPOHHOTO MOTOKa, GOPMUPYEMOTO B BJEKTPOHHO-ONTUYECKON CUCTEMEe TMPOTPOHa.

Kmouesbie ciaoBa: CBY 3j1eKkTpoHMKaA, TUPOTPOH, BUHTOBOM 2JIEKTPOHHBIN MOTOK, KaTOI,
LLIEPOXOBATOCTh ITOBEPXHOCTH, HArpeB
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HCIIOJIb30BAaHMEM BBIUMCIUTEIBHBIX PECYPCOB cynepkoMmbloTepHoro neHTpa CIIOITY (http://
WWWw.scc.spbstu.ru).
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Introduction

Gyrotrons have become the predominant source of powerful microwave radiation in the mil-
limeter and submillimeter wavelength ranges. In particular, they are used for heating high-tem-
perature plasma and current drive in controlled thermonuclear fusion devices, requring gyrotrons
with megawatt levels of output power, operating in continuous and long-pulse modes [1 — 3].
The efficiency of these devices and their maximum achievable parameters depend on the quality
of helical electron beam (HEB) entering the resonator. HEB parameters are determined during
the design stage through numerical trajectory analysis in the electron-optical system (EOS). The
most common type is an adiabatic system including a magnetron injection gun (MIG) with a
thermionic cathode and a magnetic compression region [3, 4].

A high-quality HEB is characterized by high mean pitchoa=v /v (v, v, are the transverse and
longitudinal velocities of electrons), low velocity (3v,) and energy (%g) spreads a specific spatial
structure, no parasitic oscillations of the space charge (see, for example, monograph [4]). A major

© Jlykuia O. U., Tpodumos I1. A., Mankuu A. I'., 2022. Uznatens: Cankr-IleTepOyprckuii moauTeXHUIECKUI YHUBEPCUTET
Iletpa Benuxkoro.
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factors leading to degradation in the quality of HEB is associated with roughness of the cathode
surface where the typical sizes of inhomogeneities range from units to tens of microns [4 — 11].
Three-dimensional trajectory analysis can be complicated in a system whose cathode surface has
inhomogeneities of similar size. As gyrotron EOSs are typically hundreds of millimeters long,
a mesh accounting for such a cathode has a large number of cells, which is unacceptable for
modern computational systems. Different algorithms have been developed to implicitly take into
account the roughness of the emitting surface in the EOS model with a smooth cathode by setting
the initial velocity of each particle emitted from the cathode [10, 11]. These algorithms rely on
data from preliminary computations, performed separately for each specific gyrotron.

In practice, disagreement is often observed between the theoretical and experimental values of
HEB parameters; to avoid this, trajectory analysis should take into account the possible variations
in MIG geometry due to heating of the thermionic cathode. Accounting for thermal effects in an
electron gun is also a problem specific to each particular device with its characteristic dimensions
of EOS elements.

The method we adopt in this paper to account for the cathod roughness during computations
of electron trajectories in gyrotron EOS is simpler compared to the approaches in [10, 11]. We
used tools from the CST Studio Suite [12] available for setting the parameters of thermionic
emission. The suite was used for all computations described in the paper. The computations
yielded the HEB characteristics in the EOS of the gyrotron at Peter the Great St. Petersburg
Polytechnic University with an operating frequency of 74.2 GHz and an output power of ~100
kW [13 — 16], helping establish the influence of the emitter’s surface roughness and heating on
these characteristics.

Cathode model with rough surface and effect of roughness on HEB parameters

The electrons emitted from the MIG cathode acquire an initial transverse velocity under the
action of crossed electric and magnetic fields. Following the adiabatic theory of MIG (see, for
example, [4, 5]), we assume that the transverse electron velocity near the cathode is expressed as

Vie =V v, (1)

where v = E /B is the mean transverse velocity in the cathode; E  is the component of the
electric field near the cathode, perpendicular to the magnetic field; B, is the induction of the
magnetic field near the cathode; v, is the initial velocity magnitude in the direction perpendicular
to the magnetic field (coincides with the azimuthal direction for the axially symmetric gyrotron
EOS).

If the cathode has a rough surface, the electrons acquire initial velocities under the action of
microfields near local inhomogeneities on this surface. As a result, a spread of the initial trans-

verse velocities of electrons is observed in the cathode:

Av
dv, ==L, )

le

where Ay, is the absolute spread of the initial velocities.

In addition to roughness, another factor leading to an increase in &v is the spread in the
initial thermal velocities of electrons emitted from the surface of the cathode. Importantly, the
magnitude of the relative spread in transverse velocities accounting for all factors of this spread
remains unchanged as HEB moves in an adiabatically increasing magnetic field, which is used for
pumping the transverse electron velocity in the gyrotron EOS.

The velocity distributions of electrons in a model of a planar diode without a magnetic field
are compared in [17] with two types of cathodes: the first one has a rough surface with regularly
spaced hemispheres of radius 7, and the second one has a smooth surface.

The electron distribution f{v) (x is the coordinate along its surface) for the first type of cath-
ode practically does not change with increasing distance z from the cathode, if it exceeds a value
equal to approximately 2r,. It was established that the initial velocity spectra of cathodes with the
rough surface are in satisfactory agreement with those of the cathode with the smooth surface, if
a Maxwell distribution of the emitted particle velocities is given for the former, namely
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Fig. 1. Dependences of the spread in velocities of electrons emitted
from the cathode on the radius r, in the model with the rough cathode (—e—)
and on the effective temperature 7° in the model with a smooth cathode (—m—)
with a macroscopic field strength of 30 kV/cm in the cathode-anode gap

3/2 2
dv=4m?| | exp| -2 |aw, 3
J(v)dv =4y (271ij Xp( et | )

with the temperature 7" appreciably higher than the actual cathode temperature 7, if the azi-
muth angles A0 are set between the normal to the cathode surface and the direction of the initial
velocity vector equal to £90°. Fig. 1 shows the dependences for the spread in initial velocities
Av_on the effective temperature 7" for the model with a smooth cathode and on the radius , for
the model with a rough cathode. The spread in electron velocities here and below is defined as
the root-mean-square (rms) deviation from the mean velocity. The values of Av_for the rough
cathode model were obtained after averaging the initial velocity spectra calculated for different
distances between the hemispheres at a given radius 7. If we assume that r, = 10 pm corresponds
to 7" = 46-10° K, then the dependences Av (r,) and AvX(T ") almost coincide (see Fig. 1).

Notably,the cathode in an axially symmetric EOS is cone-shaped and there is a magnetic
field near it [4]. As noted above, the velocity v_changes at a short distance from the cathode,
not exceeding several radii r,. At this distance, the electron motion has little difference with the
motion in a planar diode. Moreover, the influence of the magnetic field on this motion is insig-
nificant [4]. Therefore, the calculated velocity spread Av_can be regarded as the spread in the
initial transverse Veloc1ty Av . Since the temperature T >> T for typical values of r, the spread
in the initial velocities Av calculated from the temperature T can be attribued to the total effect
induced by the surface roughness of the cathode and the spread of thermal velocities.

Table 1
Main geometric parameters and characteristics
of computational operating mode in SPbPU gyrotron

Parameter Value

Accelerating voltage U , kV 30

Beam current /,, A 10
Magnetic field induction in the cavity B, T 2.75
Magnetic field induction near cathode B, T 0.152
Operating mode TE .

Mean radius of emissive strip in the cathode R , mm 35
Distance between cathode and anode D, mm 10.4

Slant angle of conical emissive strip to device axis, y , deg 35
Slant angle of magnetic field line to cathode surface ¢ , deg 19.2

135



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2022. Vol. 15. No. 3 >
I

The approach to accounting for cathode roughness proposed in [17], based on an EOS model
with a smooth cathode and setting the distribution of initial velocities (3) with the given values of
the parameters 7°and A0, was also used in our study to perform trajectory analysis for the gyro-
tron at SPbPu during operation [13 — 16]. The main parameters of this gyrotron are presented in
Table 1. The image of gun region in this gyrotron is shown below in Figs. 3 and 4. If we select the
velocity spread Av = 7.25¢10° m/s, which corresponds to , = 10 um (see Fig. 1), then, accord-
ing to (1) and (2) ‘the spread in the initial transverse Velocmes in the cathode év , for the values
of U, B, D, vy, ¢, given in Table 1 is equal to 3.63% due to the cathode’s roughness

Two conﬁguration of the magnetron injection gun were used in the calculations [18]. The slant
angle of the conical part of the cathode, equal to 35°, was the same along the entire generatrix
in the standard gun configuration. The gyrotron operates with the mean pitch | equal to approx-
imately 1.3 for the gun with the parameters given in Table 1. The values of the pitch o and the
velocity spread dv, discussed in this paper were determined in the central plane of the resonator
for the peak of the magnetic field distribution along the longitudinal coordinate. A control elec-
trode was installed Ii the modified version of the gun, with the inclination angle of the conical
part increased to 50°. Earlier studies [19] indicate that controlling the voltage between the cath-
ode and the control electrode U, can help optimize the distribution of the electric field in the
near-cathode region of the MIG, consequently reducing the velocity spread in the beam. This
allows increasing the working pitch and the efficiency of the gyrotron [20].

Trajectory analysis was carried out with the model of the SPbPU gyrotron, described in detail
in [18]. The number of emission centers was increased to about 3-10%, producing smoother veloc-
ity distributions of electrons at higher temperatures of the cathode. Tracking Solver was used to
calculate the trajectories. The dependences of the mean pitch o and the velocity spread v, on
the effective temperature 7° for two configurations of the MIG are shown in Fig. 2. An increase
in v, is observed with the increase in temperature 7°. Provided that 7" = 0, the velocity spread
is due to the difference in the values of external electrical and magnetic fields, as well as the
intrinsic field of the HEB space charge for electrons starting from different points of the emitter.
This spread in positions is smaller for the modified MIG for the optimal value U= —9 kV
compared to the standard MIG. It is then self-evident why introducing an additional spread of
initial velocities produces a more noticeable increase in the total velocity spread for a gyrotron
with a modified MIG.

vy, %, rms

Fig. 2. Dependences of transverse velocity spread v, and the mean pitch a
on the effective temperature 7* for standard (—o—) and modified (—m—)
magnetron injection gun; U= —9 kV
Experimental data obtained earlier at the SPbPU gyrotron with a standard MIG [21] suggest
that the velocity spread v, is approximately 8.8% for a cathode with uniform emission. This
spread value was recorded in particular in experiments with a cathode made of lanthanum hex-
aboride (LaB,), whose active substance has typical particle sizes of about 10 um. The active sub-
stance can escape from the surface of the emitter as the cathode operates. This partially exposes
a sponge whose grain size may be noticeably larger than the particle size in the lanthanum hex-
aboride powder. An additional consideration is that the area of the emitting surface is also rather
large, about 10 cm?. This surface may be inhomogeneous, which is due to uneven heating and
non-uniform beams of the particles bombarding the cathode surface. In view of these factors,
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we can assume that the size of the roughnesses appearing on the cathode during measurements
(determining the magnitude of the spread in the initial velocities 6v ) is different from that of the
particles in the active substance of the emitter. As evident from Fig. 2, the spread 5v, = 8.8% is
achieved for a standard MIG at 7" = 67-10° K. We can therefore conclude from the dependences
in Fig. 1 that the LaB6 cathode for which a velocity spread of 8.8% was recorded in the experi-
ments was characterized by a mean roughness with a radius 7, = 14 pm.

Simulation of thermal effects associated with cathode heating

The model of the SPbPU gyrotron used in the calculations of the temperature distribution is
shown in Fig. 3. Cathode I of the device can be disassembled, allowing to easily replace com-
ponent 2 with the emitting strip. The cathode is heated with tungsten heating coil 3. Filament
current /, of the heater flows along central core 4 of the cathode. Thermal shields and special
gaps between the components provide thermal insulation of the heating coil and the emitting strip
from the remaining elements of the cathode assembly. More than ten emitters of two types were
used in the SPbPU gyrotron at different stages of the study: porous tungsten-barium (operating
temperature 7, ~ 1100 °C) and lanthanum hexaboride (7, = 1600 °C) [22].

Fig. 3. 3D image of SPbPU gyrotron gun:
cathode assembly /; component with emitting strip 2;
coil 3; central core 4; anode 5; vessel 6; water cavities 7, &

The problem on determining the deformation of MIG elements due to heating of the thermi-
onic cathode was solved in three stages. During the first stage, we calculated the current density in
the heater circuit using the Stationary Current Solver accounting for the conductive properties of
the materials and the geometry of the elements in the cathode assembly. The data obtained were
used to calculate the amount of heat released during ohmic heating of conductive components
with the current /, flowing through them.

During the second stage, we calculated the steady-state temperature distribution with the
Thermal Static Solver. In addition to ohmic heating considered in the first stage, we acconted
for the radiation of heated bodies which are secondary sources of heat in the vacuum system. We
determined the losses of heated bodies assumed to be additional heat sources for bodies absorb-
ing thermal radiation. Fig. 4 shows the temperature distribution in the cathode assembly of the
gyrotron at a current /, = 30 A, corresponding to heating of the cathode made of lanthanum hex-
aboride. Evidently, the most heated elements are the ones in the cathode assembly. The thermal
deformation associated with their heating can modify the geometry of the MIG and, as a result,
lead to changes in the parameters of the electron beam generated.

At the third stage, the thermal strains were calculated with the Linear Structural Mechanics
Solver allowing to find the parameters characterizing the linear and volumetric expansion of sol-
ids. The cathode stem used for attaching the cathode is connected to the gyrotron vessel through
the insulator in the end area of the gyrotron (see Fig. 3). Therefore, the cathode is shifted towards
the resonator due to linear expansion of the elements of the cathode assembly in the longitudinal
direction. Volumetric expansion is accompanied by an increase in the mean radius of the emitting
strip. The values of the corresponding parameters Az and Ar, which were calculated at filament
currents /,, required for heating LaB, and W-Ba cathodes, are given in Table 2.
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Fig. 4. Simulated temperature distribution across gyrotron elements
with lanthanum hexaboride cathode

Table 2
Deformation of MIG elements for two types of thermal cathode
Operating characteristics of MIG Variation in MIG geometry

A T Az Ar

Material o

of cathode A c mm

LaB, 30 1616 1.41 0.29
W-Ba 25 1100 0.98 0.21

Notations: /, is the filament current, T is the cathode temperature, Az is the longitudinal
displacement of the cathode, Ar is the radial expansion of the emissive strip,
MIG is the magnetron injection gun.

The electron trajectories were computed depending on the values of the parameters Az and Ar
for the modified MIG, since its geometry was optimized to obtain a minimum velocity spread.
Initially, the cathode temperature was set equal to 7, , that is, only the spread in the initial ther-
mal velocities of electrons exclusive of cathode roughness was taken into account. The depen-
dences of the mean pitch o and the velocity spread v  on the parameters Az and Ar are shown
in Fig. 5. Only the change in the sizes of the cathode assembly component with the emitting strip
was taken into account for varying Ar, (see Fig. 3).

a) b)
vy, %, rms ; vy, %, rms ; ; ; o

12 : 12
10 L 10
8 f
8 ! 3
sl SO S 12

N, Fat J pm——

4 ‘\( T A Y|
e e 411

R B RN 10
0 0.5 1.0 Az, mm

Fig. 5. Dependences of the spread in transverse velocities v, and the mean pitch o
on the longitudinal displacement Az (a) of the cathode and on the radial expansion Ar (b)
of the emitting strip for the modified MIG; U, = —9 kV

138



Physical Electronics
A y .

Elongation of the cathode stem leads to a reduction in the distance between the cathode and
the anode, consequently increasing the amplitude of the electrical field in this region. As a result,
the initial transverse velocity in the cathode and the mean pitch increase. The distribution of the
electric field (the form of equipotentials) remains virtually invariable with varying Az. Since the
magnitude of the velocity spread depends mainly on this distribution , it also varies insignificantly
with varying Az. The increase in o with growing Ar can also be explained by a reduction in the
distance between the cathode and the anode. The radial expansion of the component with the
emitting strip is accompanied by some change in the distribution of the electric field. Since this
distribution was optimized in the initial state (Ar = 0) to obtain a minimum velocity spread, any
variation in this distribution is accompanied by an increase in the value of év, (Fig. 5, b).

As the final stage of the study, we carried out trajectory analysis for the SPbPU gyrotron with
a modified MIG accounting for both cathode roughness and the thermal effects due to its heat-
ing. We considered a temperature regime corresponding to the cathode made of lanthanum hex-
aboride. Given that Az = 1.41 mm, Ar = 0.29 mm, 7" = 67-10° K and A0 = % 90°, we obtained
the following values of the mean pitch factor and velocity spread: a = 2.25 and 6v, = 5.89%. A
marked increase in the pitch compared to the initial value o = 1.3 (see Fig. 2) occurred due to
simultaneous elongation of the cathode stem and expansion of the emitting strip. At large values
of a and dv , a part of electrons with largeand transverse velocities is reflected from the magnetic
plug in the region before entering the resonator (see, for example, articles [18, 21]). The reflected
particles can accumulate in the trap between the cathode and the magnetic mirror, which is
accompanied by excitation of parasitic low-frequency oscillations (LFO) negatively affecting the
quality of the HEB generated. In the above-described configuration, 364 particles out of 30,120
starting from the cathode were reflected from the magnetic mirror. This corresponds to the reflec-
tion coefficient K = 1.2-1072. Parasitic LFO with a considerable amplitude can be excited with
such a reflection coefficient [21].

The values of o and K , can be decreased by increasing the magnetic field induction B, near
the cathode and, accordingly, reducing the magnetic compression coefficient B/B. The values
of the main parameters U, B, and [, primarily determining the generated power and radiation
frequency remain unchanged. The magnetic field near the cathode of the SPbPU gyrotron can
be increased by increasing the number of turns of the cathode coil [22]. The results described
above for the modified MIG were obtained for B /B, = 19.20, which corresponds to 22 turns of
the cathode coil. Adopting the configuration with 24 turns is accompanied by a decrease in B/
B_to 18.02. The values of the pitch and the velocity spread calculated with this B /B, amounted
to o = 1.44 and ov, = 6.59%. These values indicate that HEB has high quality, with no electron
reflection from the magnetic mirror, and improved performance of the gyrotron with a large value
of electronic efficiency [20].

Conclusion

The new technique proposed in this paper can be used to account for the spread of the initial
electron velocities due to roughness of the cathode surface during 3D simulations of electron tra-
jectories in the electron-optical system of the gyrotron. We have determined the effect of cathode
roughness on the velocity spread and the mean pitch of electrons in the EOS of a medium-power
4 mm gyrotron. Comparing the data obtained in the experiment with the results of trajectory
analysis, we have determined the average size of inhomogeneities on the surface of the cathode
used in this gyrotron.

We have acquired data characterizing the heating of various EOS elements at operating tem-
peratures of thermionic cathodes used in the gyrotron. The effects of cathode stem elongation
and radial expansion of the emitting strip on HEB parameters have been determined. It was
confirmed that the gyrotron can generate high-quality HEBs in an operational mode accounting
the relationship of its parameters with cathode roughness and thermal effects in the electron gun.
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Annoranuga. B paborte mcciiemoBaHO BAMSHUE TemIiepaTyphl (mmamason 140 — 22 °C) Ha
ko3¢ dunment monrHoctTr (KM) KOMITO3MIIMOHHOTO MaTeprajia i3 MHOTOCTEHHBIX YTJIEPOTHBIX
HAHOTPYOOK ¢ HAHECEHHBIM Ha WX ITOBEPXHOCTb MOJIMAHWJIMHOBEIM ITOKPBITHEM (TOJIIIMHA
okoimo 10 HM). BenmnumHa TIPOBOIMMOCTH IIOKPBITHSI BapbUpOBajach IIyTeM OOpabOTKHU
KOMIIO3UTa OydepHBIMU pacTBOpaMM C pa3auuyHbIMU 3HaueHusMu pH. B uccrnemyembix
o0paslax KOMIO3UTa HAHOTPYOKM ObLIM OECOPSIAOYHO OPUEHTUPOBAHBI APYT OTHOCUTEIbHO
Apyra. YCTaHOBJIEHO, 4YTO HauOoJbliMM 3HaueHuemM KM o6nagaeTr KOMITO3UMLIMOHHBIN
Marepuas, B KOTOPOM TIOJIMAaHWIMH HaXOAUTCS B OKMCJEHHON MpoBojsiieil popme. Y atoro
obOpasia rnpyu KOMHaTHOI TeMmrneparype 3HaueHue KM cocraBuiio npumepHo 0,5 MxBt/(M-K?),
a ipu 140 °C — oxkozo 1 mxBt/(M-K?).

KnoueBbie cJioBa: TEPMOIJNEKTPUUYECTBO, IIOJUAHWIMH, HAHOTpyOKa, KOA(hOUIMEHT
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Introduction

Interest towards clean energy has grown over the recent years. Thermoelectric generators
(TEG), capable of converting thermal energy directly into electrical energy, show promise as
sources of such energy [1—4].

Inorganic semiconductor materials are commonly used to fabricate TEG. For example, highly
doped lead chalcogenides PbTe, PbSe, PbS are the key materials for applications in thermo-
electrics [4, 5]. The efficiency of energy conversion by thermoelectrics can be estimated by the
power factor P, defined as P = o’c (o is the Seebeck coefficient, ¢ is the electrical conductivity).
Power factor values amounting to about 400 uW/(m-K?) have been achieved in the temperature
range from 600 to 950 K for inorganic thermoelectrics. However, along with such an advantage
as high energy conversion efficiency, inorganic semiconducting materials also have a number of

© TpetnsikoB A. A., Kanipanosa B. M., Jlobona B. B., Canypuna U. 10., Cynaps H. T., 2022. U3natens: Cankr-IletepOyprckuit
nosiMTexHuueckuit ynusepcuret [lerpa Benukoro.
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disadvantages: they are considerably expensive and difficult to produce, highly toxic, and there-
fore cannot be used in everyday life. The negative properties of such thermoelectrics significantly
limit their potential applications as TEG.

Novel non-toxic materials can be proposed as an alternative to traditional inorganic thermo-
electric materials, in particular, electroconductive polyconjugated polymers. They have a range
of unique properties, namely: low specific gravity, low thermal conductivity, easy synthesis, small
cost, as well as, importantly, potential for constructing flexible TEG [3]. Remarkably, organic
TEG exhibit acceptable thermoelectric characteristics over the temperature range of 200—380 K,
i.e., are capable of operating at much lower temperatures than their inorganic counterparts.
Therefore, they can be installed in residential buildings and even included in the composition of
electronic textiles for clothing [6].

On the other hand, despite these advantages, organic electrically conductive polymers have a
relatively low conductivity and a low Seebeck coefficient, so they cannot compete on an equal
footing with inorganic thermoelectric materials [7].

Composites with organic and inorganic components can offer far better thermoelectric proper-
ties; composite materials based on conductive polymers and carbon nanotubes (CNTs) have been
the subject of particular attention [8—11]. The properties of such composites depend on a variety
of factors, including the type (single or multilayer), chirality, purity, defect density, and size
(length and diameter) of the nanotubes, dispersion state and alignment of the nanotubes in the
polymer matrix, and interfacial adhesion between the nanotube and the polymer matrix. These
factors should be taken into account when presenting, interpreting and comparing the results
obtained for nanotube composites with polymers [12].

Another study [10] examined a sample of polyaniline composite (PANI) with multilayer
(multi-walled) carbon nanotubes (MWCNTSs), prepared using two methods in several stages. At
the first stage, the CNT/PANI composite was synthesized by in situ polymerization of aniline
in the presence of MWCNTs. Next, microfibers based on MWCNT / PANI composite were
electrospun, where 1D MWCNT/PANI particles were aligned parallel to each other. This tech-
nique allowed to obtain a material with a highly ordered structure. The conductivity and Seebeck
coefficient in this composite were 17.1 S/cm and 10 puV/K, respectively, and the power factor
was(0.171 yW/(m-K?). A porous PANI layer was formed in [8] on the surface of the MWCNT,
allowing to increase the Seebeck coefficient to 79.8 uV/K with a virtually unchanged conductivity
of 14.1 S/cm, providing a significant increase in the power factor to about 9 pW/(m-K?). The
authors believe that the presence of pores 10—20 nm in size (comparable to the mean free path
of phonons in PANI) leads to a significant increase in phonon scattering and, as a result, to a
decrease in the thermal conductivity of the composite.

Composites based on single-walled carbon nanotubes (SWCNTs) and PANI exhibit consider-
ably higher electrical conductivity and Seebeck coefficient [9—11] than MWCNT/ PANI com-
posites. The power factor of SWCNT/ PANI composites was, according to the estimates in [11],
175 pW/(m-K?), which is the current record for P among organic thermoelectric composites and
is comparable to the value of the power factor in inorganic thermoelectric materials. It is hypoth-
esized that the reason for the increase in the specific conductivity and the Seebeck coefficient in
these composites is the strong interaction between (n—n)-conjugated bonds of carbon nanotubes
and polyaniline molecules, serving to produce a more ordered structure of polymer chains along
the nanotube.

The goal of this study is to monitor the variation in the thermoelectric parameters of the
MWCNT/PANI composite in a wide temperature range, evaluating the effect of polyaniline dop-
ing on the thermoelectric characteristics of the experimental samples.

We expect that achieving this goal will allow to establish the optimal conditions for fabricating
the composite with the highest value of the power factor.

Experimental samples and measurement procedure

We used multiwall carbon nanotubes obtained by catalytic pyrolysis of hydrocarbons, 17 *
5 nm in diameter and 10 um in length. MWSNTSs were not aggregated; they entangled chaoti-
cally, forming a homogeneous material. The chemicals (aniline and ammonium persulfate from
Fluka, USA) were used without prior purification. Fixed-pH solutions were prepared using 0.1 n
of standard fixing agents and distilled water.
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PANI was applied to the surface of MWCNTs by heterophase synthesis (in-situ polymer-
ization), via oxidative polymerization of aniline in the presence of MWCNTs dispersed in the
reaction medium. The reaction was carried out in a water/alcohol solution mixed with ammo-
nium persulfate at 0 °C and stirred vigorously. After the synthesis was finished, the product was
decanted into a filter and washed first with an acidified aqueous solution, and then with acetone.
It was then dried under normal conditions until the weight of the product was stabilized. The
PANI content in the composition of the material was found from the increase in the weight of
the composite, which correlated well with the 100% yield of the polymer during synthesis. The
reference material used was PANI synthesized under the synthetic conditions but in the absence
of MWCNTs.

PANTI was synthesized in an oxidized electrically conductive form. The decrease in conductiv-
ity was controlled by treating the MWCNT / PANI composite with buffer solutions with specific
pH. The material was then filtered from the buffer solution and dried to constant weight.

The morphology of the materials was studied via of NANOSEM 450, a scanning electron
microscope (SEM) from by Fei (USA), at an accelerating voltage of 5 kV and a pressure of 90 Pa.

The MWCNT/ PANI composites were compressed into pellets 16 mm in diameter and
1—3 mm in thickness under 392 MPa for thermoelectric measurements.

Conductivity and Seebeck coefficient were measured with the NETZSCH SBA 458 Nemesis
setup (Netzsch, Germany). A four-point method was used to measure the specific conductivity
of the sample. The temperature gradient for measuring the Seebeck coefficient was generated by
means of two microheaters located at the edges of the sample. The quantities o and ¢ were mea-
sured automatically, alternately for each temperature point (with a constant step). The measure-
ment accuracy was 7% for the Seebeck coefficient, and 6—7% for specific conductivity.

Experimental results and discussion

A typical morphology of PANI produced by template-free polymerization (particularly carbon
nanotubes), serving as a reference material, is shown in Fig. 1, a. The polymer has a hierarchi-
cal structure. The first hierarchical level formed by self-assembly of insoluble aniline oligomers
consisted of spherical particles about 10 nm in diameter. They assemble into quasi-spherical
agglomerates of submicron sizes during synthesis (the agglomerates are clearly visible in the fig-
ure). These agglomerates then stick together to form shapeless micron-sized particles, which then
precipitate into powdered polymer material [13].

If the template has a large specific surface area, which is the case with MWCNTs, rather than
self-assemble into nanospheres, the oligomers are adsorbed onto the surface of the MWCNT,
followed by heterophase growth of the polymer shell covering the surface of carbon tubes.

Fig. 1, b, c shows images of the original carbon nanotubes (MWCNT) and the MWCNT/ PANI
composite. The initial carbon material is a homogeneous porous mat of chaotically entangled
MWCNTs (Fig. 1,b). The overall structure of the material did not change when PANI was
deposited, but the diameter of the composite tubes nearly doubled (Fig. 1, c), so the thickness of
the PANI shell can be estimated at about 10 nm. Evidently, the structure is homogeneous and
extended. The entire material has a nanocable-like morphology. The nanotubes are randomly
oriented relative to each other.

Fig. 2 shows the temperature dependences for conductivity o, Seebeck coefficient o and power
factor of the MWCNT/ PANI composites treated with buffer solutions with different pH values.
As evident from Fig. 2, a, the maximum conductivity is observed in the composite treated with
the most acidic buffer solution with the pH value = 1.0. An increase in the hydrogen index of the
buffer solution leads to an uneven decrease in the conductivity of the composite over the entire
temperature range considered. For example, an increase in the pH of the buffer from 1.0 to 2.0 at
a temperature of 296 K provides a decrease in specific conductivity from 32 to 22 S/cm, while an
increase in the pH from 3.5 to 7 is accompanied with a decrease in the conductivity from 18.5 to
16.5 S/cm. It is known for buffer pH values of 1.5—2.0 that PANI films show a sharp transition
from the basic emeraldine form (when it is a dielectric) to doped acidic emeraldine form, when
its conductivity increases sharply [14]. However, it is noteworthy in this case that the treating the
MWCNT / PANI composite in acidic (pH = 1.0) and neutral (pH = 7) buffers only produces a
twofold change in its conductivity, while treating the powder or a sufficiently thick PANI film in
solutions with the same acidity reduces its conductivity by several orders of magnitude [14, 15].
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Fig. 1. SEM images of polyaniline (reference material) obtained in the absence of MWCNTs (a);
initial carbon nanotubes (b) and the same nanotubes after PANI deposition (c).
All scale bars are equal to 1 pm

Studies of electrical conductivity of PANI established that the contact between aggregates
at the last hierarchical level is limited to transport of charge carriers [16]. Such aggregates are
shapeless unconsolidated particles of micron sizes, formed primarily during PANI sedimentation
after the synthesis is completed. The highest electrical conductivity is observed in nanospheres,
which are particles of the first hierarchical level where polymer chains are densely packed during
synthesis. Dedoping the micron particles critically reduces the electrical conductivity of the
material. On the other hand, dedoping of densely packed spheres only occurs at the edges of the
particles and does not lead to a significant decrease in their conductivity. Apparently, the shell of
the MWCNT/PANI composite is a densely packed layer of macromolecules, similar to particles
of the first hierarchical level. It has increased electrical conductivity and is weakly dedoped, so
the conductivity of MWCNT / PANI decreases slightly with an increase in pH.

The temperature dependences of conductivity exhibit different behaviors in composite samples
treated with buffer solutions with different pH values. When the composite is treated with a buf-
fer with pH = 7, the temperature only slightly affects the specific conductivity, which increases
approximately linearly from 16.5 to 17.5 S/cm with an increase in temperature from 295 to 413
K. The linear nature of the ¢ (7) dependence is preserved at pH = 6.0, but the slope of the line
increases markedly, i.e., heating of the sample produces a more significant increase in its conduc-
tivity. Starting from pH = 3.5, the o(7) dependence ceases to be linear, a peak starts to form on
it (at T'= 370 K), becoming pronounced for samples with high conductivity.

Repeating the heating cycle for a sample of highly conductive MWCNT / PANI composite to
413 K with subsequent cooling, we found that the o(7) dependences measured during heating and
cooling do not coincide. Fig. 3 shows a graph of the o(7) dependence for the MWCNT/PANI
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composite treated with a buffer solution with pH = 1.0, during heating and subsequent cooling.
Evidently, the o(7) curve characterizing cooling passes below the curve corresponding to heating.
The difference in o values is about 2 S/cm. We can hypothesize that water and dopant losses in
the samples may be the reason why the conductivity of the composite decreases upon heating
above 370 K. Such a process may occur in PANI exposed at elevated temperatures, as described
in [17].
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Fig. 2. Temperature dependences of conductivity (a), Seebeck coefficient (b) and power factor (c)
for samples of MWCNT/PANI composite after treatment with solutions with different pH values:
1.0 (1), 2.0 (2), 3.5 (3); 6.0 (4) and 7.0 (5)

Fig. 2, b shows the temperature dependence for the Seebeck coefficient of the given samples
treated with buffer solutions with different pH. The value of o exhibits linear growth over the
entire temperature range considered for all pH values. The increase in the Seebeck coefficient
relative to the initial value at 7= 413 K amounted to approximately 30%. As seen from the graph,
the highest Seebeck coefficient in the entire temperature range is observed in the sample with the
highest conductivity, treated with a buffer solution with pH = 1.0. As the pH increases, the value
of a decreases.

Based on the measurement results obtained for o(7) and a(7), we calculated the tempera-
ture dependences of the power factor for all samples (see Fig. 2,c). Apparently, regardless of the
doping degree, an increase in temperature leads to an increase in P by a law close to linear. The
highest value of the power factor is characteristic for the composite material treated with a buf-
fer solution with pH = 1.0. P = 0.5 pW/(m-K?) for this sample at room temperature, while this
coefficient increases to about 1 uyW/(m-K?) at 413 K. However, its thermoelectric characteristics
gradually deteriorate over time at such a high temperature, due to loss of dopant from the sample.
Therefore, despite a significant increase in the power factor, it seems impractical to use this com-
posite at temperatures above 370 K.
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Fig. 3. Variation in specific conductivity of MWCNT/PANI composite sample treated
with a buffer solution with pH = 1.0 during heating and subsequent cooling

Conclusion

Thus, considering the effect of temperature on the MWCNT/PANI composite material at
varying doping concentrations of PANI, we found that the composite with the highest conductiv-
ity exhibited the greatest power factor equal to 0.5 yW/(m- K?) at room temperature. Comparing
the obtained results with the data available in the literature, we can conclude that the power factor
of this sample, characterized by chaotic arrangement of nanotubes, substantially exceeds the value
of P for the MWSNT/PANI composite, obtained in [10] via a far more complex technology, that
is, electrospinning, which achieves ordering of MWSNTs relative to each other.

Even though the magnitude of P in the samples considered grows with increasing temperature
(P = 0.8 W/(mK? for 7= 370 K), it seems ill-advised to use this composite at 370 K, since it
can be assumed that the dopant gradually withdraws from the composite at high temperatures,
and its conductivity decreases.

As the following step, aimed at improving the thermoelectric characteristics of the
MWSNT/PANI composite, we plan to develop the technology for producing samples with
increased porosity of PANI coating on MWSNT surface.
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Annoranug. Pabora nocsieHa onpeaeieHno 3(pGeKTUBHBIX KO3 duuneHToB 1uddy3un
MOJUKPUCTAIIMYECKOTO MaTepuaia, s OMNUCAHUSI KOTOPOTO HUCIOJIb3yeTCsl MOJENb
NBYX(a3HOTO KOMIO3UTa, COCTOSIIIETO0 M3 MATPULbl U CHEPOUAATBHBIX HEOTHOPOJHOCTE.
Hng ydyeta B3aMMOIEUCTBUS MEXIYy HEOAHOPOJHOCTSIMU MCHOJb3yeTCsS cxema Mopu —
Tanaku. B monmenu takxke yureH 3 dekT cerperammu. [IpenioxeHbl 1Be MOAEIU OMMCAHUS
MOJUKPUCTAINYECKOTO MaTepuana. B mepBoil 3epHa MOAEIUPYIOTCSI HEOTHOPOTHOCTSIMU,
a rpaHulla 3epeH MaTpulieil; BO BTOPOW MOeiu, HAa0OOpOT, IrpaHUIla 3epeH MOAEIUPYETCs
HEOHOPOAHOCTSIMU, a 3epHa — Marpulleit wmaTtepuana. Pesynbratel MoOAEIMPOBAHUS
CPaBHUBAIOTCS C 9KCMIEPUMEHTATbHBIMU JaHHBIMU. [T0Ka3aHO, YTO BaXXHO YUUTHIBATh MAPAMETP
cerperauuu npu pacuyete 3OeKTUBHBIX KODDUIIMEHTOB TU(DdHY3UN TOIUKPUCTATIIINYECKOTO
MaTepuaa.

KioueBbie ciioBa: 1ByX(da3HbIil KOMIIO3UT, MOJUKPUCTAIUIMYSCKUI MaTeprall, cxeMa Mopu
— TaHaku, adekTuBHbIe n1UGGY3MOHHBIE CBOICTBA, 3(PEKT cerperauuu

®uHaHcupoBanue: paboTa BBINTOJTHEHA TMpU Toanepxkke Poccuiickoro HaydyHoro ¢oHna,
npoext Ne 00160—19—18.

Ccbuika ang nutapoBanms: Ilamkosckuii 1. M., @poxosa K. Il., BunbueBckag E. H.
DddextuBHbIe MU GY3NMOHHBIE CBOMCTBA TTONMMKpUcTaia // HayuHo-TexHuueckue BeJOMOCTH
CIIOI'T1Y. ®usuko-marematudyeckue Hayku. 2022. T. 15. Ne 3. C. 154—168. DOI: https://doi.
org/10.18721/JPM.15312

CraTbsl OTKPBHITOrO nocTyma, pacrnpoctpansiemass no juiieHsnu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

Finding the effective diffusion coefficients of solids is a crucial problem in many areas of
industry and construction. Gas diffusion in a solid may produce pores, cracks, or other micro-
defects that may grow over time and lead to fracture of structural elements. For this reason, the
concentrations of the diffusing substance should be taken into account in evaluations of strength
properties of the material.

The main practical applications include measures for preventing hydrogen embrittlement in
metals and alloys or fracture in thin films. Hydrogen embrittlement produces a decrease in the
strength properties of the metal alloy due to hydrogen diffusion, subsequently leading to frac-
ture of the material [1]. It is essential to account for this effect in structures engineered for
hydrogen energy storage or fuel cells in hydrogen-powered vehicles. Thin films are understood
here as thin layers of another material applied to structural elements. One of the most typical
examples are anti-corrosion coatings. The presence of defects in such coatings can produce
increased concentrations of the diffusing substance, breaching the insulation of metals from the
aggressive environment.

© TIMawkosckuit . M., ®@pososa K. I1., Bunbuesckas E. H., 2022. WUznarens: Cankr-IleTepOyprckuii moJuTeXHUYECKUIA
yHuBepcuret I[lerpa Benaukoro.
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This paper considers the problem on quantifying the diffusion coefficients of polycrystalline
material, which is inhomogeneous and contains a large number of randomly oriented single crys-
tals, each of which can have different chemical and physical properties.

The single crystal is also called a grain in the literature, and the space between single crystals
is known as the grain boundary [2].

There are many different mathematical models for quantifying the diffusion coefficients of
polycrystalline materials. For example, Hart [3] obtained volumetric bulk coefficients for the
case when the material contains dislocations; an equation similar to the rule of mixtures was
used. Another study by Barrer [4] relied on the similarities between the processes of thermal con-
ductivity and diffusion to find the tensor of effective diffusion coefficients similar to the tensor
of conductivity in the thermal conductivity problem. Additionally, a ratio between the effective
characteristics and properties of the material components was obtained. Barrer’s approach is also
used in other studies [5, 6].

Zhang and Liu [7] found that the concentration in the diffusion problem is not a continuous
function at the interface, in contrast to the temperature in the thermal conductivity problem. The
reason for this is that the diffusing substance accumulates at the boundary or inside the inhomoge-
neities, so the concentration makes a jump. This phenomenon is known as the segregation effect.
Belova and March [8, 9] introduce the segregation parameter into the Hart and Maxwell—Garnett
equations to calculate the effective properties of a material consisting of grain boundaries and spher-
ical grains. Knyazeva et al. [2] represent the Mori—Tanaka method and the Maxwell homogeniza-
tion scheme in terms of tensors of contribution to diffusion, serving for calculating the effective dif-
fusion coefficients of isotropic material consisting of spheroidal grains, which are inhomogeneities,
and grain boundaries, which are a matrix. On the other hand, the effect of segregation was not taken
into account in [2] at the stage when the fields were averaged. The effect of segregation was taken
into account in [10] at all stages of solving the homogenization problem for a transversely isotropic
material with pores, whose anisotropy is due to the geometry of the microstructure.

The goal of our paper is to compare two approaches to simulation of polycrystalline materials.

Within the first approach, the grains are simulated by inhomogeneities and the grain boundary
by the matrix, and, vice versa, the grain boundary is simulated by inhomogeneities, and the grains
by the material matrix within the second approach. The models are compared by constructing a
tensor of effective diffusion coefficients D . using the results obtained in [10]. In this case, the ten-
sor D . takes the same form for both models of material. The difference in the models is reflected
in the quantitative values of the microstructural parameters used.

Problem statement

The goal we set is achieved in two stages. First, we select a model for describing the poly-
crystalline material (Fig. 1, I) that can best approximate the effective diffusion coefficients of the
real material. Second, an expression should be constructed for the tensor D . The homogeni-
zation problem is solved for this purpose (Fig. 1, II). Let us now consider each of the stages in
more detail.

Two models of a two-phase composite are considered to describe the polycrystalline material
(Fig. 1):

matrix—grain boundary, inhomogeneities—grains (M1);

matrix—grains, inhomogeneities—grain boundary (M2).

The composite consists of a matrix of material and isolated inhomogeneities placed in
it both models; however, the matrix of the material and the inhomogeneities have different
physical properties.

Models M1 and M2 differ only in the values of microstructural parameters: the segregation
parameter s and the ratio of semi-major axis of the spheroid y (see Table). The distribution of
heterogeneities is assumed to be isotropic.

The following boundary conditions are imposed at the interface between the matrix (+)/inho-
mogeneity (—) phases [8, 9]:

Oc(x)
on

- D, Oc(x)

D
0 on

’ ey

A

x—>oV+ x>0V —
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M1 D)
(1) (1)
M2
D7
= /=
PM 2PhC HAM

Fig. 1. Approximation scheme for polycrystalline material (PM) using Model 1 (M1)
and Model 2 (M2) in two stages: modelling (I), homogenization (II);
2-phase composite (2PhC) and homogeneous anisotropic material (HAM) are shown;
the corresponding tensors are given on the right

c(x)

x>V + - SC‘()C) x—on-" (2)
where D, D, are the diffusion coefficients of the material matrix and inhomogeneity, respec-
tively; c(x) is the concentration function with respect to the coordinate; oV, is the inhomoge-
neity boundary; n is the vector of the external normal to the inhomogeneity boundary, s is the
segregation parameter.

Condition (1) stipulates that the fluxes at the interface be equal, while (2) describes the
effect of segregation, i.e., the jump in concentration at the interface between the matrix and
the inhomogeneity.

The segregation parameter s takes a value greater than unity in the model M1, and less than
unity in the model M2. The reason for this is that the diffusing substance accumulates along the
grain boundaries.

M1 considers spherical inhomogeneities, so y = 1; the grain boundary in M2 is a highly oblate
spheroid, so the parameter vy is taken in the range from 0.05 to 0.10.

The matrix and heterogeneities consist of an isotropic material with diffusion tensors taking
the following form:

D,=D,E, D, =DE, 3)

where D, is the diffusion coefficient of an ith heterogeneity, E is a single second-order tensor.

Table
Parameters of the models used and their values
. Semi-major axes
Model Segregation parameter s ratio y for spheroid
1 s>1 1.00
2 s<1 0.05-0.10
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D.< D, for the model M1, since the diffusion coefficient of the grains is always less than that
of the grain boundary. The opposite is true for the model M2: D, > D,.

After we select a model for describing the polycrystalline material, we construct an expres-
sion for the tensor of effective diffusion coefficients Deﬁ This requires a homogenization proce-
dure, which consists in adopting a homogeneous continuous medium with anisotropic properties
instead of an inhomogeneous medium [11].

The interaction between inhomogeneities is taken into account during homogenization. The
Mori—Tanaka scheme is used for this purpose: its main principle is that each of the inhomogene-
ities is placed in a uniform field (either a concentration gradient or a diffusion flux acts as such a
field in the context of the diffusion problem), equal to the average field with respect to the matrix
of the material [12]. The Mori—Tanaka scheme is from the group of effective field methods, also
including the widely used Maxwell and Kanaun—Levin schemes. However, unlike the latter two
schemes, the Mori—Tanaka scheme does not have a singularity at a volume fraction of inho-
mogeneities equal to unity, so the model M1 can be used correctly, since the concentration of
inhomogeneities in it is about 95—99%.

Contribution of isolated inhomogeneity

The contribution of isolated inhomogeneity to the effective properties of the material is deter-
mined following the steps similar to those described in our earlier paper [10]. The homogenization
problem is solved introducing the concentrations and fluxes averaged over the volume. The aver-
aging operation is denoted by the angle brackets and the subscript corresponding to the volume
to be averaged.

It is assumed that the concentration c(x)|,,= G- x is given at the boundary of the represen-
tative volume V considered. The concentration gradients (Vc), averaged over the representative
volume ¥ then amount to G°. At the same time, the flux (J), (J),, also averaged over the repre-
sentative volume V, depends on the microstructure of the material.

The concentration gradient (Vc), is composed of the mean concentration gradient (Vc) of
the substance, distributed in the matrix, the mean concentration gradient (Vc), of the sub-
stance, distributed within the inhomogeneity with a volume V|, and the substance accumu-
lated at the interface between the matrix and the inhomogeneity as a result of the segregation
effect evolving:

G"=(Vc), = (1—%)<Vc>m +%<w>w +% [n(e,—e)d(@7,). (4)

N

In view of condition (2), expression (4) is converted to the following form:

G =(Ve), =(1-2)(Ve) +52(Ve) | 5)
4 V m V in
The flux (J), is continuous upon crossing the interface and consists of two components:
v, v,
J) =1-L{J) +-LJ) . 6
Taking into account Fick’s first law, expression (6) takes the following form:
V v,
(I), ==(1--5D,(Ve) ——LD,-(Vc) . (7)
V 14
In view of (5), expression (7) is converted to the form
4
(§), =-D,-(Ve), - @, —sD,)-(Ve) . (8)

Next, (Vc),, is expressed in terms of (Vc)
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(Ve), =A,(Ve), =A,-G". ©)

The tensor A is the solution of the Eshelby problem for diffusion. The expression for this ten-
sor is obtained in [10] and has the form:

A, =[sE+P-(D,—sD,)] , (10)

where P is the Hill tensor.
In view of (9), Eq. (8) is converted to the following form:

|4 0
<J>V :_(DO_'-;I(DI_SDO).AC). Deﬁ’ G (1)

Thus, the inhomogeneous material consisting of the matrix and the inhomogeneity was replaced
by a homogeneous anisotropic material with an effective diffusion tensor D o

Mori—Tanaka method

This section covers a generic material consisting of the matrix and » inhomogeneities. The
interaction of inhomogeneities is described by the Mori—Tanaka scheme [12], outlined in Fig.
2. Each of the inhomogeneities is regarded as isolated and placed in an effective uniform field of
the concentration gradient G¢, different from the one applied (G°) and equal to the average field
over the material matrix (Vc) .

G’ G7=(vc)

SR

Fig. 2. Mori—Tanaka scheme:
interaction of isolated inhomogeneities (left) is taken into account by placing
each of them in an effective field equal to the average over the material matrix (right)

The concentration gradient (Vc), is written as follows:

G’ =(Ve), :%E";V,. (Ve) +(1-9)(Ve) +%Z [N.(cy—c)d(@r), (12)

i=1 i=1 oy,

where V, 0V, are the volume and boundary of an ith inhomogeneity; N, is the normal to its
boundary, o) is the volume fraction of inhomogeneities.
In view of boundary conditions (1) and (2), expression (12) is converted to the following form:

1 & i

G’ =(Vc), = S;ZVZ, (Ve) +(1-9)(Vc) . (13)
i=1

Expression (13) can be used to express (1 — ¢)(Vc), :

n

(1-9)(Ve) =G’ —S%ZV; (Ve) . (14)
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Taking into account the Mori-Tanaka interaction, (Vc)', is written as follows:
<VC>; = I\ic <Vc>m >

where A! is the concentration tensor for an ith heterogeneity.
The averaged flow is represented in the following form:

(1), = ZV<>lﬁ+<1 )J),,
Next, expression (16) is transformed taking into account Fick’s law:

(3), == VD, {Ve), ~(1-0)D, (Ve),

i=1

In view of Eq. (14), expression (17) is converted to the following form:

I & i
(), =-D,-G’ —;ZVI. (D, —sD,)-(Vc). .
i=1
Relations (14) and (15) are used to obtain the expression for (Vc)', :

(Ve), = A, [s % Zn:V,-A"C +(1-@)E]"-G".

i=1

Next, form (18) is converted to the following form taking into account expression (19):

<J>V = _DO .GO _%Z”:V:(Dl _SDO) 'Aic [S%Zn:KAlc +(1_(P)E]7l ‘GO.

i=1 i=1
Taking into account Fick’s law, we obtain the formula
<J>V - _Deﬁ ‘G’
Equalities (20) and (21) imply that the expression for Deff takes the following form:

1 & i 1< i -
D, =D+ > V(D ~sDy)- A s S VA +(1-¢)E] .

i=1 i=1

>

(15)

(16)

(17)

(18)

(19)

(20)

21)

(22)

Next, we convert expression (22) taking into account the averaging and equality D,= D :

D, =D, +¢(D,—sD,)-(A) -[s¢(A) +(1-¢)E]".

Effective diffusion tensor
The Hill tensor for spheroidal heterogeneities takes the following form [11]:

P- Di(fo (P)(E —nm)+(1-2£,(y))nn),
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where the function f(y) is expressed as

_(-g)y’ _ 1 _
Jo(n)= 2 -1) . &) Y. y=1 (25)
1 Yy +1
log , y>1.
274/1-v (y—\/y2+1J

The inverse second-order tensor is calculated by the Sherman—Morrison formula [14]. In
general, it takes the following form:

1 _ _
— (A" nn,-A™), (26)

B'=(A+nn,) ' =A"—— ————
( ") I+n,-A" -n,

where n,, n, are arbitrary vectors, A, B are second-order tensors.
In the case when A = E, Eq. (26) is converted to the form

1
B'=(E+nn,)'=E———nn,.
( \n,) om0 (27)

We calculate the inverse tensor in expression (10) and obtain the following equation:
([SE+P-(D, —sD,)]") = 4E+ 4, (nn), (28)

where

A D0(3f0 _1)(D1 _DoS)
> (D, -2D, f, +2D, f,5)(D, f, + Dys— D, f,s)

In the case when there is some predominant distribution of heterogeneities by orientation, it
can be taken into account using the distribution function of the following form:

v, (v,8) = i(@z +1)exp(—Co) —%exp(—iﬁ)), vel[0,m], (29)

where & is the parameter for the spread in orientations, v is the zenith angle in the spherical
coordinate system.
Another distribution function is considered in [15], taking the following form:

v, (0,8) = zi((&z +1)exp(-£v) + Eexp(—E ), v €[0,~]. (30)
T 2 2

Fig. 3 shows the influence of the parameter & on the spread in inhomogeneity orientations.
If & = 0, all inhomogeneities are randomly oriented, so there is no preferential direction. As &
increases, the orientations of the inhomogeneities tend to the given preferential direction.
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Fig. 3. Influence of parameter & on the spread in orientations of inhomogeneities
relative to the predominant direction e,; & = 0 (a), 7(b) 100 (c)

The orientation vector is given as follows in the spherical coordinate system:
n = cos(0)sin(v)e, +sin(0)sin(v)e, +cos(v)e,, (31)
where e, e, e, is the orthonormal basis; 6 is the azimuthal angle in the spherical coordinate system.

The averaged tensor (mm) accounting for the distribution function v, is calculated by the
following formula:

21

(nn) = j j nny, (v,£)sin(¢)d0dv. (32)
00
As a result, we obtain the following expression for the dyad (nn) (the preferred direction e,):
(nn)=N,ee, +N,e,e, + N.e,e,. (33)

The components of (nn) take the following form:

1 67 27 2 B
1—§(§2+9—3(§2+9)§ exp( ﬂ&)), (34)
N, SE-L o &% exp(-nt)), (35)

T E2 49 3(E249)

1, 6n  2nE’ 4n
S I L Y
2n "E°+9 &£ +9 3(§°+9)

In the case of the distribution function v, the tensor (nn) is calculated from the formula

&% exp(—n&)). (36)

n/22n

(nn) = j j nny, (u,£)sin(v)dodv. (37)
The tensor (nn) takes the form (33) but with different components:

1 1

N, =%(§2 5 (6n+2n§exp(—§§))—giexp(—gi)), (38)
1 1

N, = E(g 5 (6m+2nt exp(—gg)) —giexp(—gi)), (39)

() 53 n
N, = exp( 5 &) 3E+9) (c‘”;+ 3exp(2 &)) (40)
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The resulting expression for the tensor (A), takes the following form:
(A) = <[sE +P-(D, - sDO)]’1> = AE+ 4,(Ne,e,+ N,e.e, + N,e.e,). (41)
The expression for Deﬁ, (22) is converted to the following form taking into account Eq. (41):
D, =DE+ (D, —sD,)p(B,(ee, +e,e,)+B,e,e,), (42)

where the coefficients B, and B, follow the expressions:
B A + AN,
s@(4 + AN)+(1-0)’

A + AN,
sQ(4, +A2N3)+(1_(P)'

2:

The constructed expression for the tensor of effective diffusion coefficients (42) is used for both
models of polycrystalline material. The difference between the models is only in the numerical
values of the microstructural parameters.

Results

Consider the components of the tensor D . as functions of various generalized microstructural
parameters. The diffusion coefficient at the gram boundary is taken equal to D = 41072 m?/s,
and the diffusion coefficient of the grain is taken equal to D = 9-107°m?/s. The remammg micro-
structural parameters are given in the table above.

First, let us compare the influence of functions y, and v, (distributions of inhomogeneities
by orientation) on the effective diffusion properties. The material is isotropic in the model M1,
because the inhomogeneities are spherical, so the effective diffusion coefficients do not depend on
the chosen distribution function. Fig. 4 shows the dependence for the components of the tensor
D 70N the scatter parameter & for model M2.

D§IDgs

B

Fig. 4. Ratios DY | /D and D¢, 3/D (components of the tensor D, ) as functions of the parameter &
for the functions v, and v, (orlentatlon distributions of 1nh0mogeneltles) model M2; y = 0.05;
0, = = 0.5; s = 1 (all 4 curves coincide)

The distribution functions y, and v, are found by Egs. (29) and (30), respectively. Fig. 4
shows that the effective properties do not depend on the specific distribution function chosen to
account for the spread in the orientation of the inhomogeneities. Next, we consider D takmg
into account distribution function (29).

163



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2022. Vol. 15. No. 3

=
I

Notably, the chosen distribution function has no effect on the effective diffusion coefficients
at & = 0, since this corresponds to the isotropic distribution of inhomogeneities. Suppose that
the heterogeneities in the material are distributed isotropically (¢ = 0), so all components of the
effective diffusion coefficient tensor D . are identical.

Fig. 5 shows the dependences of D‘%/D on the grain volume fraction P for models M1 and
M2. The dependences are plotted for Volumes ranging from 0 to 1 to check whether the two mod-
els coincide in limiting cases at s = 1. The grain concentration 0, in real polycrystalline materials
is close to unity.

DeIDgp,

10
0.8
0.6
0.4

0.2 AN /

0.0

0.0 0.2 0.4 0.6 0.8 1.0

Fig. 5. Dependences of the ratio D¥,,/D , (components of the tensor D ) on the volume fraction
of grains 0, for both models; y = 1.00 for tfle model M1 (curve /) and y = ="0.05 for the model M2 (2);
s=1.0,£=0.0

The two models coincide given the segregation parameter s = 1 at 0, = = 0 and 1 (see Fig. 5).
Furthermore, the behavior of the curves for models M1 and M2 is very different at any values of
the volume fractlon @, so the two models cannot be considered equivalent at the given values of
parameters (see Tableg).

Fig. 6 shows the effect of the segregation parameter s on the effective diffusion coefficient at
large volume fractions of the grains.

As evident from Fig. 6, variation in the segregation parameter has a more pronounced effect
on the dependences for the model M2 than on those for the model M1. Both models show that
the effective diffusion coefficient decreases with increasing segregation parameter. The segregation

a) b)

D*"/Dgp, DDgp,

0.0200

0.0175

0.0150

0.0125+

0.0100

0.0075

0.0050

Fig. 6. Ratios D%’ 3/Dg (components of the tensor D, ) as functions of the grain volume fraction ¢, .
for models M1 (a) and M2 (b) at different values of the segregation parameter s:
1, 10, 100 (a) and 1, 0.1 and 0.01 (b);

curve s = 1 for M2 separated from the curves, which coincided; all curves coincided for M1
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parameter has little influence on the effective diffusion coefficient in the model M1 at high con-
centrations of inhomogeneities.

Fig. 7 shows the dependence of D¥,,/D o 01 the segregation parameter s with large volume
fractions of grains (in the range from 95 to 99%). Evidently, the segregation parameter has lit-
tle influence on the variation in the effective diffusion coefficient for both models, but a slight
decrease in the diffusion coefficient is observed with increasing s.

a) b)

DDy, fr
0.045 D® /ng
0.

0.040

B e S N S S ol 0.0045 |

0.030
0.00401

0.025

0.020 0.0035 ) T e £

0015
0.0030

6
0.010 3 —

0.005 0.00251

0.000

Fig. 7. Ratios D. 3/D as functions of the segregation parameter s for models M1 (a) and M2 (b)
at different values of the parameters y and ¢ ; § = 0,0; y = 1.00, ¢ = 0.95 (1), 0.97 (2), 0.99 (3) (a);
vy = 0.05, (p—005 (4, 0.03 (5), 001 (6) (b)

Verification of both models

This section compares the constructed mathematical models with the experimental data.
Experimental data for the dependence of effective hydrogen diffusion coefficient in nickel on
grain size d are given in [16].

The model M1 assumes spherical inhomogeneities to be grains with a diffusion coefficient
D, = 910" m?/s, and the grain boundary with D, = 4-107'"° m?/s is taken as the matrix. The
situation is reversed in the model M2: D, = 9-10"'* m?/s, while D, = 4-10"'° m?/s. The remaining
microstructural parameters are given in the table.

The volume fraction of grain boundaries is calculated by the formula from [16]:

@y = Ad”, A=8.138-107, p =—-0.636. (43)
The volume fraction of grains is calculated by the following formula:
o=1-0@,=1-4d". (44)

First we construct the dependence of D¢ on the grain size d for both models at s = 1.

It can be seen from Fig. 8 that the model M1 describes the experimental data fairly well. The
approximation error of the experimental data is very large for the model M2, so only the model
M1 is considered below.

Fig. 9 illustrates the influence of the segregation parameter s. Evidently, it is important that the
segregation parameter is taken into account in the approximation of the effective diffusion coefficients.
The best approximation of the experimental data is achieved at s values in the range from 1 to 2.

Thus, in practice, it is recommended to use the model M1 (matrix—grain boundaries, inhomo-
geneities—grains) rather than the model M2 (matrix—grains, inhomogeneities—grain boundaries)
to approximate the diffusion coefficients of the polycrystalline material. We should note that a
decrease in the values of effective diffusion coefficients is observed in the experimental data for
grain sizes less than 0.1 um, which can be associated with additional internal effects. It is estab-
lished in [8] that the decrease in the value of the diffusion coefficient is due to an increase in the
amount of solutes with a decrease in the grain size. Since this effect is not taken into account in
the mathematical model of the material, both models also do not describe the effective diffusion
properties for grain sizes less than 0.1 pm. Moreover, the segregation parameter does not signifi-
cantly influence the effective diffusion coefficient in the case of spherical grains. The influence of
the segregation parameter for spherical grains has not been investigated in this study; we plan to
concentrate on this problem in our future research.
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Fig. 8. Calculated (lines) and experimental (symbols) dependences of D¢ tensor components
on d for models M1 (/) and M2 (2) at s = 1
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Fig. 9. Computational (lines) and experimental (symbols) dependences of the tensor component D¢
versus d for the model M1 at different s: 1.0 (7); 1.5 (2); 2.0 (3); 10 (4) and 100 (5)

Conclusion

The paper considers two approaches to describing polycrystalline material. The grains are
simulated by inhomogeneities and the grain boundary by the matrix in the first case, and vice
versa in the second case: the grain boundary is simulated by inhomogeneities, and the grains by
the material matrix. The models used to approximate the effective diffusion coefficients of the
polycrystalline material take into account the effect of segregation as well as the mutual effect of
grains; the Mori—Tanaka scheme is applied. We have constructed an analytical approximation
for the tensor of effective diffusion coefficients for the case of spheroidal inhomogeneities. We
have verified the models using experimental data, establishing the importance of the segregation
parameter for calculations of the effective diffusion coefficients.
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Abstract. The influence of hydrogen saturation of steel specimens on the results of their
standardized testing for resistance to hydrogen cracking has been carried out. The simulation
took into account the hydrogen skin effect observed when metal samples being charged
with hydrogen in various electrolyte solutions. The classical decohesion model of hydrogen
embrittlement HEDE was used. It was shown that, despite the microscopic skin depth, the
effect led to a dual fracture pattern, when the specimen’s cross-sectional view exhibited both
a hydrogen brittleness area and a normal destruction one. The comparison of calculated
results with experimental ones showed the strong influence of the hydrogen skin layer on the
results of standardized metal testing. This skin effect plays a significant role in the destruction
propagation over a metal sample and should be taken into account when conducting industrial
tests, simulations and experimental studies.
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B/IMAHUE BOAOPOAHOIO CKUH-ODDEKTA HA XAPAKTEP
PA3PYLWLEHUA CTAJIbHbIX OBPA3LIOB

0. C. CedoBa™=, H. M. beccoH08, B. A. lNongHckuii
MHCTMTYT npobnemM MalmHoBeAeHNS POCCMINCKOM akaAeMmUK Hayk,
CaHkT-NMeTepbypr, Poccus
Hsedova.yus@mail.ru

Annoranug. VcciemoBaHO BIMSIHWE HACBIIIEHHWST BOOOPOIOM CTaJlbHBIX 00pas3loB
Ha pe3ylbTaThl WX CTaHOAPTU30BAHHOTO TECTHMPOBAHMSI Ha CTOMKOCTh K BOIOPOITHOMY
pacTpeckuBaHuio. Ilpm MomenMpoBaHMM YYTEH BOJOPOMHBIM CKUH-3((GEKT, KOTOPHIU
HaOJofaeTcsl MpU CTaHAAPTU30BAHHOM HACBIIIEHUM OOpa3loB BOMOPOIOM B DPA3TUUYHBIX
pacTBopax 3J1eKTpoiuToB. Mcronab3oBaHa Kiaccuueckas IeKOre3MoHHasi MOJe)Ib BOAOPOAHOM
xpynkoctu HEDE. Iloka3zaHo, 4TOo, HECMOTpsI Ha MUKPOCKOMUUYECKYIO IIYOMHY CKMH-CJI0S,
CKUH-3(P(EKT TPUBOIUT K ABOMNCTBEHHOMY XapaKTepy pa3pyllIeHUs, KOraa Ha U3JIoMe o0pasia
HaOII0IAI0TCS KaK TIOIIAAKNA BOTOPOTHOM XPYITKOCTH, TaK M 00JIACT OOBITHOTO pa3pyIIeHUS.
CorrocTaBiieHAE pacYeTHBIX PE3YJIbTaTOB C SKCIIEPUMEHTATLHBIMI TTOKA3aJI0 CUJIBHOE BIMSTHUC
BOJOPOJHOIO CKMH-CJIOSI Ha pPe3yJbTaThl CTaHAAPTM30BAHHOIO TECTUPOBAHUS METAJUIOB.
DTOT CKUH-3(hGEKT UrpaeT CYIIECTBEHHYIO POJib B paclpOCTPaHEHUHM ITIpoliecca pa3pylIeHUs
0 MeTaJUIMYeCKOMY 00paslly M [OJDKEH IPMHUMAThCSd BO BHMMAaHHUE IMpPU IIPOBEICHUU
MIPOMBIIIJICHHBIX UCITBITAHWIA, MOACIUPOBAHUS M SKCIIEPUMEHTAJIBHBIX MCCIIeIOBAaHWIA.
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Introduction

The so-called metallurgical dissolved hydrogen accumulates in metals and metal products
during the manufacturing process. It negatively affects all mechanical and technological char-
acteristics of metals, is one of the main causes of embrittlement, porosity and flaking in rolled
products. Production facilities introduce different measures for monitoring the concentration
of metallurgical hydrogen. It is maintained at a level of about 1,000,000~" or less in steels and
aluminum alloys.

The second source of dissolved hydrogen is an aggressive external environment to which metal
parts are exposed during operation. Any corrosion process is accompanied by release of hydrogen
and its absorption inside the metal. External mechanical loads and the presence of pure hydrogen
in the environment can considerably accelerate hydrogen degradation of metal properties.

A system for standardized testing for resistance to hydrogen-induced cracking (HIC) has
been developed and implemented in the manufacturing industry over the recent decades [1—3].
Typically, the procedure consists of an exposure phase (hydrogen saturation) of metal specimens

© Cenmosa 10. C., BecconoB H. M., TNonguckmii B. A., 2022. Usparenn: CaHkT-IleTepOyprckuili MOJUTEXHUUECKUI
yHuBepcuteT Ilerpa Benukoro.
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in a corrosive environment that lasts up to 100 h. The second phase consists of mechanical tests
and microscopic studies of the specimens: the surfaces of fractures and cracks induced by hydro-
gen are recorded.

These tests allow to achieve high resistance to HIC in modern pipe steels. While hydrogen-in-
duced cracks tended to evolve inside steel specimens tested by the procedures developed in the
1970s [4], modern steels are characterized by only minor microcracking. At the same time, the
mechanical characteristics of the specimens considerably deteriorate after saturation with hydro-
gen, and high-strength steels are characterized by a proportional decrease in crack resistance
[5, 6]. Numerous fractographic studies [7—10], carried out experimentally for steels fractured
during mechanical tests, indicate the presence of two characteristic fracture regions: brittle and
ductile. Modern alloys are widely used in various fields of energy and manufacturing industries.
Therefore, the effect of their rapid degradation upon saturation with hydrogen should be investi-
gated and mitigated.

The mean partial concentration of hydrogen atoms to matrix atoms in the metal increases
to no more than 1:30,000 during HIC testing [11]. Furthermore, recent studies have observed a
skin effect of hydrogen saturation in aqueous corrosive solutions during cathodic polarization,
where all hydrogen absorbed by the metal is concentrated in a thin surface layer of specimens
about 50—100 pum thick [12—15]. If the working diameter of the specimen is 8—10 mm, this layer
can be attributed to layers with small thickness (the ratio of 1:100 is typical for theory of thin
shells). Thus, from a mechanical perspective, we are dealing with a problem on the influence of
a small parameter.

To date, several approaches have been proposed to describe hydrogen-induced degradation.

One of the first models was Hydrogen-Enhanced Decohesion (HEDE) [16]. It describes brittle
fracture resulting from accumulation of hydrogen at the crack tip and development of hydrogen
embrittlement without plastic deformations. At the microscopic level, the approach is based on
the idea that interstitial hydrogen expands the metal lattice of crystals, thus contributing to a
decrease in the adhesion strength of atoms [17]. From the standpoint of energy, hydrogen atoms
lower the energy barrier for fracture, which leads to segregation of grains, or decohesion.

A fundamentally different approach to modeling hydrogen degradation of the mechanical prop-
erties of materials is taken within the model of hydrogen-enhanced localized plasticity (HELP)
[18, 19]. Hydrogen dissolved in the metal is interpreted within this model as a chemical that
reduces the energy required to initiate dislocations. It is assumed that ‘softening’ of the metal, or
localized plasticity, is observed at the tip of the crack, where hydrogen is concentrated under the
action of internal stresses.

The dual nature of the fracture observed in HIC testing is commonly interpreted by using a
combination of both models: HELP + HEDE. Brittle HEDE mechanism is assumed to work if
the local hydrogen concentrations in the tip of the crack are above a certain ‘switching threshold’,
and HELP is assumed to apply for concentrations below the threshold one. One of the problems
of this approach is the exponential increase (up to 100 times) in hydrogen concentration during
plastic deformation, which directly follows from the equations of the HELP model [20]. Thus, if
the models are sequentially ‘combined’, the localized plastic deformation induced by hydrogen
should lead to a manifold increase in its local concentration, triggering a mechanism of brittle
decohesion for the fracture.

In addition, the HELP model essentially describes an increase in ductility due to a decrease
in the yield strength of the material. However, the bulk of the experimental evidence does not
suggest a decrease in the yield point during specimen testing [6]. All of this indicates that existing
experimental and theoretical data contradict the hypothesis that the HELP model is initiated,
determining the principal fracture surface.

These HELP + HEDE paradoxes allow us to settle on a decohesion model of hydrogen cracking.

Description of the model

The modern concept of the HEDE-model comprises the following key elements:

equations of elastic or viscoelastic solid medium with hardening (in particular, for materials
with hardening);

equations of diffusion describing the redistribution and accumulation of hydrogen;

dependences describing hydrogen degradation of cohesive parameters.
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Hydrogen transport within a solid has been traditionally understood as a diffusive process, and
the equation of Fick’s second law [21] was used to describe it:

oC
E:V-[D(T,r)VC], (1)

where C is the hydrogen concentration, ¢ is the time, r is the coordinate vector, D is the diffusion
coefficient, 7 is the absolute temperature, V is the nabla operator.

However, modern approaches typically introduce components accounting for the thermody-
namic or chemical potential [22]:

u:uO(T)+RTlnC—VHp.

In this case, Eq. (1) takes the form

oC cv,
——V-[D(T,r)(VC— T p):|, (2)

ot

and the following form accounting for the effect of mechanical stresses:

£:DV2C—%VC-Vp—%V2p, (3)
ot RT
where p is the pressure in spherical stress tensor, V', is the partial molar volume of hydrogen [23].
According to Gorsky’s law [24], hydrogen tends to migrate to regions of maximum tensile
stresses. An increase in its concentration in these regions unavoidably lowers the cohesion of the
crack edges, which is what leads to decohesion [16]. The model characterizes this phenomenon
by introducing the parameter 0 for the degree to which the free surface of crack edges is filled
with hydrogen atoms:

C
C+exp (_ARg; j )

where Ag,, is the difference in Gibbs free energy for hydrogen between the state adsorbed inside
the crystal lattice and the free state (established experimentally).

This expression was proposed by Serebrinsky [24] based on the thermodynamic relationship
for the partial molar volume of hydrogen inside and on the surface of a single crystal, obtained
by McLean [25].

Notably, if the partial volume of impurity is used in this relationship, accounting for the value
of C (107%), expression (4) takes the form:

e:

55.85-C-10°°

0=

55.85-C-10°° +exp(_AgHj (5)
RT

The value of the parameter 0 allows calculating the specific energy y(0) of the free surface,
depending on the sorption of hydrogen on it. Most existing studies use the formula proposed by
Serebrinsky to describe this relationship [25]:

v(8) =(1-1.04676+0.16876 ) v(0), (6)

where y(0) is the surface energy in the absence of hydrogen.
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Next, the brittle fracture model takes into account the identity for energy

GZZY(G):f(GZC’sc)’ (7)

where G is the fracture energy; f(c,,5,) is a linear function depending on the maximum cohesive
stresses ¢, normal to the crack edges ‘and on the maximum relative displacements §_ of the crack
edges at which the bonds between them do not break (or decohesion does not occur)

The form of the function f{c,,5 ) is determined by the cohesive law.

Assuming the value of & to weakly depend on the value of 6, the HEDE-model introduces the
law of hydrogen degradation:

o, (0)=(1-1.04676+0.16876" )5, (0), (8)

where ¢,(0) are cohesive stresses, normal to the crack edges acting in the absence of hydrogen.

According to the criterion for initiation and propagation of the crack by the HEDE mecha-
nism, the crack preserves its configuration as long as the level of elastic stresses normal to its edges
and acting near the tip of the crack does not exceed the cohesive stresses bridging the crack. As
soon as the hydrogen accumulated at the tip of the crack under the action of chemical potential
reduces these stresses so that this condition is violated, the crack starts to grow, with a new free
surface forming. On the other hand, this cracking produces a local increase in the level of normal
stresses in the new position of the crack tip, in turn leading to an increase in the local hydrogen
concentration. The cohesive stresses once more decrease to a value violating the condition for
crack stability, and the process is repeated again and again.

On the other hand, the energy required for fracture can be expressed in terms of material
parameters. For a crack opening normally, it can be written as

2
G:KA"', )
E

where K| is the critical stress intensity factor acting in the vicinity of the crack tip; the quantity
K = E(1 —+v?) is either K = F for the cases of plane stress or plane strain state, respectively (£ is
Young’s modulus, v is Poisson’s ratio).

In view of identity (7), we can prove that a decrease in the specific energy of the free surface
due to an increase in the hydrogen concentration also leads to a decrease in K :

2
L _1(0) |} 04670+0.168762

Thus, the magnitude of the critical stress intensity factor (the parameter characterizing the crack
resistance of the material) depends on the hydrogen concentration as

K, (0)=+1-1.04670+0.16876*K,, (0), (10)

where K, (0) is the experimentally established value of crack resistance in the material in the
absence of hydrogen.

It follows that the presence of hydrogen dissolved in the material modifies the force criterion
of Irvine fracture (K, = K,) [27, 28], so cracking becomes possible at a lower value of K.

Problem statement

We consider a problem on uniaxial stretching of a cylindrical rod with an elliptical notch,
saturated with hydrogen. We refrained from using standard finite element packages with in-built
modules for cohesive zone modeling and crack propagation, since specialized fictitious cohesive
elements have to be introduced in them following a particular cohesive law. This means that
a large number of additional model parameters have to be introduced and several additional
assumptions have to be adopted.
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The model was implemented with the C++ code developed in Microsoft Visual Studio, allow-
ing to obtain numerical solutions to problems on the stress-strain state of bodies using the finite
volume method.

The procedure comprised two consecutive stages.

Stage 1. The problem on the stress-strain state in a pre-stretched specimen is solved.

Stage 2. The diffusion problem on the redistribution of hydrogen along the rod is solved.

As part of the second stage, the cohesive stresses o, and the crack resistance parameter K,
were also calculated.

A system of equations (11)—(13) from linear elasticity theory was solved at the first stage of
the problem. The system includes a differential equilibrium equation (11), equation for the linear
strain tensor (12) and generalized Hooke’s law (13):

V-o+f=0, (11)
a=%(Vu+uV), (12)
6 = AOE + 2Gt, (13)

where ¢ is the Cauchy stress tensor; f is the body force intensity; u is the displacement vector; A,
G are the Lamé parameters; 6 = tr(e) is the relative volume change for the hydrostatic pressure
p = 1/3tr(o).

A method proposed by Wilkins [28] was used to numerically solve Eq. (11).

The characteristics of the stress-strain state of the specimen obtained in the first step of the
technique were recorded in the second stage. Egs. (3), (5), (8) and (10) that we described earlier
were solved.

_DVy

- ve.vp-2

—=DV*C Vip

-6
0= 55.85-C-10

55.85-C-106+exp[—AgH
RT

o, (0)=(1-1.04676+0.168767 )5, (0)

K, (0)=+1-1.04670+0.16870° K, (0).

Eq. (3) was also numerically solved based on Wilkins’s determination method [29].

The instantaneous SIF in the vicinity of the crack tip was calculated from the approximate
Benthem—Koiter formula [30, 31], obtained for the case of a crack with the length c initiating in
an edge notch in a cylindrical rod with the diameter D under the action of uniaxial tension ¢ ;

G,. =0, (Bj . (14)

The conditions for cracking were found based on the results obtained in the second stage by
the criterion for cohesive stresses or the Irwin force criterion for fracture.

We selected the model relying on the experimental data to be able to compare and evaluate the
results obtained by the finite-volume solution. We were guided by a recently published study [8],
investigating the effect of hydrogen on the properties of chromoly steel. The article considers a
specimen of 2.25Cr1Mo ferritic steel shaped as a cylindrical rod 9.0 mm in diameter with a radial
notch 2.0 mm deep, 1.2 mm wide and with a rounding radius of 0.15 mm.

Fractographic images of the fracture surface obtained after tensile tests of the specimen pre-sat-
urated with hydrogen by cathodic polarization revealed a circular region of brittle fracture w up
to 1 mm wide and an internal region of ductile fracture.
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Fig. 1. Image of cylindrical steel specimen with radial notch (a)
and its half cross-section at the notch root (b) (dimensions are given in mm)

We considered uniaxial tension of a cylindrical rod of the same geometry (Fig. 1), made of the
same steel (the tensile load was 650 MPa). The computations were carried out in a two-dimen-
sional axisymmetric formulation. By virtue of symmetry, the geometry of the modeled specimen
was a quarter of the longitudinal section of the bar (Fig. 2).

The following properties of the 2.25Cr1Mo steel were used in the computations:

Physical properties of 2.25Cr1Mo steel

Yield strength o, 895 MPa
Flow stress 6. 761 MPa
Density p 7,750 kg/m?
Shear modulus p 80 GPa
Poisson’s ratio v 0.3

Bulk modulus of elasticity K 140 GPa
Fracture toughness K, (0) 64.1 MPa-m”

Let us also give the values of the remaining computational parameters. The diffusivity was
assumed to be constant, amounting to D = 2-10-'"" m?/s; the partial molar volume of hydrogen
V,, = 2-:10° m*/mol [32]; the difference in Gibbs free energies for the state of hydrogen adsorbed
inside the crystal lattice and its free state was Ag, = 30 kJ/mol [32], the absolute temperature
T = 298 K. The magnitude of the stresses included in Eq. (8), taking into account the recom-
mendations from [33], was assumed to be 6,(0) = 30 cT.

Y

Fig. 2. Computational finite-volume model for a quarter of longitudinal section
of the bar (see Fig. 1,a); geometry, boundary and initial conditions are shown
the arrows indicate the direction of extension
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The initial distribution of hydrogen over the specimen was established as follows: uniform
background concentration ¢,= 0.1-107° throughout the region and the concentration ¢,= 10-107
in the surface layer with a thickness of one structural element (= 20 um). The latter characterizes
the experimentally observed hydrogen concentration in metal specimens, accumulating on the
surface. (hydrogen saturation due to the skin effect), see enlarged fragment in Fig. 2.

By virtue of symmetry, displacement along the horizontal axis Ox is prohibited for the left face,
and displacement along the vertical axis Oy for the bottom face. A tensile stress ¢ acting along the
axis Ox was applied to the right edge of the region.

The initiation and propagation of the crack was modeled as follows. After the characteristics of
the body’s stress-strain state are obtained, analysis of the diffusion problem on the redistribution of
hydrogen over the specimen was performed at the second stage of the computational technique. The
behavior of two inequalities was monitored in the analysis: 6, < c,,(0) for stresses and K, < K, (0) for
SIFs at the nodes of the finite-volume mesh along the hypothetical line of crack propagation line
(along the left face of the region). As soon as one of these inequalities was violated in the node due to
an increase in hydrogen concentration or an increase in the level of elastic stresses, the restriction on
displacements along the horizontal axis Ox was removed in this node, reproducing a broken bond with
the node at the opposite edge of the crack. The node could then move freely under the applied load.

Results of finite-element modeling

Fig. 3 shows the dependence for the time range between the instants when the fracture crite-
rion is satisfied in two consecutive nodes of the finite volume model. This is a time range neces-
sary for hydrogen to redistribute under the influence of elastic stresses and subsequently accumu-
late in the given node, with the resulting decrease in cohesive stresses o(0) or the crack resistance
parameter of the material K, (6).

It is evident from Fig. 3 that the criterion for bond breakage by the decohesion mechanism is
instantly fulfilled in the first two nodes of the mesh. This is due to high content of hydrogen in
the surface layer of the specimen, so the cohesive stresses bridging the nodes of the material are
greatly reduced as a result, and fracture by the HEDE mechanism occurs at the first time step
of the problem solution. The distributions of the components of elastic stresses acting along the
horizontal axis and the hydrogen content in the vicinity of the crack tip at different times are
shown in Figs. 4 and 5, respectively.

However, the time for diffusion increases with distance from the specimen surface, with the
process reflected accordingly in the solution of the diffusion problem. A certain amount of time
has to pass for hydrogen to be redistributed, diffused and accumulated in the current crack tip
until the facture criterion is satisfied. For this reason, the dependence is shown by an increasing
segment starting from the third node (see Figs. 4,6 and 5,b), but the propagation of the crack still
follows a HEDE fracture mechanism.

This scenario continues until the sixth node of the mesh. After that, elastic stresses (see
Fig. 4,c) acting near the stress concentrator start to exert a considerable effect. Their values grad-
ually increase, so it is sufficient to decrease the cohesive stresses initiated by hydrogen to a smaller
degree to trigger the decohesion mechanism (see Fig. 5,c¢). Consequently, an ever shorter time is
required to solve the diffusion problem.

Notably, the value of the crack resistance parameter also decreases substantially at this stage
of monitoring due to the presence of hydrogen in the material, but it still turns out to be higher
than the value of the SIF acting near the crack tip.

As seen from Fig. 3, the decreasing trend in the critical hydrogen concentration at which
decohesion occurs continues with distance from the specimen surface. At the same time, the
magnitude of elastic stresses acting at the tip of the crack becomes so large at a distance of about
0.97 mm (corresponding to the seventeenth node of the mesh) that the crack can propagate fur-
ther even at a background value of hydrogen content.

After that, the crack extends to a considerable size, so that the SIF reaches a high value near
its tip, immediately exceeding the crack resistance of the material (also reduced by the presence
of hydrogen in the bar) in the next node, with fracture propagating by only 1.0 mm (see Fig. 4,d
and 5,d). Evidently, as the crack grows further, the level of the active stresses only increases. This
explains the observed continuous propagation of the main crack after switching of the fracture
mechanism, which happens after the force criterion for fracture is satisfied.
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Radial distance from sample surface, mm

Fig. 3. Time required for the crack to propagate over 1 mesh
spacing as a function of distance from the specimen surface
decohesion mechanism and crack resistance are shown in blue and red, respectively
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Fig. 4. Distributions of elastic stress components (MPa) acting in the horizontal direction
at different time instants when decohesion is observed in the first (a),
third (b), sixth (¢) mesh nodes; switching of fracture mechanism (d)
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Fig. 5. Distribution of hydrogen concentration (107°) at the same instants as in Fig. 4

Fig. 6 shows the distribution of hydrogen concentration over the sample radius at crucial
moments characterizing the evolution of the process from the initial state to propagation of the
crack to half the specimen thickness. Apparently, as the crack propagates, hydrogen gradually
redistributes from the surface of the specimen and moves deep into the material under the action
of the chemical potential of the applied stresses. Importantly however, the penetration depth does
not exceed 1 mm, because further fracture of steel occurs at the initial background hydrogen
content, due to high stresses near the crack tip.

Thus, simulating the process allowed detecting and tracking the mechanism relating the sat-
uration of specimens with hydrogen and the nature of fracture in the metal alloy under load
(skin effect).

Results and discussion

Let us consider the finite-volume solution of the equations from the classical HEDE model
for brittle fracture accounting for the skin effect of hydrogen saturation of the specimens. We
adopt the approach of linear cracking theory and a classical model of hydrogen embrittlement.
The computational results indicate that fracture follows the brittle decohesion mechanism at
first, due to the high concentration of hydrogen in the surface layer. Hydrogen diffuses under
the action of both the concentration gradient and the chemical potential along the crack propa-
gation line, but its concentration in the moving crack tip drops to background values due to the
slow progress of the diffusion process. At the same time, the balance between the length of the
crack induced by hydrogen and the load level is important, since the crack can grow further after
reaching a certain critical length with the background concentration of hydrogenby the standard
cracking mechanism.
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Fig. 6. Distribution of hydrogen concentration over the specimen radius (from the surface
to the central axis) at crucial moments in the process: initial state (/), decohesion in the 3rd (2)
and 6th (3) mesh nodes, switching of fracture mechanism (4) and crack extending
to half the specimen thickness (5)

The images showing the regions with the distribution of hydrogen over the rod cross-section
(Fig. 7) present a clear illustration for the evolution of the given process. Brittle fracture associ-
ated with increased hydrogen concentration is observed along the crack edges; sites of hydrogen
embrittlement are detected in this region. Normal fracture occurs in the central part of the spec-
imen, in accordance with the cracking theory.

The simulation results quantitatively and
qualitatively agree with the experimental data
presented in [8, 34]. The region of hydro-
HSL gen-induced brittle fracture was 1 mm wide.
We carried out computations varying the skin
layer thickness, hydrogen concentration and
the magnitude of the applied load. The results
indicate that this thickness depends only on the
level of load applied to the specimen (or the
extension rate of the specimen): the larger it is,
the smaller the hydrogen embrittlement region.
This is qualitatively consistent with the experi-
mental data [35].

Thus, the classical models we used allow

Fig. 7. Schematic representation of hydrogen describing the critical influence of the skin effect

redistribution regions within the specimen:  region (a small parameter) with a small volume

HSL is the hydrogen skin layer; BHC is the on the fracture of specimens, relating the exper-

normal (background) hydrogen concentration. imentally observed dual nature of the fracture in

The arrow indicates the direction of hydrogen the specimens with the procedure used to satu-

diffusion during crack growth rate them with hydrogen. Our findings can serve

to explain the differences between the results for

testing steel specimens and for operation of parts and assemblies manufactured from the same
steels in aggressive environments.

Conclusion

We have carried out finite-volume simulation for fracture in a cylindrical dumbbell-shaped
steel specimen with an elliptical cutout saturated with hydrogen. The mechanism of hydrogen-
enhanced decohesion (HEDE) was used as a model of hydrogen embrittlement. The skin
effect from saturating the specimens with hydrogen, established experimentally, was taken
into account.
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The computational results indicate that fracture begins at the surface of the specimen as brittle,
initiated by hydrogen. A crack then appears, and, as it reaches a certain length, continues to
propagate naturally with typical background values of hydrogen concentration. This change in the
nature of fracture produces a dual picture: regions of both hydrogen embrittlement and standard
fracture are observed in the specimen cross-section.

Moreover, the simulations revealed that the skin effect in the distribution of hydrogen con-
centration may be the main reason behind the dual behavior of fracture; on the other hand, the
general consensus is that this duality can be attributed to the simultaneously evolving HELP and
HEDE mechanisms at the tip of the main crack.

The skin effect from hydrogen charging has a major influence on fracture of metal specimens
despite its small depth, so it should definitely be taken into consideration in industrial tests, exper-
imental studies, theoretical analysis, and simulation.
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Annoranug. IlpoBemeH aHanMM3 METONMYECKONM IIOTPEIIHOCTA UMMPOBOM 00pabOTKU
OMrapMOHMYECKOr0 CHUTHajlla ABYX MYJbTUIUIEKCUPOBAHHBIX  BOJOKOHHO-OMNTUYECKUX
UHTEepGhEPOMETPOB MPU CIEKTPAJIbHOM OIIPOCE, KOrga perucrpupyemasi CreKTpajbHas
nepenatoyHas GyHKIMS o0OpabaThiBaeTcsl MOCPEACTBOM JIUCKPETHOrO Mpeodpa3oBaHUS
®ypoe. [lpemtoxeH CUHTE3 CHENMATBHONW BECOBOW OKOHHOW (DYHKIIMM, ITO3BOJISIONICH
CHU3UTHh METOIUYECKMNE TTOTPEITHOCTU OTMPEAeIeHUSI YacTOT MOJUTAPMOHUYECKOTO CHUTHAsIa
0e3 CYIIeCTBEHHOTO VYBEIWYCHUSI CHAyYailHOW TMOTpeIIHOCTA. DhGEKTUBHOCTh TaKOTO
MoaXoJa NoKa3aHa YMCIAEHHBIM MOIEJMPOBAHMEM M SKCIIEPUMEHTAJIbHO, IyTeM CpaBHEHUS
C pesyJbTaTaMM MpUMEHeHUs cTaHgapTHoro okHa [onbpa — YeoObimBa. IlpenioxeHHbI
MOJXO/J MOXET MCITOJIb30BaThCs B JIIOOBIX 3amauyax, CBSI3aHHBIX C OLEHKOW 4vacToT M a3
MOJIUTAPMOHUYECKUX CUTHAJIOB.
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CraTbsl OTKPHITOrO nocTyma, pacrnpoctpansiemast o juiieHsnu CC BY-NC 4.0 (https://
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Introduction

Fiber-optic sensors are the focus of much attention in R&D, due to their high accuracy,
immunity to electromagnetic interference, compact size, and capabilities for multiplexing and
remote interrogation [1]. Such sensors can measure various physical impacts, such as tempera-
ture, stretching, pressure, etc., and have a wide range of applications, from monitoring buildings
and structures to medical diagnostics.

One type of such sensors are interferometric fiber optic sensors [2]. Spectral interferometry is
an effective widespread mechanism for interrogating these sensors. It involves recording and sub-
sequently processing the dependence of the relative intensity level of the light S passed through
a sensitive interferometer on the frequency f of this light; this dependence S(f) is the spectral
transfer function (SPF) of this interferometer [3].

Users generally tend to multiplex two or more interferometers connected to a single interroga-
tion setup [4, 5]. Importantly, the STF of multiplexed interferometers contains sums of harmonic
components with certain frequencies and phases characterizing each of the sensing elements; this
can be confirmed experimentally.

© Mapksapt A. A., Jluokymouu JI. Bb., Ymakos H. A., 2023. Wznatens: Cankr-IleTepOyprckuii moJUTEXHUUYECKUI
yHuBepcuteT Ilerpa Benukoro.
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The most common approach to processing STF applies the discrete Fourier transform (DFT)
with analysis of the resulting harmonic components. However, the spectral leakage effect produces
systematic errors in determining the frequencies and phases of harmonic components in STF
and, consequently, errors in demodulation of signals from multiplexed sensors and their parasitic
interference. Standard weight functions, e.g., Hamming, Kaiser, Blackman, Dolph—Chebyshev
windows, are commonly used to reduce the level of these errors. [6, 7]. Their drawback is a
decrease in spectral resolution and an increase in the influence of noise on measurements due to
increased equivalent noise bandwidth (ENBW) of the window. Therefore, it is worth considering
synthesis of specialized windows reducing demodulation errors without a significant deterioration
in ENBW level. This approach was considered in [8—10] and used in radar systems. However,
the algorithm proposed by the authors for synthesizing the window and finding the harmonic
component frequencies of the signal is multi-iterative, which means that the windows have to be
recalculated with any change in these frequencies. The frequencies of the harmonic components
in STF only vary slightly in measurements using fiber optic interferometers. This allows avoiding
iterative recalculation of windows, using a single weight window specifically synthesized for a
particular scheme.

This paper proposes a method for reducing demodulation errors in signals from two multi-
plexed fiber-optic interferometric sensors by synthesizing a specialized weight window.

The proposed method has none of these drawbacks which are inherent in the existing methods
for synthesizing windows.

Circuit description and general principles for synthesizing the special window

For certainty, we consider a circuit with two multiplexed sensing elements, which are the
so-called extrinsic fiber Fabry—Perot interferometers (EFFPI), Fig. 1) [3, 8]. Each EFFPI is
formed by the endface of a single-mode waveguide feed and a mirror with an air gap between
them, with thicknesses L, and L, for the first and second EFFPI, respectively. The variations L,
and L, from the measured quantity (deformation, temperature, etc.) are to be determined in the
measurements. The radiation of the frequency (or wavelength) tunable laser passes through the
circulator and is directed through the coupler to both EFFPIs, is s reflected from them, entering
the photodetector through the coupler and the circulator.

EFFPI 2

Fig. 1. Measuring circuit with multiplexed EFFPI:
Optical interrogator; swept laser; circulator; coupler with ports /, 2 and 3; fiber;
interferometer gap with the width L; photodetector; R,, R, are the reflectivities of the mirrors

We consider the case of low-finesse EFFPIs (valid for small R and R,), when multiply reflected
waves can be omitted. If the difference in the lengths of the feeding fiber segments between the
EFFPI and the coupler is greater than the coherence length of the radiation source, the STF is
determined by the interference of beam pairs from each EFFPI [4, 11]:

4nL1f+Y1(L1):|+S2COSI:4nL2 f_'_yz(Lz)}’ (1)

C C

S(f,L,L)=S+5, cos{

where

§ = alzz [Rl + Rznl ] + OL123 [Rl + Rznz]a
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The following notations are adopted in Eq. (1): f, c are the frequency and speed of light; S is the
mean STF level; S, , are the amplitudes of interference components determined by mirrors R, ,,
coupling coefﬁ01ents a,,,; of the coupler and light losses in the EFFPI due to divergence of light
in the gap (losses are taken into account by the coefficients n,,); ¥, are the phase shifts of waves;

« 1s the Rayleigh length of the Gaussian beam; w), is the waist radius of the Gaussian beam.

The waves acquire a phase shift upon reﬂectlon from the external mirror, as well as due to
divergence of light in the interferometer gap. The explicit form of expressions for n,, and Y, 18
obtained via a Gaussian beam model for light in the interferometer gap [11] (z, is Raylelgh length
of the Gaussian beam); the waist radius of the Gaussian beam corresponds to the radius of the
fiber mode spot. Notably, STF calculations in small frequency-tuning ranges used in practical
interrogation devices generally neglect minor variations in the values of Mo Y10 Zg and w, due to
variation in frequency f.

In practice, the interrogation system records a set of readouts S, =5(f, L,, L,), where i is the
readout number. A uniform frequency step A is taken for further processing. If f is the center of
the frequency scanning range and N is the number of readouts, then

fi=f T [i—(N=1D2TA, 2)

where i varies from 0 to (N — 1) and the scanning range Af = A(N — 1).

Demodulation of the obtained dependence S(f) consists in finding the values of L, and L,,
which in turn amounts to estimating the frequencies and phases of the harmonic components of
the following sequence:

v(i)= (){S+S cos[(o )-i+9( ]+S cos[m )-i+9,(L )J}, (3)

where w(i) is the weighting window used; o, ,(L, ,) are the circular frequencies in radians; 9, ,(L, ,)
are the phases of harmonic components.
In view of expressions (1) and (2), we obtain:

(‘)1,2(L1,z) = 47tA~L1’2/c, 4)
8., (L,)=4nfo-L,/c=2m-A-(N=1)-L,/c+v,,(L, ). (5)

The Fourier transform of the sequence of counts (3) takes the form [6]:
V(o,L,L)=SW(o)+
+0.5- 5, -exp[j\‘}1 (LI)J-W[co—co1 (Ll)]+0.5-S1 -exp[—j\‘}l (L, )]-W[m+ o, (Ll)]+ (6)
+0.5-S, -exp| j9,(L,) |- W[o-0,(L,)]+0.5-S, -exp[ =9, (L,) | W[ w+w,(L,)],
where W(w) is the Fourier transform of the window w(i).
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The frequencies o, , are typically found by determining the positions w, . of the peaks on the
Fourier transform modulus V, and the phases 9, , are found by calculating the argument V in these
peaks (taking into account the influence of the WlndOW) However, it can be seen from expression
(3) that the first, third, fourth and fifth terms generate errors for the values of o, and 6,. This is
because the second term with WA0) required for estimating the magnitude of the quantity [N w)|
and the argument V'in the region o, is supplemented by the terms with Wo,), W(20)), Mo, — o,)
and with (o, + o,), distorting the result. Similarly, the first, second, third and ﬁfth terms gener-
ate errors for the values of w, and 6, found in region ,. To determine the frequencies and phases
correctly, we should synthesize such a weight window w®"” whose Fourier transform W*" could
minimize the corresponding parasitic components in the required frequency frequency range, due to
dips in W®" in the regions o, 20, (0, + ©,), (0, — ®,), ®, 20,, (0, ~ o,). Furthermore, additional
dips in WA should also be prov1de in the negative frequency range, SO that the Fourier transform
WA is symmetrical relative to zero, because the frequency estimate by the maxima of the Fourier
transform | V] of the sequence multiplied by the window w¥" is unbiased only in this case. The addi-
tional frequencies for the negative range are —o, —2o0, —(o, + ©,), —0,, —20,.

Thus, the quantity W*" should be minimized in the range of the above 12 frequencies, i.e., in
the bands AQ , p = £1, £2, 16, accounting for the potential variation in the frequencies o,
with respect to the variation in L1 ,» as well as the shift in the positions o, . of the maxima |/ due
to spectral leakage and the influence of the noise from the measuring equipment. Denoting these
variations in frequency as Aw, and Aw,, we can write the following expressions for the zeros in W%

AQ, =Ao,AQ = Ao, AQ = Ao,

AQ,, =2Aw,, AQ = Ao, + Ao, AQ, = Ao, + Ao,

It is preferable to synthesize the required window w*"(i) based on one of the standard windows
w(i),, introducing an additional requirement for a minimum residual of the Fourier transforms
Wont (o) and W(w) of these windows outside these regions. In this case, the requirements for the
window w9"(i) can be written as two conditions:

Condition 1:
|W‘y”t (co)| — min for
wet[o, —AQ /2o, +AQ, /2|Ut[20,, -AQ,/2; 20, +AQ, /2]U
Ut[m,, —AQ, /2, o, +AQ, /2|UE[2m,, —AQ, /2; 2m,, +-AQ, / 2]U
ui[(olm -m,, —AQ /2,0, -0, +AQ, /2]u
Ut[o, +0,, —AQ /2 0, +0,, +AQ, /2];
Condition 2 :

(7

|WSynt (0)-W (0))| — min for other .

Condition 1 gives the dips of W at frequencies to, £20,, to, 20, (o, — o), £(o, + o).
Notice that it is this condition (7) that is respon51ble for suppressmg Wyt (0)) in the given fre-
quency ranges and is in fact aimed at reducing the systematic error in finding the frequencies and
phases of the harmonic components due to the parasitic effects described above.

The second condition can be interpreted as minimization of the broadening in the main
Fourier transform lobe of the window. It prevents an increase in the ENBW value of the window,
i.e., an increase in the random measurement error due to noise from the measuring equipment.

There are different approaches to tgenerating dips in the Fourier transform of a certain
sequence of readouts. Such approaches are the best developed for antenna arrays, often involving
synthesis of the discrete amplitude-phase distribution of currents over the elements of the antenna
array to produce dips in the antenna’s directivity pattern in the given directions [12—15]. We use
the approach to solving this problem outlined in [15], as it is relatively simple. According to this

189



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2022. Vol. 15. No. 3 >
I

approach, the required Fourier transform of the window W*" is represented as the difference of
the initial W and compensating W*™ Fourier transforms:

W = W — e, (8)

The window is synthesized by the following logic. For example, let the compensating transform
Wemr be the window transform whose main lobe is frequency-shifted to the position o, and is
equal in amplitude to the magnitude of the initial transform W at this point. Then, a zero of the
transform WA appears after subtraction at the point o,. Broad dips can be produced by gener-
ating a set of zeros at multiple points o, filling the regions with dips. The compensating Fourier
image is composed as a sum [15]:

Jy omp (co):ZHk -G(o-0,), )

k=1

where G(w) are the basic functions; {w,} is a set of frequency points generating zeros in the
Fourier transform of the synthesized window; {H,} are the coefficients before basis functions,
calculated after the set {o,} ...

The Fourier transform of a rectangular window is used as the basis function. The synthesized
function W*" is obtained by finding the set {w,}. The coefficients {/ } are calculated from the con-
dition that the value of the subtracted function W™ be equal to the value of the initial function
W at each of the points of the set {o,}. This condition can be written in the following matrix form:

(7 (o) ]=[7=™ (o) ]-[H,] (10)

Then the coefficients {H,} can be found using the expression

(B, ) =] (0)] [ (o,)]. (11)

After these coefficients are calculated, the search window w¥”(i) is found by an inverse Fourier
transform with respect to W*" or, in view of the theorem on the frequency shift of a Fourier
transform, using the expression

K
W ()= H, - g(i)-exp[ jo,i] (12)
k=1
where g(i) is the inverse Fourier transform of the basis function G(o).

Method for finding the optimal set {w,}

The crucial step within the proposed approach is to select the set {w,} to best satisfy condition
(7). A simple version was used in [15, 16], with an equidistant distribution of a certain number of
points , in the regions assumed to have dips in the Fourier transform W*". However, this choice
may be far from optimal. Multiparameter optimization is actually required, where the parameters
optimized include not only the values of , but also the number of points K in the set. To solve
the problem, we consider some target function M. It is logical to introduce minimization of the
highest levels of | W*"] in the regions with dips into this function, as well as the regularization term
r, depending on the magnitude of ENBW:

M = max|WSym [0, —AQ, /250, +AQ, /2]| + max

o 20, —AQ, /2 20, +AQ, /2] +
+max |Wsy“t [@,, —AQ, /2 @, +AQ, / 2]| +max |Wsy“t [20,, —AQ, /2; 20, +AQ, / 2]| +
+max |WS’mt [y, —,,|—AQ, /2;

Oy — @, |+ AQ / 2]|+ (13)

+max |Wsy“t [, +©,, —AQ /2, 0, +0,, + AQ, /2]| +

+r{ENBW (w™™ )}
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As mentioned above, an increase in the depth of the dips is accompanied by the increase
in ENBW, therefore, we should aim to compromise between these values, that is, between the
systematic and random errors; the required balance can be regulated by selecting the function
HENBW(w»)}. It is preferable to select the actual points o, in regions that are slightly wider (by
k times) than AQ ) ie., with the width of & AQ .

In this paper, We used a genetic optlmlzatlon algorithm [17] to find the set {w,}, since it is well
suited for a problem where the target function defined by expression (13) is cons1derably nonlin-
ear with multiple discontinuities. The optimization procedure was carried out in the MATLAB
software package using the built-in ga function with a random set {w,} in the first generation
[18]. In view of the symmetry requirements for W%, the set {o,} was taken to be symmetric with
respect to zero. The enerations had a length of K/2 because the values of w, were optimized in the
region of positive frequencies due to symmetry. The minimization function was programmed so
that not only the position o  but also the value of K was optimized. On the one hand, the higher
K, the deeper the dips W*" formed; on the other hand, however, the condition number of the
matrix [Wem(w )] is reduced, producing computational errors and incorrect results. The initial
value of K and the population size were selected empirically. The remaining parameters of the ga
function were selected by default.
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Fig. 2. Numerical simulation of biharmonic signal from two multiplexed fiber-optic
interferometers: a shows the STF frequency dependence for the circuit;
b shows the dependences |W(o)|; ¢, d show fragments of |/(w)[;
L, =664.8 um, L,= 883.5 ym (a); L, = 664.8 um, the values of L, are given in the captions (b—d)
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Demonstration of the proposed approach based on simulation

To illustrate the results of the proposed approach and reduce the systematic error of signal
demodulation from multiplexed EFFPIs, we carried out numerical simulation in the MATLAB
software package. The spectral transfer function S(f) was calculate by Eq. (1) in the frequency
range Af'=9.99 THz with the center of the frequency scanning range f = 193.54 THz (this
corresponds to the range from 1510 to 1590 nm in the wavelength scale), the frequency step
A = 5 GHz and readout number N = 2000. The mirror reflectivities R , = 3.5% were used as the
parameters of the multiplexed EFFPIs. The value w ; = 5.2 pm (corresponding to the mode field
diameter (MFD) of a standard single-mode fiber for a wavelength of 1550 nm), assumed to be
fixed, was selected for the Gaussian beam radius used in expression (1). Based on these values,
we calculated a set of readout sequences S(f) (5001 sequences); the gap L, of the first EFFPI
was taken to be constant, with L, = 664.8 um, and the gap L, of the second EFFPI was linearly
increased from one STF to another in the range from 861 to 906 um at a step of 10 nm. Notice
that the given simulation parameters were selected based on the experimental data (described and
analyzed below). Fig. 2, a shows a graph of the calculated STF for L, = 883.5 pum.

The mean STF was found from the calculated readouts, with the sequence then centered for
subsequent signal processing. This was done to minimize the parasitic effect from the constant
component of STF on the results of signal processing by DFT. Next, a 200,000-point DFT M®)
was calculated for each centered STF. A rectangular single window w(i) = 1 was chosen as the
initial one, where i = 1 ,0, N — 1. Its Fourier transform is found by the following formula:

W(m):%exp[—jm(N—l)/z] (14)

Fig. 2,b shows variation in |V()| for three values of L,: 876.0, 883.5 and 891.0 pm at L = 664.8
um. In addition to the frequency scale in radians, a scale L values in um was added to the figure
for convenience (recalculated using expression (4)). Evidently, the position of the maxima | w)|
deviates from the given values of L, and L,, pointing to the systematic error in determining the
gap lengths.
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Fig. 3. Comparison of dependences for the window we synthesized and the standard
Dolph—Chebyshev window: a shows the dependences of w on the readout number;
b shows the normalized dependences of the Fourier transform magnitude.
for w(i), w(i) and wCheb-130dB(j)
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Next, following the above algorithm, we synthesized the window w®" satisfying condition (7).
The Fourier transform function of a rectangular window was selected as the basis for calculat-
ing the window by Egs. (8), (9), i.e., G(o) = W(w). To find the optimal set {w,}, the function
r{ENBW(W9)} in condition (13) was take to equal zero, since in this case the value of the ENBW
window during synthesis was close to unity.

The window w®" was synthesized assuming that the sensor gap varied within the range of
15 um with the centers L, = 664.8 um, L, = 883.5 pm. The following parameters in condition
(13) were selected for these parameters of the optical circuit:

circular frequencies w, = 0.1392 rad and ®, = 0.1851 rad,;
frequency bands Ao, = Aw, = 0.0034 rad.

These values of the bands correspond to the above gap variation range plus a margin of 1 um,
taken to account for the potential displacement due to systematic error (the displacement was
estimated from the data in Fig. 2, b—d). The following parameters were adopted for genetic
optimization:

population size 500; number of points in the set {0, } K/2 = 90;
coefficient k= 2.

Fig. 3 shows graphs of the synthesized window (weight function) w*"(i) and the Fourier-
transformed W*"(w) obtained with this window. Apparently, six deep dips were obtained at the
level of at least 3-107% relative to the maximum of the main lobe. Outside the dip region, the
dependence W»"(w) is close to the Fourier transform of the rectangular window W{(w) shown in
this figure. The main lobe broadened insignificantly in this case. The ENBW value for w»" was
1.0737, compared to a unit ENBW (1.000) for a rectangular window.

Notably, the same nulls in the side lobes can be obtained using standard windows. For example,
it is convenient to compare the synthesized window with the Dolph—Chebyshev window, since
the latter allows setting an arbitrary level for the side lobes, which are located at the same level
in the entire frequency band. To obtain dips at a level of about 3-107%, we should use the Dolph—
Chebyshev window with a side lobe level of -150dB (we denote it as wChe*-15%8 - and its Fourier
transform as W<heb-150dB) “whose ENBW value is 1.9814, which is 1.8 times higher than that of the
synthesized window w""(®). Moreover, the optimization algorithm apparently reduced the level
of K/2 to 58 from the initial value of 90, indicating that it was chosen correctly.

The set of functions S(f) was used to calculate the corresponding dependences M w). Then,
the positions of L, and L, of two main maxima were found for each M), taking into account
expression (4). They were found by interpolating the parabola at the three maximum points | o))
in the region of the peak and determining its vertex. Similarly, the positions of the two main
maxima L %" and L, » were found for all /{w). The maxima were recalculated from the set of
STF and multiplied by the window w”. In addition, the positions of peaks in L, 13048 and
L, 15048 were found for [M(w)| by multiplying STF by the window w<h-15%E_The results are
shown in Fig. 4.

It is clear from the graphs in Fig. 4, a and ¢ that the systematic error in determining L, and
L, with a rectangular window has a pronounced oscillating character. The period of rapid oscil-
lations is associated with the variation in L, resulting in a phase shift of the harmonic by 2z in
the sequence v(i). The period of slow oscillations is due to displacement of the parasitic side lobe
system relative to the frequency of the target maximum W(w).

Importantly, the oscillations were successfully reduced by five orders of magnitude for the
selected gap variation range using the synthesized window: this can be seen from comparing the
graphs in Fig. 4, a and b, as well as Fig. 4, c and d.

The window wcheb-1304B yields the same reduction (see Fig. 4, b and d), eliminating the drawback
of the standard window that consists in increased ENBW value, since no noise was introduced in
this simulation.

Experimental demonstration of the proposed approach

The proposed approach was tested through an experiment using the scheme discussed above
(see Fig. 1). Each EFFPI was constructed using two patch cords with SMF-28 fiber, spliced with
APC-type (tapered) connectors on one side and UPC-type (straight) connectors on the other.
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The straight ends of the patchcords were combined with a gap in a standard connector plug. Thus,
the reflection coefficients at the quartz/air boundary were R = %3.5. One of the patchcords was
connected to a 50:50 coupler, and the other was left free; the parasitic reflections of light from
this end of the patchcord were negligible (due to the tapered end). The first port of the coupler
was connected to the optical interrogator NI-PXIe-4844, which was capable of detecting STF
in the range of 1510—1590 nm with a uniform wavelength step of 4 pm. The appearance of the
experimental setup is shown in Fig. 5,a.

The gap of the first EFFPI was set to approximately L, = 664.8 pm during the experiment,
and subsequently left unchanged. The gap of the second EFFPI was slowly reduced from 906 to
861 um. The recorded STFs were then interpolated from a uniform wavelength scale to a uni-
form optical frequency scale with the range Af = 9.99 THz, the band center f, = 193.54 THz, the
frequency step A = 5 GHz and the number of readouts N = 2000. Fig. 5, b shows an example of
the obtained S(f) for the values L~ 664.8 um and L~ 906 pym. The mean value was found from
the obtained STF readouts; the sequence was then centered and its Fourier transform W(w) deter-
mined by DTF. Fig. 5,c shows an example of the resulting function |{(w)| for the same values of
L and L.

1 The pzositions L, and L, of the two main maxima |V (o)| were found for each dependence
Mw). The function V() was also determined for the STF multiplied by the synthesized window
w?" (the same as in the simulation), and the positions of the two main maxima L " and L, "
were found. The computational results are shown in Fig. 6,a and b.

194



Radiophysics

a)
Optical interrogator
NI PXle-4844 50/50 coupler

EFFPIT

T EFEPI2 \/

#10
S, ru. | | |
7F
6.5+
6
5.5 \
5| ‘!
4.5 I I 1 ! 1 1 L |
) 188 189 190 191 192 193 194 195 196 197 f, THz
C
10 200 400 600 800 1000 1200 1400 1600 L,um
107 TT T T T T TT T T ]
102} 1
; !
2> o3t :
o Illh ol
‘ LTS
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 w, rad

Fig. 5. Photograph of experimental setup (a) and examples of experimental data obtained:
dependencies S(f) (b) and |W(w)| (c) for L, = 664.8 ym and L, ~ 906 pm

Table
Error estimation: comparison of results
in the presence of noise-generated error
Window
(weight function) Opie M ENBW value
8.3. (noise only)
Rectangular 121 1.0000
Synthesized 9.0 1.0737
Dolph—Chebyshev:
60 dB 17.0 1.5180
—70 dB 13.4 1.6336
—80 dB 14.0 1.7432
-90 dB 15.0 1.8445
—100 dB 16.1 1.9414
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As seen from Fig. 6, a, the value of L, decreases from one STF to another; the reason for
non-uniform variation in L, is that the gap L, was decreased manually. As predrcted by the
simulation results, this decrease is accompanred by an oscillating error of finding the value of
L, , as can be clearly seen in Fig. 6, b. A synthesized window allowed to virtually suppress the
oscillating error, which follows from the nature of the L, ¥ curve in the same figure. Moreover,
suppression of the oscillating error is also clear from comparrng the L, and L, ®" curves (see the
inset in Fig. 6,a).

Unlike the simulation results, noise is observed in the experiment, which demonstrates the
advantage of the synthesized window over the standard ones.

Let us analyze the results obtained for suppressing the systematic error in the presence of
the noise-induced error. As noted earlier, the advantage of the synthesized window is a slight
increase in the ENBW value compared to standard windows. The analysis was carried out for the
values found for L . The RMS error of L, upon variation in L, (i.e., in the presence of oscilla-
tions due to systematrc error) with a rectangular window was o,, = 121 nm. The RMS error of
L, »" with the synthesized window was o Limsymt — 9 nm. Thus, the RMS error of the values of L,
found with varying L, decreased by 13 trmes starting to depend mainly on the noise from the
measuring equrpment

Only the noise error can be estimated for the region where the value of L, remained unchanged
(the first 100 STFs recorded). In this case, the values obtained are ¢ ,, = 8.2 nm and

= 8.7 nm, i.e., the noise increment is insignificant (by only 1.06 trmes) Recall that the
NBW value of the synthesrzed window is 1.07 times higher than that of the rectangular one.
These results are summarized in Table.

In addition to the presented analysis, let us compare the effectiveness of the approach using a
synthesized window with the standard one considering the example of the Dolph—Chebyshev win-
dow. To this end, we additionally defined the values of L, “"*using Dolph—Chebyshev windows
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with different levels of side lobes (three dependences of this type are shown in Fig. 6,c). As seen
from the figure, the systematic error prevails over the noise error at the level of -60 dB, becoming
less noticeable against the increased noise error at the level of -80 dB; it is not detected at all at
the level of -150 dB. The results for this analysis of the quantity L, <" are also given in Table.
The obtained data indicate that the minimum value of RMS error (G ,,) among the L, <" found
is observed for the level of -70 dB and is equal to 5, ., = 13.4 nm. ThlS level reﬂects "the trade-
off between systematic bias and noise figure. In this particular case, a synthesized window yielded
RMS deviations that were 1.49 times better than for the measurements carried out with a standard
Dolph—Chebyshev window at -70 dB. Notably, the ENBW value of the synthesized window was
lower by 1.52 times.

Fig. 6 shows that the values of L found experimentally have different constant offsets with
different windows, which was not observed in numerical simulations and, generally speaking, is
a factor of the constant error in demodulation. One possible reason for the difference is that the
noise present in the recorded STFs is not white; the other option is that additional parasitic har-
monics (for example, from parasitic interferometers in the fiber-optic channel) may be present in
the signal and exert some influence. However, search for the causes of this effect is a subject for
separate study and is beyond the scope of our paper.

Conclusion

We have analyzed the problems of signal demodulation in interferometric fiber-optic systems
with multiplexed interferometric sensors during spectral interrogation with the recorded STF
processed by DTF. Both simulation and experiments confirmed the presence of a considerable
systematic error in measuring the frequencies of harmonic components of STF. A specially syn-
thesized weight window is proposed as a solution for reducing the systematic error without a
significant increase in the noise error. A specific example was considered numerically and experi-
mentally to confirm the effectiveness of the proposed approach compared to the standard Dolph—
Chebyshev window. The procedure proposed can be used in any problems related to estimation
of frequencies and phases of polyharmonic signals.
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Abstract. In the paper, the problem of a semi-infinite antiplane interface crack located
between two functionally graded wedge-shaped regions has been considered. The shear modules
of the materials’ regions are quadratic functions of the polar angle. This kind of functional
inhomogeneity made it possible to express all the components of the elastic field through a
single harmonic function. Using the Mellin integral transform, the problem was reduced to the
Wiener — Hopf scalar equation, for which an exact solution was obtained. The influence of
gradients of elastic properties of materials on the stress intensity coefficient at the crack tip and
the singularity value at the angular point of the structure was studied.
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AnHotanusa. PaccmaTpuBaercs 3amada o Mojiy0eCKOHEUHOW aHTHUIUIOCKOUW MHTepdericHOon
TPELIVHE, HaxXOASIIeWcss MeXIy IBYMS (QYHKIMOHAIbHO-TPAAUEHTHBIMUA KIWHOBUIHBIMU
obsactamMu. Momynu caBura mMaTepuaaoB oOJacTell SBISIOTCS KBAAPATUUHBIMU (DYHKIUSIMU
nojisipHoro ymia. Takoil Bunl (GYyHKUMOHAIbHONW HEOAHOPOJHOCTU TIO3BOJISIET BbIPA3UTh
BCE KOMITOHEHTBI YIPYroro IMOJsl 4Yepe3 ONHY rapMoHuueckylo (yHkuuo. C TMOMOIIbIO
WHTErpaJbHOTO TIpeoOpa3zoBaHns MenHa mpobjeMa cBeleHa K CKaJISIPHOMY YPaBHEHMIO
Bunepa — Xomnda, 171 KOTOPOro MoJjiyueHo TOUHOE peuieHue. M3ydeHo BAMSHUE IPaaueHTOB
YIPYTUX CBOWCTB MaTepuajaoB Ha KOA(M(UIIMEHT WHTEHCUBHOCTUA HAMPSKEHWN B BepIINHE
TPELIMHBI U TTOKA3aTeJIb CUHTYJISIPHOCTU B YIJIOBOUM TOYKE CTPYKTYPHI.
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Introduction
Functionally graded materials (FGM) are composites whose mechanical and physical prop-

erties reflect the characteristics of their spatially variable microstructure [1, 2]. The concept of
FGM was first introduced in the 1980s in Japan, finding wide application in the aerospace and
nuclear industries, electronics, optoelectronics, construction and other fields as materials for
energy conversion and as biomaterials [3]. Simulations consider FGM as heterogeneous materials,
assuming the variation in their properties to be continuous, while their microstructure is not taken
into account in this case.

Analysis of stress field singularities in such materials is one of the fundamental problems in lin-
ear fracture mechanics [4]. Due to the gradient of elastic properties, the classical nature of stress
singularity (square-root in the case of cracks and simple power-law in the case of sharp notches)
can be modified in the FGM [5, 6].

Numerous studies have considered fracture in FGM in the plane and antiplane formulations.
Confining ourselves to antiplane problems, we should note that one of the first studies in this
direction [7] established that the jump in the derivative of the shear modulus (preserving its con-
tinuity) does not affect the singularity exponent at the crack tip.

Singular fields in layered structures with functionally graded elements which have defects such
as cracks oriented along or perpendicular to the gradient of the shear modulus were considered
in [8—11]. The stress-strain state of wedge-shaped regions with gradient properties, including
multi-material wedges and sharp notches were described in [5, 6, 12—14].

The dependence of the FGM shear modulus on the coordinates is selected in analytical models
from a class of functions for which the equilibrium equations have analytical solutions. Linear
or exponential dependences are typically used for the shear modulus. If the elastic module var-
ies arbitrarily, the piecewise linear and piecewise exponential models can be applied [15, 16]. A
quadratic dependence of the shear modulus on the polar angle was proposed in an earlier study
[13] for gradient material, allowing to express all the components of the elastic field in terms of a
single harmonic function under the conditions of an antiplane problem. This approach was used
for singularity analysis in the apex of a multi-material wedge [14].

Based on the results obtained in [13], we consider the stress state of a composite wedge with
gradient properties varying quadratically in the transverse direction, weakened by a semi-in-
finite antiplane crack. The effect from the increase and decrease in the stress intensity factor
(SIF) at the tip of the crack has been analyzed, as well as the variations in the singularity expo-
nent in the corner of the wedge due to gradient elastic properties of materials, compared to a
homogeneous structure.

Problem statement

Consider a semi-infinite mode III interface crack located between two wedge-shaped regions
Q, and Q, with the angles o, and a, (Fig. 1):

Q ={(r,0):0<r<mw,0<0<0a,}, Q, ={(r,0):0<r<o0,-a, <6 <0},

where r, 0 are the polar coordinates.

It is assumed that the materials in these regions are functionally graded, and their shear moduli
u, and p, are functions of the polar angle. In this case, the functional dependences p,(6) (k = 1,
2) are such that the elastic moduli are the same on the ray 6 = 0, equal to p,, taking the values
u, at the boundaries 6 = o, and 6 = —a,.
© Tuxomupos B. B., 2022. Uznarens: Cankr-IlerepOyprekuii monurexnudeckuii yuusepcurtet [letpa Benukoro.
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Fig. 1. Functionally graded wedge with semi-infinite interface crack under longitudinal shear:
H,, b, are the shear moduli at the boundaries of the regions Q  and Q, with graded materials; a,, o, 0,
r, ¢ are the geometric parameters; g(r) is a self-balanced load apphed to the edges of the crack

We assume that the tip of crack is located at a distance ¢ from the apex of a composite wedge.
A self-balanced load g(r) is applied to the edges of crack. The contact of materials outside the
crack is assumed to be perfect.

The equilibrium equations take the following form in the regions Q, with shear moduli varying
in the transverse direction

o’w, 1 o’w, 10w, 1 dy, ow,
2 + 2 +- + 2
or 200" r or u(0)’ do 00

=0, (1)

and the stresses are expressed in terms of displacements w, by the following formulas:

By awk oW,
k=12). 2
Tt =g T =W - (K=1.2) 2

Consider a quadratic functional dependence of the shear modulus in FGM on the polar angle,
proposed and tested in [12]:

u(0)= (ake+bk)2’ (3)

where the coefficients in this case take the form

e =G =) o, b =—b, = u,.

Therefore, the shear modulus of the composite is continuous at the interface 6 = 0, and its
derivative with respect to the angle 6 has a discontinuity.
Searching for displacements in the regions Q, in the form

1 -
Wk(Vae)Zka(he) (4)
k k

from Egs. (1), we obtain that the functions w,(r,0) are harmonic:
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2~ 2 ~ ~
L R AL (5)
or r- 00 r or
Using Egs. (2), we arrive at the following representations for the stresses:
a, . a,0+b, ow
Toy = —— W, (7, 0) + ——"—F, (6)
r r 00
T =(a,0+ bk)%'
or
Solutions of Egs. (1) at the interface 6 = 0 must satisfy mixed conditions
o1 (75, 40) = 1o, (,—0), W, (r,+0) = w, (r,—0) (0 < r <), 7
%921 (r9 +0) = %922 (r’ _0) = g(r) (1 <r< (13),
as well as boundary conditions at the edges of the wedge
Ty, (7 0,) =0, 7o, (r,—0,) =0 (0< 7 <0). 8)

Reducing the problem to the Wiener—Hopf equation and its solution
We search for the solution of problem (1)—(8) in the regions Q, in the form of Mellin integrals:

1
W, (70) = [ W (p,O)r dp (k=1,2), )

W,.(p,0)=[4, (p)sin p6+ B,(p)cos pb]/(a,0+b,).

According to Egs. (6), stresses are defined by expressions

1 -
Tezjk(rae) =2_m.[7—'ezjk(p,6)7' P ldp, (10)
L

Tezjk (p,0) =-a,[4,(p)sin pO+B, (p)cos pO]+
+(a,0+b,)p[A,(p)cos pb— B, (p)sin pO].

According to the regularity conditions, the integration path L is located parallel to an imagi-
nary axis in the strip

~5,<Rep<3, (5,,8,>0).

The quantities 4,(p) and B,(p) are found from boundary conditions (7) and (8).
Following the scheme implemented in [17], we come to the inhomogeneous
Wiener—Hopf equation:

F(PIT.(p)+G_(p)l+p,e ' W.(p)=0 (pel), (11)

where

T.(p) = [ 7.1 (ep,+0)p"dp, G_(p) = [ g(ep)p”dp,

0
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W (p)= [ 2106, 50) = v ep,0)dp

Functions G (p) and W _(p) are regular and do not have zeros in in the half-plane Q_left from
the path L, while 7', (p) does not have zeros in the right half-plane Q, [18]. An imaginary axis can
be selected as the path L.

The coefficient of Eq. (11) takes the form

w(a, p) Ct(z)(zp)

F tg(a,
(p) = ctg(a, p) w(@,p) w(@p)

(12)

where
u(x)=1+m™"' (m—1)"x[1 - xctg(x)], (13)

v(x) =1+ (m—1)x"tg(x), m=Jp, /L.

The parameter m characterizes the relative shear stiffness of the material on the crack line
compared to the material on the sides of wedge. The crack is located in the region of locally soft
composite material at 0 < m < 1, and in the region of the locally rigid material at 1 < m < o. The
case m = 1 corresponds to homogeneous material in the regions Q,. The expression given in [17]
is obtained from Egs. (12) and (13) for the coefficient of problem (11).

To factorize function (12), let us represent it in the following form:

F(p) =%K(p>, (14)
K(p)=X(p)®(p), X(p)= pctg(a, p),

() =3 K(PIEP), F(p)= VE‘W ;
u(o, p)v(a,p)

F,(p) =1+tg(a,p)ctg(a,p) (0o p)

Notice that the function F,(p) = 2 at o, = o, while the function F(p) = 1 for a
homogeneous medium.
Factorization of the function X(p) is carried in an elementary way [18]:

X(p)=X.(p)X_'(p), (15)

/ n I'(+pa,/n / rq2-o,p/n
X+(p): e ( p l/ ) _( ) (/ lp/ )
o, ['(1/2+ pal/n) T(l-o,p/m)
The function ®(if) is continuous on the imaginary axis of the function at p = if, has no zeros

and poles, its index is zero and it exponentially tends to unity at ¢ — o. Therefore, in accordance
with the data from [18],

O(p) = ®.(7) . (p) =ex {—%mfh;c_pg)dt} (pel). (16)

®_(p)’

Because the function ®(p) is even, analytic functions (16) in the regions Q, and Q_can be
represented as
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CI)i(p):eXp{ I 1nq>(l§) }

Using Egs. (14)—(16), regrouping the terms in Egs. (11) and applying Liouville’s theorem [18§],
we obtain:

O (pX,(PT.(p)+0.(p)= —% W.(p)O_(p)X_(p)—-Q_(p)=J(p), (17)
where
_ 1L 190 _!
0.(p)=F j 4 QO =30 (DX (OFOG 1) (18)

Estimating the terms in equality (16) with p — o, we can conclude that the unified analytic
function is J(p) = const = C. Let us find this constant from Eq. (17) at p = 0. In view of Eq. (18),
we find that

C =C.G (0) —4Lm. [o X (HFOG (), (19)

3m* (o, +a,)
200,00, (m° +m+1)

C* = ®+(O)X+(0) :\/

To calculate the integral in Eq. (19), we use Cauchy’s residue theorem. The poles of the inte-
grand in the left half-plane are the poles of (7). It follows from representation (12) that they are
determined by the negative roots of the equation

mx” sin x + (m—1)*(sinx — xcos x) = 0,
lying in the intervals
—(n+0.5)n <-x, <-nm (n=1,2,...).
There are two groups of poles: L, = "X /a Gg=1,2).
We assume that concentrated forces with the magmtude T, are applied to the edges of the
crack at a distance 7, from the apex of the wedge. In this case,
g(r) ==T3(r 1),
where (r — r)) is the Dirac delta function, while
G (p)=-T,[e(r,[e)".

As a result, we obtain from Eq. (19) that

el L |mys, (& " 20)
el 2 | o " r ’

where
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_LF(1/2—ocltnj/ﬂ:)
anj_aj (-, /) ®_(¢,)b(x,),

x,cosx, +(m—1)sinx,

b(x,) = RSP
X, cosx, +(m+m  )sinx,

Using the procedure based on Abel-type theorem [18] (used in [17]), we conclude that the
asymptotic expansion of the stresses on the crack line with » — ¢ — 0 takes the form

rezl(r)~c\ﬁ L 1)
T AE—T

We define the stress intensity factor (SIF) at the crack tip by the formula

Ky = lin}o\/2n(8 —7) T, (7).

Then, using asymptote (21), we obtain:

Ky (a,,0,m,e/1r,) =~ 2€C. (22)

To examine the effect from the gradient of the material, we introduce a normalized SIF of
the form
N=K, / K,

1 »

where K is the SIF at the tip of the crack located in a homogeneous wedge.
According to [17], in the case of geometric symmetry, i.e., at a, = o, = a, such a SIF takes

the form

> rrr/(Z(x)
K =T, |— . 23
I 0 e }/-Oﬂ:/a _ gn/a ( )

It follows from Egs. (20)—(23) that the crack behaves unsteadily at small distances between
the crack tip and the angular point of the wedge in both a homogeneous and a gradient material,
since K, — o« at e — 0.

The dependence of the normalized SIF at the tip of the crack located in the composite func-
tionally graded half-plane at a, = o, = n/2 on the relative distance ¢/r, for different values of
relative shear stiffness is shown in Fig. 2. If m < 1, the gradient of elastic properties produces a
significant decrease in the magnitude of SIF compared to homogeneous material. At the same
time, a decrease in the parameter m produces increasing differences in SIF values for the inho-
mogeneous and homogeneous cases. Conversely, the stiffening of the material along the ray 6 = 0
(m > 1) produces an increase in the SIF at the tip of the crack. These trends in the behavior of
the normalized SIF occur at all other wedge opening angles (Fig. 3).

Stress singularity in the tip of the wedge

We examine the stress fields at the tip of the wedge for » — 0. The tangential stresses along
the ray 6 = 0 take the form

T, (,0) :%m. [ [T+(p>+G_(p)](§j dp. (24)

L
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Fig. 2. Dependences of normalized SIF in the tip of the crack located in the gradient half-plane
o, = o,= 90°, on the parameter &/r, for different values of the relative shear stiffness m:
0.25 (1), 0.50 (2), 1.0 (3), 2.0 (4), 4.0 (5)

0 1 2 3 4 ’”

Fig. 3. Dependences of normalized SIF at the crack tip on the relative shear stiffness m
at ¢/r,= 0.5 for different values of the angle a = o,= o,: 30° (1), 90° (2), 180° (3)

Using Eq. (11) and Egs. (14), (17) for the integrand, we obtain the following representation:

2[C+0.(p)]

T G = .
A ) = P

Based on this representation and using Egs. (12), (13) and (24), we obtain the following
expression for the stresses in the segment 0 < r<egat® =10

_ 1 u(oyplu(a,p)(r _p_l
Toy (7,0) = p—" {Y (p) Ap) (gj dp, (25)
where
C+0 (p)

Y = 9
D)= X (mo ()

u, (x) = mx* sin x + (m —1)* (sin x — x cos x),

v.(x) = xcos x+(m—1)sin x.
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The poles of the integrand in Eq. (25), lying in the half-plane to the left of the path L, are
determined by the roots of the equation

A(p) = U (azp)v* (a’lp) + A, U (a‘lp)v* (azp) =0. (26)

The function A(p) is an integer function that has a fourth-order zero at p = 0. However, this
point is a removable singularity at m > 0, and the imaginary axis can be taken as the path L in
equality (25). Because the function A(p) is even, each positive root p, of Eq. (26) corresponds to
the negative root p_, = —p_,. Since this function does not change its form if a, is replaced with o,
and o, with a, it is sufficient to consider the case when a > a, next.

Applying the residue theorem for the negative poles of the integrand to integral (25), we obtain
the representation of stresses at » — 0 in the form

"1 Y2
r r
Tez_i(r’o):Dl(plaa‘l,(x‘Z’m)(gj +D2(p2,OL],OLz,m)(EJ e (27)

wherey, = —1+p (k=1,2,..).

It is evident that the stresses at the tip of the wedge are singular if the roots 0 < p, < 1 exist
for the given values of the parameters o, a, and m.

In the case of a geometrically symmetric structure, where o, = a, = a, it follows from Eqgs. (25)
and (26) that the numbers p, are the roots of the equation

Vi(x)=xcosx+(m—1)sinx=0 (x=0p, aa < 7). (28)

This equation has no complex roots, and there is a single root in the interval (0, =) for any
0 <m < o,sothat 0 <x <n/2form<1andn/2 <x <nzform> 1. As the relative shear
stiffness parameter m decreases from unity to zero, the first root of p, = x,/a also decreases from
n/(2a) to zero. With the magnitude of m changing from unity to infinity (i.e., when the middle
section of the wedge is stiffened), this root increases from n/(2a) to n/a. The dependence of the
singularity exponent y = y, on the angle o is given in Fig. 4. Evidently, the singularity in the apex
of the wedge can only be weak at m > 1 (0 < |y| < 1/2) and occurs only for angles o greater than
90°, the same as in homogeneous material. With an increase in the parameter m, this exponent
becomes smaller compared with the homogeneous case, and the range of angles at which the
singularity occurs is narrowed down. In contrast to the homogeneous case, the half angles of the
wedge opening at which the singularity appears become sharp, and the singularity itself can be
both weak and strong (1/2 < vl < 1).

y
1.00

0.75+ &
0504 4

0.254

A 1 elo : £y 20 I 1%0 l 1s|xo o (deg)
-0.254 o
-0.50 —
e \
Fig. 4. Dependences of the singularity exponent y at the tip of the functionally graded wedge

on the angle a = a, = «, for different values of the relative stiffness parameter m:
0.10 (1), 0.25 (2), 0.50 (3), 1.0 (4), 2.0 (5), 4.0 (6)
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Analyzing the general situation when o, > o, and o, + o, < 2, let us consider a number of
limiting cases.

In the case of a homogeneous wedge (m = 1), it follows from Egs. (25) and (26) that the char-
acteristic equation takes the form sin(a, + a,)p = 0, where the first root determines the classical
singularity

y, =—1+1/(a, +a,),

appearing provided that o, + o, > m.
Given high values of the parameter m, Eq. (26) can be written as

(le((xzp) sin o,p +(llf(Otlp) sin a,p= 0, (29)

f(x)=sinx—xcosx. (30)

The first positive zero x, of function (30) lies in the interval (n, 3n/2), while fix) > 0 for
0 <x <x and fix) <0 for x, <x < 2. It follows then that Eq. (29) has no roots in the interval
(0, 1) at m >> 1 and angles 0 < a, < a, < m, so there is no singularity at the corner point. Eq. (29)
has a single root 1/2 < p, <1 for angles x, < a, < 2r and 0 < o, < 21 — x_ (x, = 1.4302967x) and
large values of m, generating a weak singularity at the corner point. The presence of the root p, < 1
at m < a, < x, is checked numerically.

In the case where the relative stiffness m — 0, Eq. (26) takes the form

fa,p)f(a,p)=0, (1)

and the function u (a p)u (o,p)/A(p) included in integral (25) tends to unity. However, in reality,
the low values of the parameter m = Vi /u_must exceed a certain value m_> 0. At the same time,
the limit equation (31) indicates that the first root is located near zero at sufficiently small m.
Additionally, another second root of Eq. (26), which is less than unity, exists in the case of sharp
notches where the angles satisfy the conditions x, < a, < 2z, 0 < a, < 2n — x_. For example, there
are two roots at o, = 3n/2, a, = n/6 and m = 0. 10: p,=0. 3379652 and p,= 0.9599646. Asymptote
(27) contains two singular terms Notably, the singularity generated by the second root is very
weak. Numerical analysis indicates that this property is also preserved for other values of the
structure parameters.

0.6 1
0.4-]

0.2 7

0.0 ' Y T

02—

-0.4

-0.6 7

Fig. 5. Dependences of singularity exponent y at the point » = 0 of the functionally
graded half-plane on the relative shear stiffness m for different angles:
o, = a,= 90° (1); a,= 120°, a,= 60° (2); a, = 150°, a, = 30° (3)
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Next, let us consider two particular cases in more detail. The first one is the case of a function-
ally graded half-plane with a semi-infinite notch when a, + a, = n (a, > a,). The analysis indicates
that no stress singularity can be detected at m > 1, while the asymptotic expansion of stresses at
the point = 0 has one singular term at m < 1. Fig. 5 shows the dependence of the quantity y =y
on the relative shear stiffness for different angles o, and a,. Evidently, the inhomogeneity of the
material at m < 1 produces singular stresses at the smooth half-plane boundary at the point » = 0.
At the same time, the singularity can be both weak and strong (for fairly low m). The asymmetric
position of the crack weakens the singularity to some extent.

In the case of a functionally graded plane with two notched cracks (o, + a, = 2x, o, > a,),
Eq. (26) can have one or two roots in the interval (0, 1). For example, if the cracks are collinear
(a, T a, = m), there is only one root in this interval generating a strong stress singularity at the
tip of the unloaded fracture at m < 1 and a weak singularity at m > 1. In the case of orthogonal
cracks, when o, = 3n/2, o, = n/2, the characteristic equation has only one root 1/2 < p <1 at
m > 1, and two roots at m < 1: 0 < p, < 1/2 < p, < 1. Here the second root is very close to unity
and determines a weak singularity.

Conclusion

We used the Wiener—Hopf method to obtain an accurate solution to the problem on the equi-
librium of a functionally graded composite wedge weakened by a semi-infinite longitudinal-shear
interface crack whose edges are loaded with self-balanced forces. It was assumed that the gradient
properties of materials quadratically depend on the angular coordinate. We have considered the
effect of the structural parameter on the SIF in the tip of the crack. It is established that the crack
becomes unstable as the distance from the crack tip to the wedge corner point tends to zero.
The gradient properties of materials can considerably affect the magnitude of SIF. If the middle
section of the wedge where the crack is located is relatively softer than the regions near its edges,
the SIF decreases substantially compared to its value in the homogeneous material. Conversely,
the stiffening of this region tends to increase the SIF compared to the homogeneous case.

The problem of stress singularity at the tip of the functionally graded wedge has a number of
peculiarities compared to the case of a homogeneous structure. Unlike homogeneous material,
no stress singularity appears at the tip with sufficiently high values of relative shear stiffness, even
in the cases of sharp notches. On the other hand, the stresses at the tip can grow indefinitely in
functionally graded wedges with sharp opening angles and a soft middle section. Moreover, the
relative stiffnesses less than unity correspond to such opening angles of the wedge-shaped region
at which the asymptotic expansion of stresses near its tip has two singular terms.
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