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Original article
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PHASE TRANSITIONS OF CESIUM NITRATE EMBEDDED
IN NANOPOROUS ALUMINA FILMS

A.V. Pavlov', E.V. Stukova'®, S.V. Baryshnikov?
! Amur State University, Blagoveshchensk, Russia
2 Blagoveshchensk State Pedagogical University, Blagoveshchensk, Russia
¥ lenast@bk.ru

Abstract. In order to make material with improved properties, nanocomposites based
on nanoporous ALO, films (having different pore sizes) filled with ferroelectric, namely,
cesium nitrate CsNO,, have been fabricated, and their electrophysical charactistics have been
investigated. The film surfaces were tested by electron microscopy. Temperature dependences
of the effective permittivity ¢ and of the third harmonic coefficient were measured for the
nanocomposites. The phase-transition points were determined by the maximum value of
the de'/dT derivative. The reduction in pore was found to lead to a decrease in the Curie
temperature (by more than30 K) and a phase transition blur. This phenomenon is associated
with the influence of intrinsic size effects.

Keywords: ferroelectric, cesium nitrate, permittivity, phase transition, nanocomposite

Citation: Pavlov A. V., Stukova E. V., Baryshnikov S. V., Phase transitions of cesium nitrate
embedded in nanoporous alumina films, St. Petersburg State Polytechnical University Journal.
Physics and Mathematics. 16 (2) (2023) 9—18. DOI: https://doi.org/10.18721/JPM.16201

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.
org/licenses/by-nc/4.0/)

Hay4yHas cTaTbs
YOK 537.226.4
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®DA3O0BbIE NMEPEXOAbl HUTPATA LIE3UA, BHEAPEHHOIO
B HAHOIMOPUCTDBIE NJIEHKU OKCUOA ANNIOMUHUA

A. B. lMa6noB', E. B. Cmyko6a'=, C. B. bapviuiHUKoG?

1 AMYPCKWIA rOCYAapCTBEHHbIA YHUBEPCUTET, I. bnaroselueHck, Poccus;
2 BrlaroBeLEHCKNIA roCyAapCTBEHHbIN NefarorMyecknin YyHMBEpCuTeET,
r. bnaroeeweHck, Poccus
Hlenast@bk.ru

AnHoranusa. C LI€JIbIO CO3MaHUs MaTepuasa C YJIyYIIEHHBIMM CErHETORJICKTPUYECKUMU
CBOMCTBaMM ObLIM M3rOTOBJIEHBI HAHOKOMIIO3UTBI HA OCHOBE HAHOMOPUCTHIX TUIEHOK Al O,
(c pasHbBIM pasMepOM TIOp), 3ATIOJHEHHBIX CETHETORIEKTPUKOM — HUTpatoM uLesusas CsNO,,
U M3yYyeHbl MX 3JIeKTpodusndeckue cBoiicTBa. ITOBepXHOCTh IJIEHOK KOHTPOJIMPOBAJIach
METOJOM 3JJIEKTPOHHOW MWKPOCKONUU. bBbUM uM3MepeHbl TeMmIlepaTypHble 3aBUCUMOCTH
93¢(hEeKTUBHON AUDAECKTPUUYECKON MPOHUIIAEMOCTH & U KOd(hUIIMeHTa TPETheil TapMOHUKN
JUISI HAHOKOMIO3UTOB. TemIieparypa (a30BbIX IIepexX0a0B OIpeaesisiach 110 MaKCUMaJIbHOMY
3HAYEHUIO TIpoM3BOAHON de'/dT. OOHapyXeHO, UYTO yMEHbIIEHHE pa3Mepa IOp BeAeT K
cHmxkeHuto temnepatypbl Kiopu (6osee, yem Ha 30 K) u pasMmbiThio pa30oBOro repexoaa, 4to
CBSI3aHO C BJIMSHMEM COOCTBEHHBIX pa3MepHbIX 3 (HEKTOB.

© Pavlov A. V., Stukova E. V., Baryshnikov S. V., 2023. Published by Peter the Great St. Petersburg Polytechnic University.
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Introduction

Composite materials based on porous nanoscale matrices, such as opal, porous glass, metal
oxide films, etc., filled with ferroelectrics, are of interest for practical application in diverse nano-
electronics devices [1—3]. The properties of the particles of materials embedded in the matrices
are crucial due to a pronounced size effect, as well as the interaction of such inclusions with the
walls of the matrix pores; these particles generally have different properties than bulk ferroelec-
trics. Analysis of experimental data indicates that the size effects are particularly noticeable near
structural ferroelectric phase transitions for nanocomposites synthesized by embedding ferroelec-
trics into nanoporous matrices.

Polar nanoscale structures obtained by introducing ferroelectric particles into the pores of the
AL O, oxide film were considered in [4—11]. It was reported in [4, 5] that stabilization of the
ferroelectric phase was detected in a nanoscale composite of Rochelle salt KNaC,H,O.,4H,0
embedded in a porous ALQO, film. The ferroelectric phase persists in the composite up to the
decomposition temperature of the Rochelle salt (328 K), which in turn is higher than the Curie
temperature (about 30 degrees) for the phase transition of the Rochelle salt (297 K). It was dis-
covered in [6] that an increase in the ferroelectric phase is observed for a Rochelle salt composite
in a porous AL O, matrix, due to a simultaneous decrease in the Curie temperature for the first
phase transition (255 K), accompanied by an increase in the Curie temperature of the second
phase transition (297 K). Shifts in the phase transition temperature were observed in the porous
matrices for KNO, [8], TGS [4], SC(NH,), [7], NaNO, [9], KIO, [10], CH,, NBr [11] and a
number of other ferroelectric nanocomposites.

Cesium nitrate CsNO, has ferroelectric properties with a Curie temperature 7. = 425 K.
Spontaneous polarization of cesium nitrate is small ranging to, according to different data, from 2
uC/cm? [12] to 3.23 uC/cm? [13]. Several studies considered the ferroelectric properties of com-
posite structures based on cesium nitrate [14,15]. In particular, a cesium nitrate nanocomposite,
a porous glass, was obtained and studied in [15]. Surface mechanical stresses for cesium nitrate
particles embedded in glass pores, arising in the nanocomposite from the matrix led to an increase
in the Curie temperature of the composite by 3 K. Moreover, the study discovered that the tem-
perature hysteresis of the phase transition expanded by 9 K in this nanocomposite.

This paper reports on the study of the third harmonic coefficient and permittivity of nanocom-
posites obtained by embedding cesium nitrate CsNO, particles into nanoporous Al O, films with
pore sizes of 300 and 240 nm.

Samples and experimental procedure

Cesium nitrate has a trigonal lattice structure with the parameters ¢ = 10.950 E and ¢ =7.716 E
at room temperature [12]. At 7= 427 K, cesium nitrate transforms into the cubic phase with the
lattice parameter a = 8.980 E. Notably, unlike potassium nitrate, the temperature history does not
affect the nature of the structural phase transition in cesium nitrate.

Nanocomposites were obtained using chemically pure cesium nitrate and nanoporous alumi-
num oxide films (manufactured by TopMembranes Technology, China). The size of the cells was
450 nm, the thickness of the films was 50 um. Two types of films with different pore diameters
were used in the experiment: 300 and 240 nm. Fig. 1 shows electronic micrographs of the surfaces
of the studied AlO, films.

© [MaBnos A. B., Ctykosa E. B., bapeiurnukos C. B., 2023. Uznarens: CaHkT-[leTepOyprckuil moJuTeXHUIECKUI YHUBEPCUTET
IleTpa Benuxoro.
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54800 10.0kV x50.0k
Fig. 1. SEM images of Al O, films with pore sizes of 330 nm (a) and 240 nm (b)

Cesium nitrate was introduced into the pores from a saturated solution of CsNO, at a tem-
perature of 343—353 K. The solubility of cesium nitrate is significantly lower than that of other
nitrates, so the pore filling degrees after 5 cycles of embedding and drying were about 15% and
12%, respectively, for films with pore sizes of 300 and 240 nm. Cylindrical samples of polycrys-
talline cesium nitrate were used as reference (their diameter and thickness were 10.0 and 1.5 mm,
respectively); the samples were obtained by pressing at 8-103 kg/cm?.

An E7-25 digital LCR meter was used to measure the effective permittivity. Methods of non-
linear dielectric spectroscopy were used to detect the polar phase in cesium nitrate. A harmonic
signal with a frequency of 2 kHz was applied to the sample, and multi-frequency signals were
monitored and recorded on a computer. The presence of a polar phase can be determined by
the amplitude and temperature course of the latter signals. The electric field strength of the main
signal was approximately 10 V/mm for bulk samples and about 10* V/mm for films.

The third harmonic coefficient (y, =U, /U ) was taken for further analysis, which is the most
sensitive to the appearance of a ferroelectric state. The technique for measuring nonlinear dielec-
tric properties is described in detail in [15, 16].

g aeur Yo
35 2001 r 0.030

r 0.025

r 0.020

- 0.015

- 0.010

- 0.005

0 \ \ \ \ \ 0.000
330 350 370 390 410 430 T,K

Fig. 2. Temperature dependences of permittivity and third harmonic coefficient
for bulk CsNO, sample under heating and cooling (red and blue symbols, respectively)
The inset shows the temperature dependences for the variation rate of permittivity under the given conditions
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Experimental results and discussion

The graphs in Figs. 2 and 3 represent the temperature dependences of permittivity and the
third harmonic coefficient for bulk cesium nitrate and a nanocomposite sample based on a porous
oxide film with embedded cesium nitrate with a pore size of 300 nm. The temperature of the
phase transitions determined from the maximum value of the derivative de'/dT is 428 K under
heating and 426 K under cooling. The third harmonic coefficient exhibits anomalies at the same
temperatures, evidencing that the CsNO, sample makes a transition from the ferroelectric to the
paraelectric phase.

e
83 4
8.1 4
7.9 1
7.7 ]
7.5 4
7.3 1
7.1 1
6.9 1

67 T T T T T T 00005
330 350 370 390 410 430 450 T,K

Fig. 3. Temperature dependences of permittivity and the third harmonic coefficient
for CsNO,/AL O, nanocomposite sample with nanoporous film pore size
of 300 nm under heating and cooling (red and blue symbols, respectively)

As follows from the graphs in Fig. 3 that the phase transition is significantly smeared for the
nanocomposite sample. Despite this, the anomalies on the vy, (7) dependence can be used to esti-
mate the temperatures at which spontaneous polarization disappears and appears in cesium nitrate.
These temperatures are 416 K under and 405 K under cooling for a film with 300 nm pores. Thus,
an increase in the temperature hysteresis of the phase transition from 2 to 11 K is observed.

The third harmonic signal of the CsNO,/Al O, nanocomposite with a film pore size of 240
nm was at the noise level due to a lower proportion of cesium nitrate. The phase transition was
even more smeared, but the transition temperature, determined by the maximum of the deriv-
ative de'/dT, shifted towards the low-temperature region (Fig. 4). As can be seen in the graphs,
the phase transition temperature for a film with a pore size of 240 nm is about (393£1) K under
heating and about (387x1) K under cooling.

The smearing and shift in the phase transition temperature towards lower temperatures was
previously detected in Ba Sr,_ TiO, thin films, which the authors explained by the presence of
non-switchable dielectric "dead layers" in the films [17, 18] caused by pinning of the domain
walls, i.e., shielding of the internal field with a depleted layer [19—23]. A decrease in the Curie
temperature and a smearing in the phase transition were also observed for DTGS in AL O, films
with pores of 300 and 100 nm [24], where this was attributed to intrinsic size effects. A similar
situation likely happens for the CsNO,/AlO, composite (300 and 240 nm).

The decrease in the phase transition temperature in CsNO, embedded in AlLO, film cor-
responds to the predictions made by the theoretical Landau and Ising models [25—27]. These
models adopt the concept of correlation volume determining the number of ordered dipoles nec-
essary for inducing ferroelectricity. Strong interactions along the polar axis and less strong ones
perpendicular to it lead to anisotropy of the correlation volume.

A decrease in the phase transition temperature with a decrease in particle sizes was predicted
in earlier studies [25—27]. These assumptions were derived from the theoretical Landau and Ising
models based on the concept of correlation volume, determining the number of ordered dipoles,
which produces a ferroelectric state.

12
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Fig. 4. Temperature dependences of permittivity for CsNO,/AL O sample
with the film pore size of 240 nm under heating (a) and under cooling (b).
The corresponding temperature dependences dg'/dT are shown in the insets

The experimental data we obtained for CsNO, embedded in Al O, film confirm that these
predictions are correct. A possible interpretation of our results is that anisotropy appears in the
correlation volume because strong interactions are directed along the polar axis, and less strong
ones are perpendicular to it.

As particle sizes decrease below the critical value, the balance between the long-range and the
short-range forces is disrupted and the ferroelectric state is destabilized; a paraelectric phase is
consequently formed. These models suggest that the phase transition temperature shifts deep into
the ferroelectric phase as the sizes of isolated spherical or cylindrical nanoparticles decrease. The
results obtained for isolated small particles of barium titanate can serve as a confirmation for this
explanation (see [28] and references therein).

Interactions between polar particles and pore walls, as well as dipole-dipole interactions between
particles in adjacent pores can influence the temperature of the ferroelectric phase transition, along
with its intrinsic size effect [28—33]. The directions of the dipole moments of particles located in adja-
cent pores of the matrix can contribute to both an increase and a decrease in the Curie temperature.

13



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2023. Vol. 16. No. 2 >
I

The influence of mechanical stresses on the ferroelectric properties of nanoparticles was con-
sidered in [29—31]. It was established that the interaction of the embedded substance with the
matrix walls, geneally leads to an increase in the temperature of the ferroelectric phase transi-
tion. For this reason, it can be assumed that the role of mechanical stresses in the CsNO,/Al O,
nanocomposite is minimal as the pores are only partially filled (by no more than 12—15%). On
the other hand, the low level of spontaneous polarization and the considerable distances between
the pores weaken the influence of dipole-dipole interaction. Thus, we can exclude the effect of
mechanical stresses and the role of dipole-dipole interaction on the variation in the phase tran-
sition temperature of the CsNO,/Al O, composite. However, if we assume that the particles of
the embedded substance exist in the pores as a system of small crystallites whose dimensions are
significantly smaller than the diameter of the pores, then we can hypothesize that the decrease in
the phase transition temperature in CsNO,/AlL O, is due to the intrinsic size effect.

Ferroelectric nanoparticles embedded into matrix materials are characterized by a significant
smearing of the phase transition maximum, as discussed in a number of theoretical studies. This
phenomenon can be attributed to a wide range of cause related to non-uniform distribution of
elastic strains and internal electric fields. Similar processes are typical for disordered ferroelectric
structures and solid solutions. A gradual transition from the disordered to the ordered phase is
observed in a wide temperature range called the Curie region. This region is characterized by a
gradual change in such ferroelectric properties as spontaneous polarization, piezoelectric moduli,
anomalous specific heat capacity, and others.

Conclusion

The results of dielectric studies of cesium nitrate particles embedded in nanoporous aluminum
oxide films suggest that a decrease in the pore size leads to a decrease in the Curie temperature
and a smearing of the phase transition, which is most likely due to intrinsic size effects.
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AnHoTanmusa. PaccmaTpuBaeTcsi XMMHKO-TEXHOJIOTMYECKMII TIPOIeCcC peaklMU BTOPOTO
MopsiIka B XUMHUYECKOM PEaKTOpe MIeaJbHOTO BBHITECHEHMUS, ONMUCHIBAEMBbIN HEJIMHEWHBIM
auddepeHIMaIbHLIM YpaBHEHMEM B YACTHBIX IPOU3BOIHBLIX IIEPBOro Mmopsiaka. B pamkax
MpeaI0oXEeHHOM MOEIH ITOCTaB/IeHa o0paTHasl 3a1aua o OIpeAe/IeHUI0 KOHCTAHTBI CKOPOCTH
XUMUYECKOM peakumu. [lpm 3TOM 3amaercsl IOIMOJIHUTEIBHOE YCIOBUE OTHOCUTEIHHO
KOHILICHTpaLlMM pearceHTa Ha BbIXOAE M3 peakTopa. s pelieHMs MOCTaBJICHHON 0o0paTHOM
3aJaul CTPOMUTCSI €€ AMCKPETHBIA aHajJor M IIpeajiaraeTcs CIIelMajJbHOe IIpeACTaBICHUE
JUIST pellieHus] TIOJIyYeHHOM CUCTEeMbl JMHEHHBIX alreOpanvyecKux ypaBHeHUIi. B pesynbraTe
rnoJiydeHa siBHast (popMyJia ISl oripeiesieHrs IPUOIMKEHHOIO 3HaYEHUSI KOHCTAHTBI CKOPOCTH
XUMUYECKOU peakiuuu. Bo3aMOXHOCTU NPEIOKEHHOTO YMCAEHHOIO METOIa WLITIOCTPUPYIOTCS
YUCJEHHBIMM pacyeTaMM Ha MOJEJbHBIX 3ajadax.
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Introduction

The main element in any chemical engineering system is the chemical reactor where chemical
processes occur to obtain a specific reagent with the given properties. Diverse types of chemi-
cal reactors with widely different designs are used in chemical engineering [1—3]. However, the
kinetics of the process occurring in the reactor is mainly determined by the flow regime of the
reaction medium and the thermal conditions in the reactor. For this reason, chemical reactors are
classified by based on critical flow regimes: perfect displacement and perfect mixing in isothermal,
adiabatic or polythermal conditions.

Mathematical modeling methods are widely used to study the operation of chemical reactors
[4—6]. An important step in modeling the processes running in chemical reactors is to provide
the models with the necessary quantitative information, i.e., identifying the parameters of math-
ematical models.

In general, the parameters of a mathematical model quantitatively characterize certain prop-
erties of a chemical engineering process. Notably, the parameters of all mathematical models of
chemical engineering processes are mainly determined based on experimental studies, which can
be complicated for a number of reasons. Statements and techniques for solving inverse problems
[7—9] are therefore introduced to identify the parameters of mathematical models in chemical
engineering processes.

This paper proposes a numerical method based on solving the inverse problem of per-
fect displacement in a chemical reactor to identify the rate constant of a second-order
chemical reaction.

Problem statement and solution method

Consider a chemical reactor with perfect displacement, which is a tubular apparatus with a
large ratio of the length of the tube to its diameter. Reagents are continuously supplied to the
reactor, and the resulting flow moves in full displacement mode in a single direction along the
length of the reactor. It is assumed that the reaction medium is not mixed along the reactor,
as well as along its cross-section, and the parameter values of the reaction medium along the
cross-section are the same. The reactor operates in isothermal mode, and a second-order reaction
occurs when a certain distribution of reagent concentrations participating in the reaction is estab-
lished along the length of the reactor.

A mathematical model for the transformation of one of the reagents as a result of a second-
order chemical reaction occurring in a given chemical reactor with perfect displacement can be
represented as a first-order nonlinear partial differential equation:

ocen

P +kC*(x,t)=0, 0<x<I, 0<t<T, (1)

oC(x,t)
(1) o

where C(x,f) is the concentration of the given reagent; v(7) is the flow rate in the reactor; & is the
rate constant of the chemical reaction; / is the length of the chemical reactor; x is the coordinate
along which the reaction flow moves; ¢ is the time.

Suppose that the initial and boundary conditions are given for Eq. (1)

© l'amzaeB X. M., 'amzaesa H. X., 2023. U3natens: Cankr-IletepOyprckuii monurexuuueckuii yausepcutet [letpa Benmkoro.
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C(x,0)=0(x),0<x <, )
C0,t)=p(t), 0<t<T. (3)

Evidently, if we set the functions v(7), ¢(?), p(f) and the value of the constant k, then by solving
problem (1)—(3) we can find the function C(x,?), i.e., the distribution of the reagent concentration
along the length of the reactor.

Now let us assume the rate constant k is also unknown along with the function C(x,?). Instead,
an additional condition is set for the concentration of the reagent at the outlet of the reactor:

Cl,t)y=r(t), 05t <T. (4)

The problem consists in finding the function C(x,7) and the parameter k satisfying Eq. (1) and
conditions (2)—(4).

The formulated problem (1)—(4) belongs to the class of coefficient inverse problems of math-
ematical physics [9—11]. Notably, the existence of a solution and unique solvability of coefficient
inverse problems for partial differential equations have been studied in [12, 13].

Assuming the existence of a solution and the unambiguous solvability of the coefficient inverse
problem (1)—(4), we construct its discrete analogue by the method of difference approximation.
For this purpose, we introduce a uniform space-time difference grid in a rectangular region {0 <
x<L,0<t<T}

o={(x.t,):x, =iAx, t,= jAt, i=0,1,2,...n,j=0,1,2,...m|,

where Ax = [/n is the step of the difference grid with respect to the variable x, At = T/m is the
step of the difference grid with respect to time 7.

A linear difference problem as a discrete analogue of problem (1)—(4) is obtained using
explicit-implicit time approximations. To do this, the convective term in Eq. (1) is approximated
implicitly, and the nonlinear term kC?(x,f) describing the course of the chemical reaction is
approximated explicitly over time. As a result, we obtain the following system:

c/-c  .cl-c

+v/ =L k(C7T) =0,

At Ax )

i=12,.,n-1,
Cl=p’, (6)

C/ =/

n > 7
j=12,...,m, 2
G =9, ®)

where Cij ~ C(xi,tj), v/ :V(tj)i pj :p(lj)a 0; :(P(xi): }’j:r([j).

Apparently, the discrete analogue of problem (1)—(4) is a system of linear algebraic equations
where the unknowns are the rate constant of the chemical reaction kand O, i=1,2, ..., n— 1,
j=1,2, .., m, ie., the approximate values of the required function C(x,f) in the nodes of the
difference grid o.

To solve the resulting system of equations (5)—(8), we introduce decomposition of this system
into mutually independent subsystems, each of which can be solved independently of the other
subsystem [9, 12]. Then the solution of the system of equations (5)—(8) for each fixed value
of j=1, 2, ..., m can be represented as
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=
I

C/=U! + kW,
i=0,1,2,..,n

&)

where U/, W7and k are unknown variables.
Substltutlng relation (9) into Eq. (5), we obtain:
Ul +kw -C U kW UL -k
+ Vv

L k(CIY =0,
At Ax

or

i _ i j J I W .
{U" ACZ' +v/ i AxU }H{VZ—H/ W W, AxWil +(C,-Jl)2}=0-
t t

Furthermore, substituting relation (9) into Eq. (6), we obtain
Ul +kwy = p’

Since the variables U/, W7 are arbitrary, we obtain the following independent systems of linear
algebraic equations with respect to the variables U/, W7 from the last two relations:

J Jj-1 J J
Ui _Ci vj Ui _Ui—l

+ =0,
At Ax (10)
i=12,...n,
Ui =p’; (11)
J W/ 11 X
—— v/ L—L 4 (C7) =0,
At Ax @) (12)
i=12,...,n,
W) =0,
(13)
j=12,...m

Evidently, the solutions to the system of linear equations (10), (11) and (12), (13) can be found
by the recurrent formulas

C/™ + U/ VAL Ax

U/ =
: 1+v/At/ Ax (14)
i=1,2,..,n, Ul =p’;
Wi - W! v/ At/ Ax—(C/™) At
! 1+v/At/ Ax ’ (15)

i=12,.,m, W) =0,j=12,..m

Substituting relation (9) into additional condition (7) produces the following equality:

Ul + kW) =1
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We then obtain a formula for calculating the value of the parameter k for each fixed value of
j=1,2, .., m

iy
_r U/

W]

n

k (16)

Thus, the variables k and C/(i =1, 2, ..., n — 1, j =1, 2, ..., m) from the system of lin-
ear algebraic equations (5)—(8) are determined by constructing the following computational
algorithm.

Step 1. Solutions of a system of linear algebraic equations (10), (11) and (12), (13) are deter-
mined for a fixed value of the time layer j by recurrent formulas (14) and (15).

Step 2. The approximate value of the required parameter k is determined by Eq. (16).

Step 3. The values of variables C/, i = 1, 2, ..., n are calculated by Eq. (9).

Step 4. This calculation technique is repeated in each subsequent layer.

Results of numerical calculations

The proposed numerical method was tested with various simulation problems to establish its
practical applicability. Numerical experiments were carried out by the following algorithm.

I. The solution of the system of linear algebraic equations (5)—(8) is determined for the given
values of the variables k, v/, p/, ¢,

C/7'+C/ VAt Ax—k(C/T) At

C/ = .
: 1+v/ At/ Ax ’
i=1,2,..,n, j=12,...m,
Cio :(Pi’ C({ :pj'

II. The values of the variable r/, defined as +/ = (7, are taken as input data to reconstruct the
value of the parameter k by the proposed computational algorithm.

Numerical experiments were carried out on a space-time difference grid with steps A7 =1 s,
At=5s, Ax = 0.04 m for the following exact values of the rate constant: k = 0.25, 0.55 m3/(kg's).

The following data were used for the remaining parameters of model (1)—(4):

o(x) = 0.1 kg/m?, p(r) = 0.8 kg/m?, v=0.4 m/s, /=2 m.

Perturbed input data were also used along with unperturbed input data in the
numerical experiments.
The following ratio was used to perturbate the input data #

[ +6§jr-i,

where & is a random variable modeled with a random number sensor; § is the error level of the
input data (5 = 0.02 was used).

The results of numerical experiments conducted with unperturbed and perturbed input data
are given in Table.

Analyzing the results, we can conclude that the value of the required rate constant is recon-
structed exactly if unperturbed input data are used, regardless of the time step of the difference
grid At, (second and third columns in Table). However, perturbed input data where the error is
random affect the accuracy of reconstructing the value of the required constant (the remaining
columns in Table). The reconstruction error of the required rate constant value depends on the
time step of the difference grid Az. It follows from the data in Table that the relative reconstruc-
tion errors of k, = 0.25 and 0.55 m?/(kg's) exceed 10% and 6.5%, respectively, for the time step
At = 1 s. However, the maximum relative reconstruction errors of k, = 0.25 and 0.55 m’/(kg-s)
do not exceed 3.5 and 2.2%, respectively, for the step At = 5 s.
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Table

Numerical search for value of rate constant k with variable input data

Calculated &, m*/(kg-s), with different input data
Unperturbed Perturbed
= 3 . — 3 .
. k=025 k =0.55 k,=0.25 m/(kg's) k,=0.55 m’/(kg's)
’ m¥/(kg's) m*/(kg-s) At=1s At=15s At=1s At=15s
5 0.235 0.250 0.532 0.545
10 0.245 0.250 0.543 0.544
15 0.276 0.242 0.584 0.545
20 0.261 0.247 0.563 0.542
25 0.249 0.247 0.548 0.546
30 0.266 0.244 0.570 0.542
35 0.226 0.246 0.515 0.540
40 0.263 0.248 0.579 0.544
45 | 0250 0.550 0.225 0.246 0515 0.544
50 0.246 0.246 0.542 0.538

Preset parameters: k, is the exact value of the constant k, 7 is the time, A7 is the step on the
space-time difference grid.

The results of numerical experiments indicate that the time step of the difference grid Az acts
as a regularization parameter (self-regularization) [8, 9], so that the reconstruction accuracy of
the required constant increases with increasing At.

Analysis of the obtained results confirms that self-regularization can be used to reduce the influ-
ence of the error in the input data on the reconstruction accuracy of the required rate constant,
therefore making the proposed computational algorithm more robust against input data errors.

Conclusion

We considered the problem of identifying the rate constant of a second-order chemical reac-
tion occurring in a perfect displacement reactor. We adopted a numerical method based on dis-
cretization and special decomposition to solve the resulting system of linear algebraic equations.
This method allows to determine the rate constant of a chemical reaction with a sufficiently
high accuracy. The proposed numerical method can also be used to identify the hydrodynamic
parameters of the flow in a perfect displacement chemical reactor.
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Abstract. The effect of the type of doping (surface (I) or bulk (IT) doping) on the character
of the dipole plasmon mode in semiconductor CdSe nanocrystals has been studied. It was
found that in case I (donors located on the surface of the nanocrystal) the collective mode had
a rotational character and only the angular degrees of freedom were excited. On the contrary, in
case II the charge of the dopant impurities was distributed throughout the system and plasmon
excitation was the oscillation of delocalized charge carriers in the direction normal to the
surface. It was shown that the position of the resonance line was determined not only by the
concentration of free charges, but also by the character of their collective motion determining
by the type of doping.
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JIETUPOBaHUSI.
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Introduction

Recent decades have seen rapid advances in nanotechnology, nanoelectronics and nanopho-
tonics, with the pressing need for novel materials whose physical and chemical properties differ
from those of the corresponding bulk components. A burgeoning field is quantum plasmonics
focused on studying the quantum properties of light and the mechanisms of its interaction with
matter at the nanoscale level [1—3]. A distinct characteristic of nanoscale conducting particles
is the presence of dipole resonances in their optical spectra [2, 4—8]. In particular, doped semi-
conductor nanocrystals are a promising class of materials [4, 5, 9—15]. Importantly, the position
of the resonance line in the spectra of semiconductor nanoparticles depends not only on the
concentration of carriers, but also on the doping method, which can be provisionally defined as
either bulk or surface [16—20]. In the first case, the charge density of free carriers is distributed
over the entire volume of the crystal and is at the same time neutralized by the charge of dopant
impurities, while in the second case, free carriers are injected into the bulk of the semiconduc-
tor nanoparticle by donors/acceptors located on its surface [21, 22]. In the case of bulk-doped
semiconductor nanoparticles [18—20, 23], a dipole plasmon can be described in the adiabatic
approximation [24, 25] as a quasi-particle making harmonic oscillations of a system of delocalized
electrons as a whole relative to the center of the positively charged core in the direction normal
to its surface.

© Wnaros A. H., Kynpustnos I'. A., 2023. WUznarens: Cankr-IletepOyprekuii monmurexunueckuii ynusepcutet [lerpa Benmkoro.
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On the other hand, it was established in [26, 27] that the situation turns out to be fundamen-
tally different for surface-doped nanocrystals. The characteristics of the electronic configuration
induced by the surface doping mechanism generate excitation states of only angular degrees of
freedom in the collective dipole mode upon interaction with an external electromagnetic field.
The motion of electrons in the radial direction is not included, and the electrons oscillate tan-
gentially with respect to the boundary of the system within a relatively thin spherical layer. The
described phenomenon is similar to dipole plasmon oscillations in fullerenes [28—30].

The goal of the study was to detect and analyze the influence of the doping type, the number
of delocalized charge carriers, as well as the geometric dimensions of the system on the nature of
multiparticle excitations in the electron system of doped semiconductor nanocrystals, focusing on
cadmium selenide CdSe nanocrystals.

Our approach to analysis of the phenomenon is based on a self-consistent quantum mechani-
cal description of multiparticle excitations in a system of delocalized charge carriers. Calculations
of the system’s ground state were carried out in the Hartree—Fock approximation, taking into
account the nonlocal interparticle exchange interaction. For comparison, the calculations were
complemented by calculations performed in the local density approximation; the photoabsorption
spectra of nanocrystals containing a different number of free charge carriers were obtained within
the random phase approximation (RPA) both with nonlocal (RPAE) and local (RPAX) exchange
interactions [31, 32].

Theoretical approach

We examine n-doped CdSe nanocrystals in a dielectric environment with different types of
doping, as, according to the approach to the problem outlined in [19, 20], it determines the form
of effective external potential where delocalized charge carriers move, and, accordingly, their
distribution across the bulk of the nanocrystal.

Consider an electroneutral system of interacting fermions related by the Coulomb interaction.
Negative particles in the conduction band are referred to as electrons with an effective mass m,
from now on.

The total Hamiltonian of the described system is an operator of the total energy of a system
of N electrons interacting with each other by means of the Coulomb potential V in the external
potential U, (r), whose radial dependence is determined by the doping type:

A N f)i N 1 & '
H= 2 gt 2Vt 2V e (1)
i e i i

Since the motion of electrons within the nanoparticle bulk is limited by the edge of the con-
duction band near the surface [13], we describe U, (r) as a spherical potential well, whose geo-
metric parameter R is determined by the dimensions set for the nanocrystal and the profile by
the selected type of doping. The Coulomb pair interaction between electrons at points r, and r,
is shielded due to polarization of both the semiconductor material itself and the environment, so
that the multipole expansion of the interparticle interaction potential at rr, < R can be written as
follows [33, 34]: ’

V
Vr,r,)= L
x.1;) §2L+1

4ne’| 1! +(81_82)(L+1)(”i”j)L @)
g | (Le, +(L+1)e, ) R* |

>

Y ()Y, (1),

where r, _ are the largest and the smallest of the radii T respectively; €, €, are the permittivity
of nanocrystal materials and its surrounding environment, respectively; L, M are the total angular
momentum and its projection, respectively; Y,,, ¥, are complex conjugate spherical functions;
r, r are the radius vectors of interacting particles.
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It was assumed in the numerical calculations that the dielectric constant of cadmium selenide
is equal to its value for the corresponding bulk material: &, = 6.25, and the permittivity of the
nanoparticle environment was chosen typical for a number of experimental and theoretical works
[19, 21, 22]: ¢, = 2.25. For comparison with some conclusions drawn in [19], numerical calcula-
tions were carried out at a value of R = 2 nm.

Importantly, since the effective electron mass of the electrons in cadmium selenide is relatively
small relative to the mass of the free electron, namely m, = 0.11 m,, and the effective Bohr radius
a, turns out to be larger than the radius of the considered nanoparticles R,

a,= h’e /m e’ =3 nm,

this is fundamentally different from the situation with ZnO nanocrystals whose optical properties
were discussed in [21, 22, 26, 27].

The interparticle interaction in the ground state of the system was described using, the Hartree—
Fock (HF) approximation where the single-particle wave functions of the electrons ¢(r) satisty
the self-consistent equations [35—37]:

’Z,j L0,(1)+ (U (1) + U, (6) +U, (1)) 6, (1) = E,(r,), )

where E are single-particle electron energies, U, (r) is the corresponding Hartree potential.
In the case of a system with filled shells, they are written as [37]

U, (1) = [V (r,rp, (r)ar", )
where the bulk electron density
p.(r) =23 ¢;(r)f,(r)

is calculated by summing over all filled single-particle states.
In this case, the contribution of the nonlocal exchange potential U (r) is defined as

(), (rdr'
U@ =Y | ¢J(r|3df(:,|> 0! 5

The computational results were compared with the corresponding values obtained in the local
density approximation (LDA), implying that single-particle wave functions of electrons ¢(r) sat-
isfy the Kohn—Sham equations [38], where, unlike Eq. (3), local exchange potentials U (r) are
used in the Dirac—Slater approximation [38]:

U (r)=—(e"/¢)(3p.(r)/m)". (6)

In the case of spherically symmetric systems with closed electron shells and isotropic angu-
lar dependencies p(r) and U, (r), the collective index i is equal to i = (n,/,m,c), where n is the
radial quantum number; /, m are the orbital angular momentum and its projection; o is the spin
projection, while the actual single-particle wave functions are written as the product of the radial,
angular and spin components [39]:

p,(r)
r

(I)nlmcs (r) = Y;m (e’ (P)Xc' (7)

The random phase approximation with nonlocal exchange interaction was used to describe
multielectron correlations. The wave function of the excited state |®,) is represented within this
approach as a superposition of single-particle excitations of the particle—vacancy type:
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@)= > (Xi ana + Yy ara, )| ®,), (8)

im

where |®) is the ground state of the complex; a*, 4 are single-particle operators of creation and
annihilation; the indices i, m are used (here and below) to denote filled and unfilled single-particle
states of the electromc subsystem the coefficients X¥, Y are the forward-in-time and backward-
in-time amplitudes, respectively (determining the contr1but10ns of the corresponding particle—
vacancy pair to the multiparticle excited state (8)).

The excited states of a multiparticle system with filled shells possessing spherical symmetry are
characterized in the Russell—Saunders (L) coupling approximation by the total angular momen-
tum L and its projection M [41], therefore all single-particle particle—vacancy excitations have
the same multipole in superposition (8).

To describe the optical properties of the given complexes, it is sufficient to consider only dipole
transitions from the ground state |® ) to excited multiparticle states |®,) with L =1, M = 0.

The amplitude coefficients X® and Y% in superposition (8) are determined by solving the
RPAE matrix equation:

UZ® =nQ, 7", 9)

where Q, are the eigenvalues of the matrix U,
(k)

= A B 7.5 = X . (10)
_B* _A* 5 Y(k)

The elements of Hermitian matrices A, B are expressed in terms of single-particle energies E,
and Coulomb matrix elements of interparticle pair interaction, which are expressed as

(aB1V M) =3, , 8, [0.(0)0, W (rr)e,()p, (r)drdr! (11)

with single-particle functions obtained by solving Eqs. (3), where the potential W(r,r’) is deter-
mined from expansion (2).
Matrices A and B relate the single-particle excitations inside the electronic system [31, 37]:

im,jn z] mn(E E)+<l”l|U|m]>
B =<ij|U|mn>

im, jn

(12)

and include both direct (Hartree) and nonlocal exchange interactions, i.e.,

(aB|U [yn)=2(aB|V [yn)+{(aB|V |ny), (13)

where the multiplier 2 before the direct component in this equality appears as a result of summa-
tion over spin variables.

The term containing the nonlocal exchange interaction in Eq. (13) was replaced by a matrix
element in calculations of the excited states of the system in the random phase approximation
with local exchange kernel (RPAX) [38],

(aB|U [yn)=2(aB|V|yn)+(aB|V, ), (14)
where
LU [pm]
Vx(r’r)_—Sp(r) o(r—r'), (15)

(here the local exchange potential U_is determined in accordance with expression (6)).
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Positive eigenvalues Q, are the energies of transitions between the ground state |®,) and cor-
related excited states |®,). The energy spectra of excited states and the corresponding wave func-
tions obtained by solving Egs. (9), (10) allow to describe the processes associated with excitation
of the system under various external influences. In particular, the response of the system to an
external electromagnetic field is determined by the spectrum of dipole excitations.

The oscillator strengths f, for dipole transitions between the ground and the kth excited state
are equal to

£, =2mD;Q,, (16)

and satisfy the Thomas—Reich—Kuhn sum rule [37], i.e., ¥ f, = N.
Dipole matrix elements D, (in the length form) are calculated by summing over all single-particle
excitations [35, 36, 40]:

D, = Z(Xi(n];)dim + Yir(nk)dmi )’ (17)

im

where daB = (al¢|p) are the single-particle dipole amplitudes for the particle—vacancy pair.
The amplitude coefficients X® and Y® are normalized in accordance with the condition from

[37], namely,
> (e

Results and discussion

Free charge carriers in semiconductor nanoparticles form electron shells regardless of the dop-
ing mechanism [42, 43]. On the other hand, it was established in [19], analyzing the distribution
of electron densities of the ground states in cadmium selenide and cadmium sulfide nanocrystals
(CdSe and CdS), that the type of doping determines the shell structure and its filling order, and,
therefore, the density distribution of free charge carriers in the crystal bulk.

Coulomb repulsion between free electrons under surface doping shifts them towards the outer
boundary of the system, and the characteristics of the electronic configuration induced by the
surface doping mechanism ensure that only the angular degrees of freedom are excited during the
formation of a collective dipole mode due to interaction with an external electromagnetic field.
The motion of electrons in the radial direction is not included, since there is no effective restoring
force acting on delocalized electrons from the positively charged core [26].

On the contrary, bulk-doped semiconductor nanocrystals are characterized by a more uniform
distribution of electron density throughout the bulk, and the oscillation of free charges is transla-
tional in nature, similar to the situation in metal nanoparticles.

2 2
—|re )=1~ (18)

Surface doping

The step potential model [44, 45], replacing the potentials of individual atoms with an effective
potential where delocalized conduction electrons move [46—48], implies that the electrons are
strongly confined in their motion within the bulk of the nanoparticle under surface-type doping.

An example of surface-type doping is the method for photodoping nanocrystals used in [21, 22].

In this case, the external potential can be represented as a spherical potential well with imper-
meable walls [19, 22, 26]:

Ne*
&,R

Uext (l” ) =

, 0<r<R,
(19)

2

e
+U,, r >R,
g,R

where U, is some phenomenological parameter with the same order of magnitude as the electron
work function of the semiconductor bulk material.
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Calculations of the ground state of systems with closed electron shells with a different number
of electrons N indicate that the distribution of electron density in surface-doped nanocrystals is
considerably non-uniform, shifted towards the surface (see Fig. 1), which is qualitatively consis-
tent with the predictions made in [19] based on the results of calculations performed in accor-
dance with the density functional theory. This is due both to interelectronic Coulomb repulsion
and to the peculiarities of the electronic structure of the system.

In the ground state, initial filling of electron shells with maximum orbital moments occurs,
producing the following structure:

1s°2p°3d" ...n J2Can 1)
that is, all single-particle wave functions (7) of closed shells at N < 102 correspond to radial quan-
tum numbers n, = n — [ = 1, for which the radial parts of the wave functions P (r) have no roots.
This electronic structure corresponds to the ‘magic’ numbers N for systems with closed elec-
tronic shells:
N=2(I

max

+1)2,

where [ is the angular momentum of the highest occupied molecular orbital (HOMO).

1.5x107°

1.0x10°

5.0x10°

Reduced charge density, nm”

Fig. 1. Distributions of reduced electron charge density p,(r)/N in the bulk
of surface-doped CdSe crystal for different numbers of electrons N
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Fig. 2. Reduced displacement of the average radius of electronic system Ar = (r}/R
and reduced effective width of electron layer & = (:?)-(r)*/R in the bulk
of surface-doped CdSe crystal as functions of number of electrons
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Fig. 2 shows the displacement ratio of the average electron radius to the nanocrystal radius
Ar= R — (r)/R and the reduced effective width of electron density distribution & = V(r2)-(r)¥R. It
can be seen that the dispersion of electron radius decreases with increasing number of electrons
N, and the electronic system acquires a relatively narrow radial distribution, which determines its
optical properties. At the same time, the distribution functions p () calculated in the Hartree—
Fock approximation (3) and using the local Dirac exchange potential (6) turned out to be almost
identical for all selected values of N.

It was hypothesized in [19] that the dipole resonance observed in the photoabsorption spec-
trum of CdSe nanocrystals is transformed with an increase in the number of free charge carriers
in the system from an excited state whose parameters are determined by size quantization into
plasmon-type excitation, even with a relatively small crystal radius (R = 2 nm). Indeed, the har-
monic plasmon resonance of rotational type also dominated in the spectra of dipole excitations of
photodoped ZnO nanocrystals [21, 22] with a similar radial distribution of electron density. The
collective nature of this resonance has been well described both within the quantum fluid oscilla-
tion model and within the quantum mechanical approach based on RPAE [26, 27].

However, the situation with cadmium selenide is radically different. As established in [27], a
necessary condition for harmonic oscillations of electron density by the rotational plasmon type is
that the size of the nanoparticle exceed the value of the effective Bohr radius a;, which was satis-
fied for all nanoparticles considered in [21, 22]. On the other hand, this condition is not satisfied
for CdSe nanocrystals, since R = 2 nm.

In view of this difference, we conducted an analysis of the optical properties of CdSe nano-
crystals, which is presented below. The analysis provided conclusions about the nature of the
dominant dipole resonance in CdSe photoabsorption spectra.

As established in the next section, the contribution to the collective excited state described
by the wave function |¥,) (see Eq. (8)) for nanoparticles with a uniform distribution of electron
density, such as bulk-doped semiconductor nanocrystals, produces a sufficiently large number
of particle—vacancy pairs, and the distribution of oscillator strengths in the optical spectrum is
obtained as a result of numerical solutions of Eq. (10) taking into account the contribution of all
single-particle excitations.

However, the situation is fundamentally different for surface-doped nanocrystals. Calculations
indicate that a dominant expansion term appears in superposition (8) due to effective separation
of the radial and angular motion of electrons, corresponding to the dipole transition between
single-particle states on the lowest unoccupied (LUMO) and the highest occupied (HOMO)
molecular orbitals with the excitation energy A:

A=FE —-E

LUMO HOMO"

In other words, only the states with the smallest radial quantum numbers n = 1 participate
in the photoabsorption process, and only the transition between HOMO and LUMO electronic
levels with the maximum angular moments / and [+ 1, respectively, is effectively allowed
for dipole excitations, while correlations between HOMO- LUMO single-particle excitation and
other electron—hole pairs are negligible. This allows to describe the plasmon mode using the two-
level model (proposed in [27]), where all single-particle transitions appear to be negligible, with
the exception of the single HOMO-LUMUO excitation.

In this case, the RPAE equation (10) is reduced to a system of two linear equations:

(A+Vy —hQ) X +V,,.Y =0,

(20)

(A+Vy +hQ)Y +V,. X =0,

where V,, = (inpimj) is the forward-in-time matrix element between two single-particle

particle—hole dipole excitations; V,, = (ijylmn) is the backward-in-time matrix element between
the ground state and the two-particle—two-hole excitation.

In the case of local exchange interaction (15), these matrix elements turn out to be equal to each

other, V.= V.= V, and the RPAX 2x2 system of equations (20) has a simple analytical solution:

QO =~A? +2AV, (21)
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QA+ A hQ A
X=—m—,V= (22)
2N hQA 2V AQA
As already mentioned, [19] discussed the transformation of dipole resonance in CdSe nano-
crystals from size quantization to classical plasmon oscillations with increasing number of charge
carriers in the system, even with its relatively small geometric dimensions (R = 2 nm). As demon-
strated in [26, 27], the influence of Coulomb interaction determining the contribution of inter-
particle correlations to the collective excited state can be estimated by a dimensionless parameter
written using the notations in Eq. (20) in the form:

A=A /2AV =A/2V.

In the classical limit, with the system sizes significantly exceeding the Bohr radius, i.e., R > a,,
the Coulomb interaction dominates, and A «< 1. Conversely, in the size quantization mode, when
R « a,, the frequency Q is mainly determined by the single-particle energy A (A > 1). At the same
time, analyzing Eq. (21), we can see that taking into account Coulomb correlations 2A V causes the
plasmon resonance to shift towards higher values compared with the energy of single-particle exci-
tation A. Importantly, the shift of the excitation energy is not accompanied by any transformation
of the wave function |¥ ), since it contains only electron—hole HOMO-LUMO pairs, which does
not contradict the collective nature of this excited state. Indeed, superposition (8) contains a large
number of terms, although the radial quantum numbers n_= 1 and angular momenta /, = l -1
remain fixed, and summation is carried out over the angular momentum projections. Thus the
dipole ex01ted state can be regarded as a collective mode if the number of free electrons in the
filled HOMO shell participating in oscillatory motion is sufficiently large: 2(2/ + 1) > 1.

Another important parameter that allows to estimate the contribution of Coulomb correlations
to excitation of the dipole mode is the ratio of the backward-in-time and forward-in-time ampli-
tudes (Y and X, respectively):

Y  hQ-A  JA+2V —JA

—=- =- : (23)

X  hQ+A  JA+2r +4A

In the case of small sizes of nanocrystals, when R « a, (A » 1), the role of Coulomb cor-
relations is negligible, X =~ 1, Y « 1, because the energy of interelectronic interaction is small
compared with the kinetic energy of electrons localized near an impenetrable potential barrier
at the particle surface. The role of these correlations is especially important in the case of CdSe
nanocrystals considered, when the effective mass of charge carriers is small compared with the
free electron mass.

The approximation of independent single-particle electronic states describes both the ground
state and the spectrum of dipole excitations sufficiently well in this size quantization mode. In
another limiting case, at R >» a, (. < 1), the interelectronic interaction plays a significant role,
which is confirmed by the relation X =~ —Y =~ 1. The increase in the back-in-time amplitude points
to significant influence of Coulomb correlations in the ground state |0). The transformation of the
uncorrelated ground state of the system formed from filled single-particle electronic states below
the Fermi level into a correlated multiparticle ground state consists in simultaneous production of
excited electron—hole pairs, corresponding in the case of a two-level model to transitions between
single-particle HOMO and LUMO states. This transformation leads both to a noticeable shift in
the excitation energy #Q and to a change in the dipole matrix element D that is the transition from
the ground state to |0) the collective excited state |1). According to Eq. (21), Coulomb correlations
lead to a significant increase in the transition energy #Q compared with its single-particle value A.
Their ratio can be estimated as 2Q/A = 2V/A = 1/A.

At the same time, as follows from Eq. (16), the dipole matrix element itself decreases. Since
the ratio X ~ —Y holds true in the presence of correlations, the two terms on the right-hand side
of this equation compensate for each other, which leads to a decrease in the multiparticle matrix
element D compared with its single-particle value d. According to Eq. (21), the sum of the ampli-
tudes X and Yis equal to
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/A
24
X+Y= v (24)

Thus, a simultaneous decrease in the dipole matrix element and an increase in the transition
energy |0) — |1) preserve the value of the oscillator strength, i.e.,

2m,Q ZmA

f_

(25)

The strength of the transition oscillator |0) — |1) is 2/3 of the sum rule, which is a character-
istic sign that this transition describes the contribution of the rotational dipole plasmon to the
optical spectrum of the system. This conclusion is based on the property of the rotational mode:
it includes only the angular motion of electrons; the radial degrees of freedom remain unexcited.

For the same reason, the square frequency of rotational plasmon is 2/3 of the square frequency
of translational plasma oscillations observed in the case of bulk-type doping.

As an example, Fig. 3 shows the distribution of oscillator strengths in the vicinity of the dipole
resonance for CdSe nanocrystal containing 98 delocalized electrons (N = 98) with a closed
shell configuration

1S22p63d104f145g186h227l-26

and the maximum orbital moment / = 6 for the HOMO orbital. The figure illustrates the
computational results obtained within the RPAE approximation by solving Eq. (10) with a com-
plete set of particle—vacancy pairs. For comparison, the dashed line in the same figure shows
the spectral position of the oscillator strength corresponding to the two-level model (20) for the
HOMO — LUMO 7i — &/ transition. The thin red line roughly corresponds to the profile of
the photoabsorption cross section, generated by artificially broadening the spectral lines with
Lorentzian profiles at a width of 0.2Q. The energy position of the dominant resonance line on the
spectrum (numbered 1) coincides with the analytical solution (21) with high accuracy, confirming
the hypothesis that the resonance mode can be described as a correlated excited state including
only transitions between HOMO and LUMO orbitals taking into account summation over all
possible angular momentum projections.
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Fig. 3. Energy distribution of oscillator strengths in the vicinity of dipole resonance in CdSe nanocrystal
(N = 98) according to different models: RPAE and single-particle Hartree—Fock approximations
(bold solid red and dotted black lines, respectively), the two-level model (bold dashed black line).

The spectral lines are numbered: k=1, 2, 3
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Notably, the oscillator strength includes 2/3 of the sum rule with a sufficiently high accu-
racy in both cases, allowing to classify the resonance mode as purely rotational oscillations. The
graph in Fig. 3 also shows the oscillator strength, calculated in the single-particle approximation.
According to Eq. (21), the shift of the resonance line 1 towards higher energies compared with
the initial position of the energy A, g indicates the contribution of interparticle correlations to
the formation of the resonance mode and confirms its collective nature. Dipole transitions whose
lines are numbered 2 and 3 (containing 6 and 5% of the sum rule, respectively) correspond to
transitions with excitation of radial degrees of freedom and bear a single-particle nature, judging
by the small difference in their energies from the values in the Hartree—Fock approximation.

As an addition to analysis of the dipole spectrum in Fig. 3, Fig. 4 shows for comparison the
radial distribution of electron density for the ground state of the system p (r) and the radial distri-
butions of transition density for spectral lines 1, 2 and 3, illustrating the fundamental difference
between the two types of excited states. The given radial distributions for lines 1, 2 and 3 are
defined as

Py (1) = 2 (X000, ()8, () + Y06, (1), (1)) (26)

The same graph (see Fig. 4) shows the density of the dipole transition for the two-level model,
which in this case is defined as

(HOMO|LUMO) = P, (r)R,(r).
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Fig. 4. Radial distributions of electron density p () and transition density p® (r)
for spectral lines with kK = 1, 2, 3 (see Fig. 3), as well as the overlap of wave functions

P (r) for molecular orbitals 11( HOMO) and lj( LUMO)

As seen from the presented dependences, the transition density of resonance line 1 almost
completely coincides with the data of the two-level model and is concentrated on the outer
boundary of the electron density distribution, while the densities of single-particle transitions 2
and 3 are more evenly distributed throughout the entire bulk of the system, since they correspond
to excitation of radial degrees of freedom.

On the other hand, in our opinion, the transformation of resonant dipole mode in CdSe
nanocrystals as the number of electrons increases with relatively small geometric dimensions of
the system cannot be characterized as a transition from the quantum to the classical mode, as
suggested in [19]. Despite the increase in the shift of the position of the resonance line relative
to the energy of the single-particle transition A observed in Fig. 5,a, the values of the parameter
L and the amplitude ratio —Y/X (see Fig. 5, b, c¢) obtained for all N < 102 still do not satisfy the
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conditions A « 1 and X = —Y = 1, characteristic of classical plasmon oscillation, when the energy
of the Coulomb interelectronic interaction prevails in the correlated multiparticle excitation over
the single-particle energy of size quantization A. This is a consequence of the relatively small
effective electron mass in the CdSe and, accordingly, the large effective Bohr radius. While the
relative increase in the back-in-time amplitude observed in Fig. 5,c indicates a corresponding
increase in the contribution of Coulomb correlations to the ground state |®;) as the number of
particles N increases, it turns out to be insufficient for transition to the classical oscillations of
the electronic system.

In this case, the transition of resonant excitations from the quantum to the classical mode is
achieved by increasing the geometric dimensions of the nanocrystal so that at least the condition
R > a is satisfied. Fig. 6 shows the dependences for the main parameters of the resonant excited
state on the radius R in a nanocrystal containing 98 electrons (N = 98) for the resonance mode
corresponding to spectral line 1 in Fig. 3. Evidently, the transition of the rotational plasmon mode
to the classical regime in the case of CdSe is achieved at values of R above 6 nm, i.c., at least
for R =z a,
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Fig. 5. Main parameters of resonant excited state in a nanocrystal as functions
of the number of electrons N: plasmon energies #Q obtained in different
approximations (a); parameter A (b) and amplitude ratios —Y/X (c).
RPAE approximations, two-level model (2x2) and one-particle approximation (A) (Fig. 5,a) are used
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Fig. 6. Main parameters of resonant excited state in CdSe nanocrystal (N = 98)
as function of potential well radius R: dipole resonance energy #Q

and energy difference of single-particle levels A (a), ratio 2Q/A (b), parameter A (c)
and ratio —Y/X for resonant line 1 (see Fig. 3) (d)

Bulk doping

In the case of bulk doping of semiconductor nanocrystals, the positive charge is assumed to
be uniformly distributed throughout the entire bulk of the system [19] and the external potential
it generates within the model used should take the form of the potential of a uniformly charged
sphere with the charge Z = Ne in a dielectric environment:

2
Ne3 — 1+£ R*|, 0<r<R,
2¢.R g,

U (1) = (27)

Transformation of the external potential in the case of bulk-type doping compared with the
surface-type leads to a significant change in the structure of the electronic shells of the sys-
tem, their filling order and, consequently, the distribution of electron density in the bulk of the
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nanocrystal. The calculations show that the order of shell filling in bulk-doped systems both in
the Hartree—Fock approximation and using the local exchange potential (6) should be similar to
this order for delocalized electrons in clusters of alkali metal atoms within the jellium model [6, 9,
46, 49, 50], when delocalized conduction electrons move in the field of the effective potential of
a uniformly charged ion core. Thus, the electronic structure of the ground state of a bulk-doped
nanocrystal containing 124 electrons is written as follows:

>

15°2p°3d"° 2574 f*3p°5g" 4d" 6h** 35> 7i*° 4 p°.

3

¢
x
a
S
&
1

&

Reduced charge density, nm
(2]
:
1

0.5 1.0 1.5 2.0
r,nm

Fig. 7. Reduced radial distributions of electron density p (r)/N
in bulk-doped CdSe nanocrystals with a different number of electrons N
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Fig. 8. Ratio of average radius of electronic system to radius
of nanocrystal (#)/R as function of system particle number

In other words, unlike the situation with surface-type doping discussed in the previous section,
as shells are filled, orbitals whose radial wave functions P (r) have no roots alternate with orbitals
whose wave functions have roots, which, in turn, leads to a more uniform distribution of elec-
tron density p,(r) over the bulk of the system (Fig. 7). Fig. 8 shows a noteworthy non-monotonic
dependence of the average radius of the electronic system on the number of particles. The reason
why steps appear, accompanied by a slow increase in (r), is that the filled shells alternately have
radial wave functions P (r) with no roots, characterized by greater average radii, and wave func-
tions with roots (this was not observed in the case of surface-doped systems).
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As in the case of surface doping, the resonance mode dominates in the spectrum of dipole
excitations of bulk-doped nanocrystals; its frequency significantly shifted relative to the positions
of the frequencies of single-particle transitions.

Fig. 9 shows the distributions of oscillator strengths in the CdSe crystal with 90 electrons
(N = 90) and the ground state configuration

1s*2p°3d'° 2574 3 p°5g" 4d" 6™

in the vicinity of dipole resonance, calculated in the random phase approximation both taking
into account the nonlocal exchange interaction (RPAE) and the local exchange potential (15)
(RPAX). It should be noted that unlike surface doping, in the case of bulk doping, electrons
under dipole resonance move in the direction normal to the system surface with minor deviations
in the distribution of electron density relative to its ground state. On the other hand, oscillations
of the electronic system under surface-type doping have a compressive nature, with significant
variation in the charge density occurring during motion [27]. As established above, the reason for
this is that only angular (rotational) degrees of freedom participate in excitation of the collective
mode under surface-type doping.
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Fig. 9. Energy distributions of oscillator strengths in the vicinity of dipole resonance
in the spectrum of bulk-doped CdSe nanocrystal (N = 90) obtained in different
approximations: RPAE and RPAX (vertical red and blue segments, respectively),

single-particle Hartree—Fock approximation (vertical black dotted lines).
The spectral lines are numbered: k=1, 2, 3
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Fig. 10. Radial distributions of electron density p () and transition
density p¥(r) for spectral lines with k = 1, 2, 3 (see Fig. 9)
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The motion of electrons in the direction normal to the system surface in the case of bulk dop-
ing is due to the fact that an effective restoring force acting on delocalized electrons arises in the
parabolic potential generated by the bulk distribution of the positive charge in the nanocrystal.

Within the adiabatic approximation [24, 25], such collective excitation is identical in nature
to the surface plasmon in the spectra of metal clusters [6, 9, 46] and can be described as har-
monic oscillations in the center of mass of an electron cloud in the parabolic potential of a
positively charged core. At the same time (see Fig. 9), pronounced fragmentation is observed in
the resonance line due to the interaction of the harmonic mode with single-particle excitations.
In contrast with the situation discussed in the previous section, a difference appeared in the posi-
tion of the lateral maxima, associated with different exchange potentials, preserving an almost
unchanged position of the central peak and its oscillator strength. This result confirms the link
between the fragmentation of the resonance line and the interparticle interaction involving the
exchange component.

Fig. 10 shows the radial distributions of electron density of the ground state p (r) and the
density of dipole transitions for the spectral lines numbered in Fig. 9. Importantly, the transition
density dramatically differs from zero over the entire bulk of the system for all three spectral
lines, including the main one numbered 1. This means that at least several particle—vacancy
pairs participate in the formation of collective modes (8) and the two-level model (20) is no
longer applicable.

The table gives the values of the forward-in-time and backward-in-time amplitudes for the
main single-particle transitions that contribute to the corresponding lines in the spectrum of
excited states in a cadmium selenide nanocrystal with the number of electrons N = 90, shown
in Fig. 9. As can be seen from the data in the table, all three dipole perturbations (including the
main resonance line 1 with an energy of #Q = 2.8 eV and an oscillator strength of approximately
52% of the sum rule) are linear combinations (8), where the main contribution is made by two
single-particle transitions: 64 — 7i and 4d — 5f. The influence of other particle—vacancy pairs
turned out to be insignificant. Judging by the amplitude ratios —Y/X ~ 1, correlations in the
ground states play a significant role in all cases, so we can conclude that all three lines can be
regarded as the result of fragmentation of one harmonic mode.

Table

Calculated amplitudes of the main single-particle transitions contributing
to spectrum of excited states in CdSe nanocrystal (see Fig. 9)

Amplitudes, arb. units,
Soectral or their ratios for transition
pl. 6h — 7i 4d — 5f
e X | v [-vx| x [ v | -wx
1 0.60 | 0.12 | 0.20 | 0.54 | 0.07 | 0.13
2 036 | 0.05 | 0.14 | 044 | 0.04 | 0.09
3 022 | 0.05 | 0.23 | 0.15 | 0.03 | 0.20

Notations: X, Y are the forward-in-time and backward-in-time
amplitudes, respectively. Note. The number of electrons in the electron
shell was assumed to be N = 90.

Fig. 11,a shows the 7Q,,,. dependences for the energy of the resonance mode on the number
of delocalized electrons, calculated in the random phase approximation with a full basis of sin-
gle-particle excitations, as well as the computational results obtained within the two-level model
for transitions with the maximum oscillator strength Q, ) and the energy of the corresponding
single-particle transitions A depending on the number of electrons in bulk-doped CdSe nano-
crystals. In contrast to the situation with surface-type doping, where, according to the data
presented in Fig. 5, the results obtained by the two-level model and the calculations taking
into account the full basis virtually coincided, there is a significant discrepancy between these
approaches for any number of electrons in the system. This confirms the significant influence
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of correlations between single-particle channels on the formation of a collective excited state
(8). This influence is also confirmed by the observation that the frequency Q.. is increased
by almost two times compared with the frequency of the single-particle transition A, while the
amplitude ratio —Y/X for the main dipole transitions is higher by more than two times (com-
pared with the results in Fig. 5,a4). Recall that this ratio serves as an indicator of correlations

in the ground state.
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Fig. 11. Main parameters of resonant excited state in bulk-doped CdSe nanocrystal
as function of number of electrons N: dipole resonance frequencies Q obtained
in different approximations (a); amplitude ratios —¥/X (b) and ratios 7Q,,,./A (c).
RPAE approximations, two-level model (2 x 2) and one-particle approximation (A) were used (Fig. 11,a)

Thus, the collective dipole mode in CdSe nanocrystals with bulk-type doping exhibits all the
properties of a correlated multiparticle excited state. Therefore, it can be described as a surface
plasmon resonance, even though the condition X ~ —Y ~ 1 is not satisfied for the considered case
when R=2nm at N < 10%

As in the case of surface doping, the collective resonance mode increasingly approaches the
classical plasmon in its properties with an increase in the geometric dimensions of the bulk-
doped nanocrystal. Fig. 12,a shows the dependences for the energy of the resonant excited state
hQ..,e and the differences of single-particle energy levels A for the single-particle transition
6h — 7i (HOMO — LUMO) on the radius R in a nanocrystal containing N = 90 electrons for
the resonance mode corresponding to line 1 in Fig. 9,a. Fig. 12,a also shows the analytical radial
dependence of the classical frequency of plasma oscillations Q , for a conducting sphere in a

dielectric environment; the graph is plotted by the formula [12]: /
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As seen from this graph, there is still a noticeable discrepancy between the frequency of the
dipole resonance obtained by quantum mechanical calculations and by the classical estimate at
R = 2 nm. However, its magnitude decreases rapidly, a transition from the quantum regime of
plasma oscillations to the classical one can be assumed to be already made at R = 4 nm, when
the influence of interparticle interaction in the electronic system prevails over the effects of size
quantization, and the ground state in this case is a highly correlated system. This is also evidenced
by the dependences presented in Fig. 12,6 and ¢ for the ratios of energies and amplitudes for the
electronic transition making the main contribution to the sum (8).

Thus, we can conclude that the conditions for the transition of collective dipole exci-
tation from the quantum regime to the classical one largely depend not only on the geometric
dimensions of the nanocrystal and the number of free charge carriers, but also on the doping
type; in the case of bulk doping, the transition is observed at relatively smaller values of the
system radius.
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Fig. 12. Radial dependences for main parameters of the resonant excited state
in bulk-doped CdSe nanocrystal (N = 90): dipole resonance energies #Q according
to different models (a), as well as 7Q,,,./A (b) and amplitude —¥/X (c) ratios.
RPAE and single-particle (A) approximations are used; the figure also shows the corresponding
values of the classical plasmon resonance frequency Q , (see Fig. 12,a)
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Conclusion

The paper theoretically investigated the optical properties of semiconductor nanocrystals with
different types of doping. We considered cadmium selenide (CdSe) nanocrystals containing differ-
ent numbers of delocalized charge carriers. The interaction processes of electrons with each other
and with an external electromagnetic field were described using a theoretical approach based
on the Hartree—Fock approximation and the random phase approximation taking into account
exchange interactions (RPAX). For comparison, the results are also presented for calculations in
the local density approximation with the Dirac—Slater potential.

It was found that a dominant resonance line is observed in the optical spectra of nanocrystals
obtained using both approaches; its position practically does not depend on the method chosen
for describing the exchange interaction between electrons for all the given particle numbers in the
system. The excited state corresponding to the resonant dipole transition has a collective nature
in both surface and bulk doping mechanisms, as evidenced by the significant contribution of mul-
tiparticle correlations to the generation of the wave function.

In the case of surface doping, the electronic structure of the ground state has a largely non-uni-
form distribution of charge density, when the maximum of the distribution function is shifted to
the surface of the nanocrystal, which, in turn, determines the nature of the oscillations of the
dipole resonance mode.

Analyzing the distribution of oscillator strengths in the vicinity of the resonance line, as well as
the corresponding dipole amplitudes and the density distribution of dipole transitions, we found
that the oscillations of electron density in the collective mode are rotational in nature, with only
angular degrees of freedom excited, while the motion in the radial direction is practically frozen,
since there is no restoring force (directed along the normal to the surface) acting on charge car-
riers in the external potential.

This conclusion is further corroborated by the results obtained within the two-level model
that describes the dipole resonance under surface doping as a correlated excited state composed
of particle—vacancy pairs including only transitions between HOMO and LUMO orbitals for all
possible angular momentum projections. Calculations indicate that the resonance frequency val-
ues obtained taking into account all possible single-particle transitions and within the two-level
model turn out to be nearly identical for all CdSe nanocrystals considered containing from 8 to
162 delocalized electrons. Since the relationship between the rotational mode and single-particle
excitations involving radial degrees of freedom is weak, the resonance line is virtually not frag-
mented. It was also found for relatively small system sizes, when the radius of the nanocrystal
turns out to be less than the effective Bohr radius, that the resonance mode still does not make
a transition from size quantization mode to classical plasmon oscillations with an increase in the
number of electrons, even despite the increasing contribution of interelectron Coulomb inter-
action. The tendency towards transition to classical mode is manifested only when the radius of
the system is increased to the size of the effective Bohr radius, with the rotational character of
oscillatory motion preserved.

As established by the calculations, the electronic structure of the ground state turns out to
be significantly different for bulk doping compared with surface-doped systems. In this case, the
radial distribution of electron density over the bulk of the nanocrystal becomes more uniform,
and the parabolic nature of the positively charged core induces a radially directed restoring force
acting on the electrons. Therefore, the collective excited state can be described as harmonic oscil-
lations of the electron cloud as a whole in the direction normal to the surface of the system with
minor deviations in the density distribution compared with the ground state.

Thus, in the case of bulk doping, the dipole resonance can be described as a collective trans-
lational mode where, in contrast with surface doping, several single-particle dipole transitions are
correlated simultaneously. This is confirmed by the fact that the results obtained by the two-level
model differ significantly from those taking into account the full single-particle basis, and the
difference increases as the number of particles in the system increases. In addition, the interaction
of the harmonic mode with single-particle excited states leads to fragmentation of the resonance
line, since the degrees of freedom of the oscillatory electronic system are not separated in this
situation. Quantum effects also make the largest contributions to forming the collective mode at
relatively small sizes of nanocrystals, however, the transition to the classical plasmon oscillation
mode occurs at smaller radii of the system than with the surface type of doping. As a result, the
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dipole oscillations of the electron cloud can be described as a plasmon mode even at sizes com-
parable to the effective Bohr radius. The frequency of this mode tends to the classical frequency
of plasma oscillations in a spherical conductor.

Thus, it can be concluded that the optical spectrum of semiconductor nanocrystals is dom-
inated by a resonant dipole mode regardless of the method used for doping. The nature of the
mode in question is determined by the size of the system itself, as well as the type and degree of
doping, i.e., the number of delocalized charge carriers. As the geometric dimensions of the elec-
tronic system (primarily) and the number of its electrons increase, a power-law transition of the
collective excited state occurs from the size quantization mode to classical plasmon oscillatory
motion of this system. In this case, the nature of motion depending on the number of excited
degrees of freedom is determined by the electronic structure of the ground state. In turn, the elec-
tronic structure of this state is formed in accordance with the distribution of the positive charge
potential, i.e., with the doping type.
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Annoramuga. [IpoBeleHO 3KCIEPUMEHTAIbHOE MCCIEAOBAHNE TPAHCIOPTUPOBKU IyYKa
3apSIKEHHBIX YaCTHUI] B MOHHOM UCTOYHUKE C KOPOHHBIM Pa3psiioM ¢ (hOKYCHUPYIOLIEH CUCTEMOIA
Ha OCHOBE TOHKMX auadparM B CTosg4eM rase npu armocdepHoM gasiaeHuu. IlokazaHo, 4TO
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3 HEeKTUBHOCTh TPAHCIIOPTUPOBKM MOHHOTO IydyKa 4epe3 cUcteMy (OKYCUPOBKM 3aBHUCHT
OT PACCTOSIHUSI OT KOPOHUPYIOIIETO OCTPUs J0 CUCTEeMbl auacdparM, pa3HOCTU MOTEHIIUATOB
Mexay auadparmamu GOKyCHpPYIOLIEH CUCTEMBI M BEJIMYMHBI TOKA KOPOHHOTO paspsija.
IMpencraBieHbl pe3yabTaThl cpaBHEHUST 3 (GEKTUBHOCTH TPAHCTIOPTUPOBKM MOHHOTO Ty4yKa B
MOHHOM UCTOYHHUKE ¢ (DOKycHUpYlollleil cucTeMoil u 6e3 Hee. Mcronb3oBaHue HOKyCUpYyIOLIeH
CHCTEMBbI TIO3BOJISIET B HECKOJIbKO pa3 yBEJIWYUTH TOK, TMPUXOASAIINN HA KOJJIEKTOp 4epe3
nuracdparMy HaMMEHbIIIETO JUaMeTPa, U TIOBBICUTH HA MOPSIIOK TOK, MPUXOASIINI Ha TJIOCKOCTh
9TOM Auadparmel.
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Introduction

Atmospheric pressure ionization sources have long been widespread in mass spectrometry for
solving problems of organic and bioorganic chemistry, pharmacology, proteomics, ecology, and
so on [1-3].

The sensitivity of a mass spectrometer depends on the transport efficiency of the ion source
with atmospheric pressure injecting ions into the high-vacuum mass analyzer through a gas
interface consisting of a differential pumping system (DPS) with ion optics. While ion losses
are observed at all stages of the DPS, the maximum losses of the ion beam occur during
transition from the region with atmospheric pressure through the nozzle to the first stage of
the DPS and can amount to two orders of magnitude or more of the total current of the ion
source [4].

A promising technique reducing ion losses is to focus the ion beam onto the nozzle. Such
focusing was carried out in [5] by placing a hemispherical grid electrode between the spray capil-
lary and the nozzle. This solution had a number of drawbacks, in particular, limited transparency
of the grids and distortion of the field structure due to deposition of microdrops. The ion beam
in the experiments in [6—8] was focused by an additional electrode (aperture) installed in front of
the nozzle; the thickness-to-diameter ratio of the aperture ranged from 1 to 5.

However, the numerical simulations of ion trajectories in electrostatic fields in dense gas indi-
cate that focused ion beam systems based on thin apertures have the best potential in terms of
focusing efficiency (the above ratio should be several tens). Theoptical setup of such a focusing
system is considered in [9], proposing an electrode configuration based on thin apertures (0.1 mm
thick) with decreasing opening diameters. The reason why the thinnest possible apertures were
chosen is that the system has more pronounced focusing properties due to the absence of local
defocusing regions in the aperture channels.

In this paper, we experimentally considered the procedure for increasing the transport effi-
ciency of an ion beam using a focusing system based on thin apertures in a source with a corona
discharge in a stagnant gas. This is intended to improve the transport efficiency by focusing the
ions in an electrostatic field. The aperture of the focusing system with the smallest diameter
becomes a nozzle separating the atmospheric pressure region from the first stage of the SDO in
the gas interface of the mass spectrometer.

© IMomozoB T. B., MypansimoB M. 3., Tkau E. A., 2023. WUznatens: CaHkT-IleTepOyprckuili moJUTEeXHUIECKUIT YHUBEPCUTET
Iletpa Benuxkoro.
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Ion optics of focusing system based on thin apertures
in source with corona discharge

The ion optics of the experimentally investigated focusing system based on thin apertureus in
a source with corona discharge source is shown in Fig. 1. The setup consists of a corona point
(needle), four thin apertures (d,—d,) 0.1 mm thick with decreasing opening sizes and a planar
electrode serving as a collector. The sizes of aperture openings, in descending order, are 4.00 mm;
2.65 mm; 1.20 mm and 0.50 mm. The distances between the thin apertures and the distance
between the last aperture and the collector are 1 mm. A potential U, is applied to the corona point
to ignite the discharge, and some pulling potential U is applied to the collector. Aperture 4, which
has the smallest diameter, separates the region with atmospheric pressure from the first stage of
the DPS and acts as the nozzle.

B

il

I

Fig. 1. Ion optics of focusing system based on thin apertures (a);
trajectories of positively charged ions (b):
corona point (needle) CP, set of thin apertures TD (d,—d,), collector C; equipotential lines of the electrostatic
field £ in the plane passing through the optical axis. Geometrical and electrical parameters of the setup: L = 5 mm,
L =1mm,d =4mm,d,=265mm,d,=12mm,d,=05mm, U =7kV, U =3kV, U,=2kV, U, =1KkV,
U,=0YV, U = —1KkV. The thickness of the apertures /—4is 0.1 mm

|

If the same potential difference between adjacent apertures AU< 0 (AU=U, - U,i=1—3)
is applied for positively charged ions, the system in question has focusing properties, since the
electrostatic field strength in the gaps between adjacent apertures increases due to a decrease in
aperture diameters. Fig. 1 also shows the equipotential lines of the electrostatic field in a plane
passing through the optical axis, as well as the trajectories of positively charged ions; the geomet-
ric and electrical parameters of the ion optical setup and their values are given in the caption.

Numerical simulation of the electrostatic field and trajectories of charged particles in a dense
gas (air) under normal conditions (7' = 300 K, p = 760 Torr) without taking into account the
effects introduced by the space charge was carried out in the SIMION 8.0 software package [10]
using statistical diffusion simulation (SDS) [11], a user program that is part of the package
Positive nitrogen ions (m = 14 u) with an initial spherical spatial distribution (d = 1.5 mm) were
taken as a model beam.
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Notably, the focusing properties of the given ion optical setup depend on the magnitude of
the potential difference AU applied between thin apertures: the focusing properties are enhanced
with increasing AU, and weaken with decreasing AU. The computations for the ion optical setup
considered indicate that the proportion of ions entering the collector is about 4.2%, and about
27% in the plane of the aperture with the smallest diameter (d, = 0.5 mm).

Experimental setup

Fig. 2 shows the experimental setup constructed to study the transport efficiency of the ion
beam in a source with a focusing system.

The setup incorporates the ion optics of the focusing system described above, consisting of a
corona point (needle) 7, a coaxially arranged system of thin apertures /—4 0.1 mm thick and a
collector 5. The diameter of the opening in the first aperture (/) is 4 mm, 2.65 mm in the sec-
ond (2), 1.2 mm in the third (3), 0.5 mm in the fourth (4). All the apertures are insulated from
each other and from collector 5 by ceramic inserts 6 1 mm thick. Electrodes /—3 and 5, 7 of
the experimental setup have independent power supply from regulated highly stable high-voltage
power supplies 20—24. Zero potential is applied to aperture 4.

All electrodes of the system are also connected to electrometer amplifiers with gain coefficients
from 10~%to 107%A/V, allowing to measure the current flowing through the electrodes. The corona
point is mounted on a platform with a mechanical drive allowing to vary the distance from the
point to the nearest aperture of the focusing system.

e
ol

Fig. 2. Experimental setup with ion beam focusing in a system of thin apertures:
thin apertures /—4, collector 5, ceramic inserts 6, corona point (needle) 7, electrometers §—13,
digital current meters 14—19, highly stable high-voltage power supplies 20—24. Thin apertures are
0.1 mm thick, ceramic inserts are 1 mm thick

Computational results and discussion

The experiment was aimed at studying ion beam transport in the system described above (see
Figs. 1 and 2) with varying electrical and geometric parameters, namely:

AU is the value of the potential difference between the apertures,

1, is the corona discharge current,

L is the distance from the corona point to the nearest aperture.

The current balance condition in the system was monitored during all experimental measure-
ments; the condition is satisfied if the discharge current is equal to the sum of the currents flowing
into the apertures and the collector. The obtained experimental dependences were reproduced
with sufficient accuracy (<10%) in independent series of measurements.
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Fig. 3, a and b shows the current in the collector / and the sum of the currents in the fourth
apperture and the collector /, + [ as functions of collector potential U, at different potential dif-
ferences AU between the apertures for a positive corona discharge current /, = 1 pA and a distance
L = 6 mm. The collector potential was varied in the range from 0 to —1000 V, and AU in the
range from —300 to —900 V. In practice, the maximum value of AU = —900 V was limited by the
condition of electrical breakdown between the apertures at atmospheric pressure.

a) ¥ aA| —a—AU=300V b) [,+1,pA] —a—AU= 300V
. —e— AU =600V —e—AU= 600V
—a—AU=900V | —A— AU =900 V
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Fig. 3. Current characteristics of ion source with focusing system
for varied parameters AU (a, b), L (c, d) and I, (e, f).
The figure shows the dependences for the collector current /. (a, ¢, e) and the sum of currents
1, + I (b, d, f) on the collector potential U, at fixed /, = 1 pA and L = 6 mm (a, b), AU=-900 V
and I,= 1 pA (¢, d), AU=-900 Vand L =7 mm (e, f)

Analyzing the obtained experimental results, we found that the potential difference between
the apertures AU has a significant effect on the redistribution of currents in the apertures of the
system, which is consistent with the results of numerical simulation. If the potential difference
between the apertures AU is increased, the focusing properties of the system are enhanced: the
currents /, and /, flowing into the first and second apertures decrease, while the currents 7, and
1, flowing into the third and fourth apertures as well as the current / flowing into the collector,
increase. An increase in the potential difference AU from —300 to —900 V allows to achieve an
increase in the current in the collector /, by about 2.5 times and the sum of the currents flowing
into aperture 4 and collector I, + I, by about 3.5 times for the collector voltage U = —1000 V.
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We should also note that varying the collector voltage has no apparent effect on the redistri-
bution of current between the first three apertures, only affecting the redistribution of current
between the fourth aperture and the collector.

Fig. 3, c and d shows the current in the collector / and the sum of currents in the fourth aperture
and collector I, + I as functions of collector potential U, for different distances L from the corona
point to the first aperture at the corona discharge current /, = 1 pA and the potential difference
between the apertures of the focusing system AU = —-900 V. As follows from the dependences pre-
sented, the transport efficiency of the ion beam to the fourth aperture and to the collector deterio-
rates with increasing L: the maximum values of the collector current / and the sum of currents /, +
I decrease by about 2.5 times with increasing distance from the corona point to the apertures from
5 to 9 mm. This effect is explained by an increase in the length of the defocusing segment of the
field in the vicinity of the ion source when the corona point is removed from the aperture system.

Fig. 3, e and f shows the experimental dependences for currents / and /, + / on the collector
potential U, for different values of the corona discharge current /. If the corona discharge current is
increased by two times from I to 2 pA, the current in the collector / and the sum of the currents /,
+ [ increase in absolute magnitude but very slightly (by 1.15 times). However, the ratios of currents
I and I, + I to the corona discharge current /, fall by about 1.7 times. The observed deterioration in
the transport efficiency of the ion beam with an increase in the corona discharge current is undoubt-
edly due to enhanced space charge effects, accompanied by spatial broadening of the ion beam.

It is logical to compare the beam transport efficiency in a corona discharge ion source with a
focusing system to that in a source without a focusing system. For this purpose, the focusing system
with thin apertures was modified by replacing ceramic inserts between the apertures with PTFE
gaskets 0.1 mm thick. A quasiplanar concentric-ring counterelectrode under zero potential was thus
constructed from the initial aperture system. The modified experimental setup is shown in Fig. 4.

The beam transport efficiencies in the initial (see Fig. 2) and the modified (Fig. 4) system were
compared at equal distances L from the corona point to the nearest apertures. Fig. 5 shows a
comparison of the currents in the collector / and the sum of the currents /, + /_in the ion source
with a focusing system (for AU = —900 V, which provided the maximum possible focusing effect)
and without it for different values of the corona discharge current /, and distances L from the
corona point to the nearest aperture. These experimental results point to a noticeable increase in
the magnitude of the current / flowing from the collector in the setup with a focused beam which
increases by 3.0—3.7 times (depending on the experimental conditions). The sum of the currents
1, + I flowing into the fourth aperture and collector in the focusing geometry exceeds that for an
ion source without focusing by about an order of magnitude (by 8.3—11.1 times).

Fig. 4. Modified experimental setup with quasiplanar counterelectrode:
thin apertures /—4, collector 5, PTFE gaskets 6, ceramic 7, corona point (needle) &, electrometers 9— 174,
digital current meters 75— 20, highly stable high-voltage power supplies 2/ and 22.
Thin apertures and PTFE gaskets are 0.1 mm thick, the ceramic insert is 1 mm thick

57



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2023. Vol. 16. No. 2

a) I,nA | —
25 | .
] 0.20 4
] | | _
154 / e
] | ]
e I I T o< ot v o0l o "
............. e
R
...... A
S—F——— s i
y CTS——— PO A 55
.................. N EDPRSIRATE ST
G R (& e s v
0 T T ' 000 ‘ : I
N 15 20 nA -+ -
Iﬂd LA i

Fig. 5. Comparison for dependences of current in the collector /, (a) and sum of currents
1, + I (b) in the ion source on discharge current /, obtained with the focusing system
(AU = —900 V, solid lines) and without it (dotted lines) at distances L =7 mm (A) and 5 mm (V)

In general, the focusing system in the ion source with corona discharge allows transporting
up to 2% of the corona discharge current to the collector through the aperture with the small-
est diameter (aperture 4) and up to 15% of the discharge current to the plane of aperture 4 in
stagnant gas.

Conclusion

We experimentally studied the properties of a focusing system based on thin apertures in
an ion source with corona discharge (the system is proposed in [9]). We obtained the experimen-
tal dependences characterizing the influence of the system’s geometric and electrical parameters
on the efficiency of ion transport. This efficiency increases with an increase in the potential differ-
ence between the apertures and decreases with an increase in the corona discharge current and the
distance from the corona needle to the aperture system. Comparing the efficiency of ion transport
in ion sources with and without a focusing system shows that focusing the ion beam produces a
threefold increase in the collector current and an increase by about an order of magnitude in the
sum of currents flowing into the aperture with the smallest diameter and the collector. This proves
that the correct approach was taken to configure the geometry of the focusing system.

A logical extension of this paper is a study into ion beam transport in an aperture system account-
ing for gas flow in the vicinity of the inlet nozzle of the gas interface in the mass spectrometer.
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Abstract. In the present paper, a single host phosphor for a white light emitting diode
(W-LED) Sr (VO ), :Eu’*, prepared by the co-precipitation method and combustion one, has
been reported Formatlon of the compound was confirmed by studying the X-ray dlffrac-
tion pattern. The photoluminescence (PL) properties were studied by fluorescence spectro-
photometer F-7000. The Sr,(VO,), :Eu®" exhibited a broad emission band covering the entire
visible region centered at 550 nm wavelength and a sharp peak at 613 nm, when excited by
350 nm. The excitation spectrum at 520 nm emission wavelength was found to be suitable for
pc-W-LED application.

Keywords: strontium vanadate, co-precipitation, combustion, X-ray diffraction pattern,
photoluminescence spectroscopy, W-LED

Citation: Nagpure P. A., Kherde N. D., Barde W. S., Synthesis and PL study of Sr ,(VO) ).:Eu¥*
phosphor for W-LED appllcatlon St. Petersburg State Polytechmcal University Journal 4P%lysws
and Mathematics. 16 (2) (2023) 61—67. DOI: https://doi.org/10.18721/JPM.16205

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.
org/licenses/by-nc/4.0/)

Hay4dHasa ctaTbd
YOK 678.046.82
DOI: https://doi.org/10.18721/IPM.16205

CUHTE3 U POTOJIIOMUHECLLEHTHOE UCCJIEAOBAHMUE
NIOMUHO®OPA Sr.(VO,),:Eu3* C LLEJIbKO MPUMEHEHUA
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AnHotamus. B cratbe wuccriemoBaH JTIOMUHOMOD Sr3(VO )y :Eu®’, mepcreKTUBHBINA IS
co3gaHus 6enoro ceetomsaydaroiiero guoga (W-LED) Ha OCHOBG aToro OJTHOTO COE€IMHEHMUS.
OO0pa3slibl JTaHHOTO MaTepuaia ObUIM MOJYYSHBI IBYMSI CIIOCO0AMU: COOCAXKACHUS 1 CXXUTAHUSI.
O0pa3oBaHue TPeOyeMOro BelllecTBa ObLIO MOATBEPKAECHO peHTreHorpadudecku. [IpakTuuecku
BaXKHbIE CBOMCTBa O0BEKTa M3YyYaJIMCh METOAOM (POTONIOMUHECLIEHTHOU CreKTpockonuu. B
CIIEKTpax COEIVMHEHMS OOHApyKEHBI IIMPOKasT 3MHCCHMOHHAS I10JI0ca, OXBAaTBhIBAIOIIAS BCIO
BUAIMMYIO OOJIaCTh CITIEKTpa C LIEHTPOM Ha jUinHe BOJHBI 520 HM, a Takke OCTPBIM MUK Ha
613 uMm. B ciekTpax Bo30yXIeHUsI JIIOMUHECLIEHLIMY HA0JII01aJ1aCh IIIMPOKAs 10JI0Ca C LIEHTPOM
Ha piauHe BojHBI 350 HM. IlpeacraBiieHa COOTBETCTBYIOLIAS AuarpaMma dHEPreTUYeCKUX
ypoBHeli. IlojsyueHHBIE BKCIEepUMEHTaIbHbIE pPe3yJabTaThl TMPUBEIM K 3aKJIIOUEHMUIO, YTO
METOJl COOCAXIEHUS MPEAINOoUYTUTENIeH, a (OTOJIOMUHECLEHTHbBIE CBOWCTBA ITOJYYEHHOTO
JIIOMUHOMOpa YIOOHKI IIJISI CO3MaHUS IITYYHBIX OCTBIX CBETOM3IYJAIOIINX JUOIO0B.
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Introduction

White light emitting diodes (W-LEDs) have been found wide use especially for solid state
lighting and backlight of liquid crystal display (LCD), traffic signals. W- LEDs have a number of
advantages such as long lifetime and lack of pollutant, higher energy efficiency, compactness and
reduced power consumption [1]. In a W-LED, white light can be produced either by combining
a blue LED with a yellow phosphor or combining the ultraviolet light emitting diodes (UV-LED)
with a blend of blue, green and red phosphors. White light emission resulted from a single-phase
phosphor compared to combination of two or three phosphors expected to give high luminous
efficiency, because it reduces the probability of multiphosphor reabsorption of emission colors [2].

In recent years, vanadates have been used in many high-technology fields, such as biological
materials, electrochemistry, optical lasers, catalysis, etc. [3] Luminescence materials have been
widely studied and used in white light emitting diodes and flat-panel displays (FPDs), such as
YVO, :Eu®*, etc. [4]. At ambient pressure orthovanadates exhibit oxygen ionic conductivity and
high electromc conductivity, i. e., the migration of electrons between V*- and V>-centers, but
electronic conduction is absent in 1sostructura1 orthophosphates and orthoarsenates [5]. Vanadates
with general formula M,(VO,), (M = Ca, Sr, Ba) have been proved to be good candidates for the
luminescent hosts, because they have strong absorption band in the UV region and then transfer
the energy to rare-earth activator ions efficiently due to good match of energy levels in the wide
region and strong interaction between states of [VO 4]3* and rare-earth ions. In addition to this,
vanadates have the self-activated emitting properties and better chromaticity [6]. [VO 4]3’ group
consists of the central metal vanadium ion coordinated by four oxygen ligands in the tetrahedral
symmetry and is known to be an efficient luminescent center with broad band emissions from
400 to more than 700 nm with UV or near-UV light excitation [7]. Vanadium oxides have
different complex groups of ortho-, meta- and pyrovanadates. Vanadates generally show a short
wavelength of the optical absorption edge. This makes them suitable as hosts to accommodate
active rare-earth ions [8]. The ytterbium ions Yb*" doped with Sr (VO,), provide characteristic
near-infrared (NIR) emission in the range of 970 — 1050 nm whlcfl are su1table to get rid of the
spectral mismatch problem of c¢-Si solar cells [9].

In the present work, photoluminescence of Sr,(VO 4)2:Eu3+ phosphor synthesized by co-
precipitation and combustion methods has been studied in the context of its application as
W-LED phosphor.

Experimental part

Strontium nitrate Sr(NO,), (99.9% A.R.), europim oxide Eu,0, (99.9% A.R.) and ammonium
vanadate NH, VO, (99.9% A. i{) all from Sigma Aldrich, were “used.

Synthesis. ﬁ‘l“he synthesis of phosphor Sr3—x(V04)2: (Eu3+)x was attempted using two methods:
co-precipitation one and combustion one.

Co-precipitation method. The phosphors Sr, (VO,), (Eu3*) (x = 0.002, 0.005, 0.010) were
synthesized by co-precipitation method (Fig. 1) The precursors Sr(NO,), (99 9% A R.), Eu,0,
(99.9% A.R.) and NH, VO, (99.9% A.R.) were weighed in proper stoichiometric ratio and used
for synthesis of the phosphor The starting chemicals NH,VO, (99.9% A.R.) were dissolved in the
double distilled water and heated on a hot plate at about 100 °C. The nitric acid HNO, was added
drop by drop in Eu,0O, and a DD water mixture in separate beaker was so as to convert it into

© Harnype I1. A., Xepne H. 1., bapne B. C., 2023. Uznarens: Cankr-IleTepOyprckuii MoJuTeXHUIECKUN YHUBEPCUTET
ITerpa Benukoro.
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Eu(NO,),. The hot solution of NH, VO, then added drop wise to the aqueous transparent mixture
of nltrates with constant stirring. "i“he entire homogenous solution was then placed on the hot
plate maintained at a temperature of 90 °C for slow evaporation of water. The dried precipitate
was finally crushed and heated at 800 °C for 1 hour and 950 °C for 2 hours in order to get white
crystalline powder of Sr, (VO 4)2:(Eu3*)x (x = 0.002, 0.005, 0.010).

Strontium nitrate DopantxEu,0;
%=(0.002,0.005,0.01)

Add dilute HNO; dropwise and heated at70°C

Aq.Soln.of35r(NO;), xEu,04

Add hotsoln of NH,VO, Adddoubledistilled
dropwise and stirr water 10ml

Heated at 90°C brown colored powder obtained

Annealed at 800°C for 1hr and 950°C for 2hr and quenched
at room temperature

White color Sry(VO,); Eu?*

Fig. 1. Flow chart of synthesis of Sr, (VO,),:(Eu*)_via co-precipitation method

Combustion method. The stoichiometric amount of precursors, namely, strontium nitrate
St(NO,),, ammonium vanadete NH,VO,, urea and Eu, O, converted to Eu(NO,), (x = 0.002,
0.005, 0 010) were taken in a china clay %asm and few dzrops of DD water added to the mixture.
This mixture was heated at 90 °C till the precursors dissolved completely, then it was kept into the
preheated furnace at 900 °C, and then warmed for 5 min. The self-heat generating redox reaction
was completed in 2 min and the fine powder of Sr,(VO,),:Eu’" was obtained (Fig. 2). This raw
powder was sintered for 2 hours at 950 °C and quenched to room temperature.

Urea,Strontium DopantxEu,0,

nitrate,ammonium X=(0.002,0.005,0.01)
vanadate

Add double
distill water

Kept on hot plate at 90°C for half an hour

Keptinto preheated furnace at 900°C for 4-5 minutes

Annealled at temp 950°C for 2hour

White colored Sr5(VO,),:Eu3*

Fig. 2. Flow chart of synthesis of Sr, (VO,),:(Eu*) via combustion method
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Characterizations. Formation of the required phase of the compound was confirmed by the
X-ray diffraction pattern. The photoluminescence (PL) properties were studied using Hitachi
(F-7000) fluorescence spectrophotometer.

Results and discussion

X-ray diffraction (XRD) analysis. The formation of Sr,(VO,), host in the crystalline phase
synthesized by both co-precipitation and combustion methods was confirmed by XRD pattern
taken from Rigaku miniflex II X-ray diffractometer with scan rate of 2.000°/min and CuK
(k = 0.15406 nm) radiation in the range from 10° to 90° (see Fig. 3). The XRD pattern for
Sr,(VO,), agreed with the ICDD file (01-081-1844) very well.

Sr3(VO4)3 :Eu3+-CP

uJ. Jlia ALK

Sr3(VO4)32:Eu3-CS

Intensity

A.,,l | N TP
Sr3(Vo4)2  ICDD-01-081-844

10 10 30 10 s 50 T8 50 50
2-theta

Fig. 3. X-ray diffraction pattern of Sr,(VO,),:Eu*"

Photoluminescence characterization. The photoluminescence (PL) emission and excitation
spectrum of Sr,(VO,) :Eu®" phosphor synthesized by co-precipitation and combustion methods
are shown in Fig 4, lz-Tor the both cases the nature of emission spectra are almost the same but
there is a slight difference in the excitation spectra. The emission spectrum exhibits a green broad
band centered at 520 nm which is attributed to *7, , — '4, transition of [VO,]*" group, and with
a sharp peak at 613 nm in the red region correspondmg to a characteristic g —>7F transition
of Eu** [10, 11].

The PL emission spectra of the phosphor shows maximum intensity for 0.002 mol doping
of Eu when synthesized by the co-precipitation method and for 0.001 mol doping of Eu when
synthesized by the combustion one. The overall intensity of PL emission is greater for the
phosphor synthesized by the co-precipitation method than that for the phosphor synthesized by
the combustion one.

Fig. 5. presents the simplified energy level diagrams of [VO, 1*~ group and Eu®* ion and emission
transition processes in the Sr,(VO,), :Eu** phosphor as well.

a) 90 — — b) %0
— Excitation emission d —Eu.002
80 80 itati issi —— EU0.002

—— Eu0.005 — EXC1tation eMiSSION m—
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Fig. 4. Photoluminescence excitation and emission spectra
of Sr; (VO,),: (Eu™)_synthesized by co-precipitation () and combustion (b) methods
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Fig. 5. The simplified energy level diagrams of [VO,]*" group
and Eu®* ion and emission transition (ET) processes
in the Sr,(VO,),:Eu*" phosphor

Summary

A series of Sr,(VO,) :Eu** phosphors were successfully synthesized by co-precipitation and
combustion methods 2l'he XRD patterns confirmed the pure crystalline phase of Sr,(VO,),.
The photoluminescence excitation spectra showed the broad excitation band with maximum at
350 nm. The photoluminescence emission spectra showed the broad band (400 — 650 nm) with a
maximum at 520 nm attributed to the 7| ,—'4, transitions of [VO,]*" group and a sharp peak at
613 nm attributed to the °D  —'F transition of Eu®*. The co- prempltatlon method was found to
be suitable and efficient for synthesis of Sr,(VO,), :Eu®*.

The photoluminescence spectra of the é (VO ), :Eu’* exhibited a potential application of the
prepared phosphor in energy-efficient sohd’S state hghtmg, optoelectronic devices and organic
composite solar cells.
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AnHotamusa. B craTbe TpeAcCTaBiIeHBI PE3YJIbTaThl 3KCIEPUMEHTAIBHOTO MCCIIeTOBAHMUS
9JIEKTPOTIPOBOTHOCTHU M TEPMOBJIEKTPUIECKUX CBOMCTB HOBOTO KOOPAMHAIIMOHHOTO MOJIMMepa
(KIT) na ocnHoBe ¢ena3uHoBbix juraHaoB (Phz) wu cepebpa (Ag), CUHTE3UPOBAHHOTO
OTHOCTAAUWHBIM METOIOM. DTOT METO/ ITO3BOJISIET MOIyJYaTh (DeHA3WH ITyTeM OKUCIUTEIbHOMN
OMMEpU3auuu aHunuHa non geiicteueM AgNO, ¢ BbleleHMEM HAHOYACTUI MeTaula U
nocienyroueit camoopranusauneit Phz ¢ usobitkom AgNO, B KII. YcTaHOBIEHO, uTO
MCMHOJb30BaHHbINM MeToa cuHTe3a Phz-Ag mnosBossier moaydyath KII ¢ nmpoBoaMMOCTbIO
npumepHo 1300 C/cM, 4TO COM3MEPUMO C COBPEMEHHBIM peKOpAHbIM 3HadeHueMm mis KIT.
IToxyyeHHBIE SKCIIEpUMEHTAIbHBIC TaHHBIC TTO3BOIMIN 3aKIIOUNTh, 9YTO HOBBINM KII obnamaet
METaJUIMYECKUM TUIIOM TipoBoauMocTH. [IpemtoxeH ¢uzmdeckuii MexaHu3M (GopMUpPOBaHUS
9TOr0 CBOMCTBA.

KimoueBbie ciioBa: TMOJMMEPHBI KOMIIO3UT, (DEHA3WHOBBINA JUTAHI, KOOPAMHAIIMOHHBIN
TOJIMMED, TEPMOIJIEKTPUICCKIE CBOIICTBA

®unancupoBanue: PaboTa BIITOTHEHA B paMKax ['ocynapcTBeHHOTO 3aaHusI Ha TPOBeICHUE
byHIaMeHTaTbHBIX HcchenoBanuii (ko TeMbl FSEG-2023-0016).

Ccpuika nasa mutupoBanus: TpetbsikoB A. A., Kanpanosa B. M., Canypuna U. 0., Cynapb
H. T., lumoB M. A. DnekTpuyeckrue U TEPMODJIEKTPUUECKME CBOMCTBA KOOPANMHALIMOHHOTIO
MmoJiuMepa Ha OCHOBe (heHa3MHOBBIX JIMTAHAOB U cepedpa // HayuyHOo-TeXHUYeCKre BEIOMOCTH
CIIOI'TIY. ®usuko-marematuyeckue Hayku. 2023. T. 16. Ne 2. C. 68—77. DOI: https://doi.
org/10.18721/ JPM.16206

CraTbsl OTKPHITOro noctyma, pacnpocrpansiemast no juieHsnu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

In recent years, considerable attention has been paid to the study of coordination polymers
(CPs), which are organized metal-organic frameworks [1—4] consisting of organic ligands and
transition metal atoms or ions. Organic ligands contain various functional groups (carboxylate,
pyridine, azole, etc.) that include electron-donor atoms (O, N, S), which, due to donor-acceptor
bonding, provide the ligand interaction with the transition metal. CPs are capable of forming
one-, two-, or three-dimensional crystalline structures, the design of which is very diverse.

The electrical conductivity of CP varies over a wide range. Most of them are dielectrics with
conductivity of 107—10"* S/cm, but there are known CPs with significant conductivity of semi-
conductor and metallic types [3]. For example, the specific conductivity of a CP based on ben-
zene-hexathiol ligands and copper, prepared as a film at the interface of two immiscible solvents,
is approximately 1500 S/cm [5].

© TpetpsikoB A. A., Kampamosa B. M., Canypuna W. 0., Cymapr H. T., llumos M. A., 2023. Usnarens: CaHKT-
[MeTepOyprckuii moauTeXHMYeCKUii yHuBepcuteT [letpa Bemmkoro.
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Elucidating the reasons for the high conductivity of CP is an important physical task. As noted
above, CPs demonstrating metallic conductivity have now been synthesized. There is no band gap
in these CPs and the charge carriers fill the states up to the Fermi level [6]. However, so far, the
most effective way to increase the electrical conductivity of CPs is the inclusion of metal atoms
into the intermolecular space of these polymers, which can form conducting clusters that provide
the through conductivity of CP samples [7].

A variety of electrophysical properties of CPs determines a wide range of their practical appli-
cations. CPs can be used to produce porous materials with given physicochemical parameters of
the available intermolecular volume [5], so CPs can be applied as organic frameworks for lithium
storage in modern rechargeable batteries [8]. CPs with high electrical conductivity are considered to
be promising materials for fabricating conductive channels in field-effect transistors [9]. The possi-
bility of using CPs as detecting materials in new sensor devices is currently under discussion [10].

Thus, the synthesis of novel CPs with high conductivity and unique physical and chemical
properties seems to be an urgent task, and the study of the electrophysical properties of such
polymers is of significant scientific and practical relevance.

The authors of [11] developed a method for the one-step synthesis of a new CP based on
phenazine ligands (Phz) and silver (Ag). It involved the synthesis of phenazine by oxidative
dimerization of aniline under the action of silver nitrate and subsequent extraction of metal
Ag-nanoparticles. As a result, the self-assembly of phenazine ligands into a crystalline organo-
metallic framework occurred through interaction with an excess of AgNO,. In the Phz-Ag com-
bination silver performs two functions: silver ions serve as binding elements for the ligands, and
metallic silver clusters play the role of guest elements, which, according to the authors of [11],
will determine the high conductivity of the material.

This paper is aimed at finding out the nature of the conductivity of this CP synthesized by the
one-step mechanism, which can be based on the electric impedance and thermoelectric data for
this CP.

Materials and Methods

The synthesis of the Phz-Ag composition was carried out under normal conditions in the vol-
ume of the aqueous-organic phase as a unified process. It began with the formation of the Phz
molecule by oxidative dimerization of aniline under the action of silver nitrate AgNO, with the
subsequent release of two reduced silver atoms [12]. The relevant chemical reaction is as follows:

In parallel, the process of self-organization of Phz and excess AgNO, occurred with the

|
C H active H new C-N bond

3
N,
2AgNOs + @ @ ©: D + 2Ag + 2HNO:3
7 H

C-H active
new C-N bond H

formation of a crystalline organometallic matrix and saturation of the matrix with silver metal
nanoparticles. The resulting product was filtered out, washed with water, and dried under normal
conditions. When dried, it was a yellowish-brown powder.

A study of the product composition showed that its organic part (60% C, 13% N, 3.3%
H, 19.8% O) coincides well with the formula of the oxidized phenazine molecule containing
NO,-group as the counterion, and the silver content is 63—65 wt.%. The general formula of the
product can be represented as Ag, . (Phz* NO,").

The composition and morphology of the th Ag samples were examined using a Carl Zeiss
Supra 55 VP scanning electron microscope (SEM).

Fig. 1 shows SEM image of Phz-Ag CP. We can see (Fig. 1,a) that the aggregate structure of
the studied CP is characterized by the presence of thin two-dimensional plates (microcrystals)
with lateral size of 5—8 pum. Judging by the size of the end faces and transparency of the plates,
their thickness does not exceed 5—10 nm, indicating that the microcrystals consist of only a few
polymer layers. As the accelerating voltage of electron beam intensity increases (Fig. 1,b), silver
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nanoparticles (light objects) localized both between microcrystals and on polymer planes become
distinguishable. Ag particles are arranged in rows framing the edge of the polymer plates. Most Ag
particles are tens of nanometers in size.

The conductivity and the Seebeck coefficient of the samples were measured simultaneously on
the Netzsch SBA 458 Nemesis in the temperature range from 293 to 393 K. Electrical conduc-
tivity was measured using the four-point method. Specific electrical conductivity was determined
using samples pressed into tablets with a diameter of 16 mm and a thickness of 1.5—2 mm using
a hydraulic press. Three series of samples were made (three samples per each series) at different
compressing pressures. Sufficiently strong and measurable samples were already obtained at a
pressure of approx. 3 MPa.

b)

Mag= 40.00 KX wp=e2mm St
T - 20,00

Fig. 1. SEM images of Phz-Ag morphology taken in standard mode (a)
and at maximum electron beam intensity (b)

To measure the electrical impedance modulus Z and the phase angle ¢, we used impedance
meters E7-20 (in the frequency range from 25 to 5-10* Hz) and E7-29 (in the frequency range
from 5-10* to 1.5-107 Hz) imminence meters. Measurements were carried out at alternative volt-
age amplitude of 1 V using flat clamping electrodes made of polished copper.

Results and discussion

The table shows the average values of density p, conductivity ¢ and Seebeck coefficient .S mea-
sured at room temperature for the Phz-Ag samples made at different pressures. As follows from the
presented data, with increasing compression pressure the Seebeck coefficient tends to decrease insig-
nificantly, and the conductivity of samples increases in proportion to increasing pressure, however,
even at the highest pressure used in this experiment, the conductivity of Phz-Ag samples is ~500 times
lower than that of pure silver (6.7-10° S/cm). The density of the samples increases until the pressing
pressure exceeds 17.7 MPa. At higher pressures, its value seems to stabilize and is 2.4—2.5 g/cm’.
This density value corresponds to the theoretically calculated Phz-Ag density if we take the silver
density to be 10.5 g/cm? at 63 wt. % and the phenazine density to be 1.2 g/cm? at 37 wt. %.

Table
Dependence of Phz-Ag parameter values on pressure
Pressure, MPa p, g/cm? o, S/cm S, uV/K
38.0 2.440.1 1300+10 2.1£0.1
17.7 2.540.1 5504 1.9+0.1
1.9 1.9+0.1 30+1 2.840.1
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Fig. 2,a shows the temperature dependence of specific conductivity for two series of Phz-Ag
samples prepared at pressures of 1.9 and 17.7 MPa. It can be seen that with increasing tempera-
ture their conductivity decreases approximately by a linear law, i.e., do/dT = const, which allows
us to simply calculate the temperature coefficient of resistance (TCR), defined as

TCR = (1/p,)dp/dT,

where p, is the specific resistance of the studied samples at 7'= 296 K. It turned out that its values
are 1.6:1073 and 2.0-1073 K™!, for samples pressed at lower and higher pressures, respectively. The
TCR of pure silver is 4.3:-1073 K' [13], so the TCRs of Phz-Ag and Ag are values of the same
order, while the specific conductivities of these materials differ by 2—3 orders of magnitude.

Fig. 2,b presents the temperature dependence of the Seebeck coefficient for the studied sam-
ples. From the data presented, we can see that at room temperature, it is a small positive value,
and it increases linearly with temperature. The determined values of .S and the linear character of
the dependence S(7) for Phz-Ag correspond to .S and S(7) for pure silver [14].

a) b)
o, S/lcm 7 S, wV/K 7

500
254

450

40

—‘_H""-'——t—o—o—o—:— ]

20

1561———— — — —r—— —
T T T T 1 - T T T T
300 320 340 360 7. K 300 320 340 360 7. K

Fig. 2. Temperature dependence of electrical conductivity (a)
and Seebeck coefficient (b) for the samples of Phz-Ag metal-organic
coordination polymer pressed at 1.9 MPa (/) and 17.7 MPa (2)

Thus, the decrease of the specific conductivity with increasing temperature, the value of the
TCR of Phz-Ag close to the TCS of silver, as well as the value of the Seebeck coefficient and its
temperature dependence give reason to assume that in the investigated Phz-Ag CP the metallic
type of conductivity is realized.

To clarify its features, impedance spectroscopy was used, which is sensitive to charge transfer
in heterogeneous systems including phase boundaries, electrode interfaces and microstructure
elements.

Fig. 3 shows the frequency dependences of the phase angle ¢ (a), the electrical impedance
modulus Z (b), and the impedance diagram (c) of the Phz-Ag CP sample compressed at 38 MPa.
It can be seen that in the entire frequency range studied 0 < ¢ < 90°. At a frequency of less
than 1 kHz the value of ¢ = 0°, and the electric impedance modulus is nearly independent of
frequency and equal to ~ 8 mOhm, i.e. the conductivity of the sample is ohmic and is ~125 S.
The frequency range from 1 to 100 kHz can be considered an intermediary. There is a sharp and
non-linear increase in ¢ and Z, and, as it follows from Fig. 3,c, the increase in Z with rising fre-
quency is mainly due to the increase in the imaginary part of the impedance ImZ. Finally, in the
high-frequency region, the value of ¢ stabilizes near 90°, but the value of Z grows linearly with
increasing frequency. This behavior of the Z(f) dependence in the high-frequency region indicates
the inductive type of conductivity, because Z = 2xfL, where L is the inductance of the sample.
Using this relation, we obtain that at frequencies above 100 kHz the value of L will be ~ 60 nH.
The linear, close to vertical shape of the impedance diagram of the studied sample indicates that
its conductivity is not related to any diffusion processes or to the influence of interphase boundar-
ies (in this situation, these are the boundaries of microcrystallites in contact with each other) [15].

72



Physical Materials Technology >

a)

¢, degrees o o ¢ Sowm

80|
60|
40

204

001 01 1 10 100 1000 f kHz

Z,mQ o

1004

104 ...
® e0ee e0 o o

T T i T
0.01 01 1 10 100 1000 £ kHz

ImZ ma 7

5000
4000 ~
3000 ~ !
2000

10004 ¢

T ) T 1
0 50 100 5000 5500 Re Z mq

Fig. 3. Frequency dependences of electrical

impedance modulus Z (a), phase angle ¢

(b) and impedance diagram (c¢) of Phz-Ag

sample produced at a pressure of 38 MPa
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The electrical equivalent circuit of this sample
can be represented as a series-connected active
resistance and inductance.

Let us consider the possible reasons for the
appearance of metallic conductivity in the stud-
ied Phz-Ag CP samples, as well as the ohmic
and inductive nature of their conductivity in the
low- and high-frequency regions, respectively.
In our opinion, the formation of thin silver films
on the surface of microcrystals can be considered
as one of the reasons.

We noted above that there are conglomerates
of metallic silver ~10 nm in size on the surface
of Phz-Ag microcrystals. Therefore, the presence
of smaller silver clusters, not recorded by SEM,
but forming conductive metal films in the shape
of individual strips, seems very likely. Note that
the authors [15] point to the possibility of forma-
tion of silver interlayers also between individual
phenazine ligands that form a microcrystallite.
Here it should be emphasized that the conduc-
tive properties of metal clusters are retained even
when their size is reduced down to 1 nm [16]. It
is known that the conductivity of metallic films
formed from nanoscale clusters is significantly
lower than that of their bulk analogues. For film
thickness less than 40 nm, it is estimated to be
no more than 10* S/cm and weakly dependent
on the film thickness [17, 18]. With regard to the
considered situation, we can assume that during
pressing the plates of Phz-Ag microcrystals are
stacked laterally on each other, providing a good
overlap of the metal strips and a sufficiently high
level of conductivity. As the compression pres-
sure increases, the number of overlaps increases,
which leads to the emergence of conductive
wire-like microchannels piercing through the
polymer sample. Such channels can be consid-
ered as microwires connecting the opposite sides
of the tablet. They are characterized by a finite
value of conductivity and inductance.

Let us consider the possible causes of metallic
conductivity in the investigated Phz-Ag samples,
as well as the ohmic and inductive nature of
their conductivity, respectively in the low- and
high-frequency regions.

The most likely cause is the formation of thin
films of silver on the surfaces of the microcrys-

tals. It was noted above that conglomerates of silver metal about 10 nm in size are present
on the surfaces of Phz-Ag microcrystals. Therefore, the presence of smaller silver clusters that
are not fixed by SEM but form conductive metal films in the form of individual stripes seems
very likely. It should be noted that the authors of [16] point out that silver interlayers can
also occur between the individual phenazine ligands that form the microcrystallite. It should be
emphasised here that the conductive properties of metal clusters are retained when their size is
reduced down to 1 nm [17]. It is known that the specific electrical conductivity of metal films
formed from nanoscale clusters is significantly lower than that of their bulk counterparts. For film
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thicknesses below 40 nm, it is estimated to be no more than 10* S/cm and weakly dependent on
film thickness [18, 19]. In the situation under consideration, it can be assumed that during the
pressing process the plates of Phz-Ag microcrystals stack laterally on top of each other, ensuring
good overlapping of the metal stripes and a sufficiently high level of conductivity. As the pressure
increases, the number of overlaps also increases, creating conductive filament-like microchannels
that penetrate the polymer sample. Such channels can be thought of as microwires connecting
opposite sides of the tablet, and it is these that determine the conductivity and inductance of the
samples under investigation.

Conclusion

We carried out an experimental study of the effect of temperature on the specific conductivity
and the Seebeck coefficient of a novel phenazine-silver coordination polymer, which demon-
strates that the conductivity of this CP is of metallic nature. The conductivity value depends on
the pressure at which the Phz-Ag tablet is prepared, and reaches a value of ~ 1300 S/cm, which
is comparable to the highest CP conductivity value achieved to date. The metallic nature of the
conductivity is due to the release of atomic silver during the synthesis of CP, its deposition on the
surface of microcrystals and the formation of metallized strips on their surface. When the sam-
ples are pressed, electrical contact emerges between the individual microcrystals and conductive
channels are formed inside the CP sample.
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Abstract. In the paper, films of higher manganese silicide Mn,Si, have been made and a lot
of their properties have been investigated. The composition and structure of the films formed
by ion-plasma magnetron sputtering were examined by scanning electron microscopy and
X-ray analysis. The temperature dependences of film resistivity (by the four-probe method), of
their Seebeck coefficient (by the two-probe method), as well as their Hall constant and optical
reflectivity spectra (at room temperature). Their thermoelectric figure of merit, the energy-gap
width (0.66 eV), charged-particle density and mobility, etc., were calculated. The properties
of the films in the amorphous and polycrystalline phases were compared. The thermopower
of the Mn,Si, film was established to increase by about 6 times during the transition from the
amorphous phase to the polycrystalline one. The results obtained indicate that it is possible to
use this film in heat wave detectors.
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AnHoTtamuga. B paGote ObUIM M3roTOBAEHBI IUIEHKM BBICIIETO CUJAMIMIA MapraHia
Mn,Si, n n3yyeH WMPOKMIA CreKTp MX cBOMCTB. COCTaB M CTPYKTypa ILIEHOK, IOJYYeH-
HBIX METOJOM MOHHO-IUIa3MEHHOTO MarHETPOHHOIO PACITbIICHUS, UCCIIEIOBATNCH METOIAMU
CKaHUPYIOUIEH 3JIEKTPOHHON MUKPOCKOIINY M PEHTTeHO()A30BOro aHainm3a. belinm M3MepeHsI
TeMIIepaTypHbIe 3aBUCHUMOCTU YIEJIBHOTO COIPOTHBJICHUS ILICHOK (YETBHIPEX30HIOBBINA Me-
Tonm), ux KoadduumneHta 3eedOeka (IBYX30HIOBBIM METON), a TAaKXKe IOCTOSHHAs XoJja u
CIIEKTPHI ONTUYECKOTO OTpaxkeHus (IIpM KOMHATHOI TemIiepatype). PaccuMTaHbl TepMO3JieK-
TpUYECKasl JOOPOTHOCTD, IIMPUHA 3anpelieHHoi 30HbI (0,66 3B), KOHLIEHTpALMs U MOABMX-
HOCTb 3apsS>KEHHBIX YACTHIL M JIp. TTapaMeTphl. [IpoBeIeHO cpaBHEHNE CBOMCTB TIJICHOK, HaX0-
ISIIAXCS B aMOP(MHON M TTOJUKPUCTAIIINYECKOM (pa3ax. YCTaHOBJICHO, UTO TEPMODIC TUIEHKHN
IIpU TIepexoe 13 aMOP(GHOTO COCTOSHUS B MOJIUKPUCTATINUCCKOE YBEIUUNBACTCS ITPUMEPHO
B 6 pa3. [ToayyeHHbIe pe3yJbTaThl J0KA3bIBAIOT, YTO IJIEHKY MOXHO IIPUMEHSTh B I€TEKTOpaxX
TEILIOBOJIHOBOTO M3JTyYCHMSI.

KioueBble cjoBa: MarHeTpOHHBIE pPACTbUICHWE, BBICIIMI CUJWIIMI MapraHiia, yaeJbHOe
comnpoTuBIieHUE, Ko3dhduimeHT 3eedeka, TEPMOIIEKTPUIECKIE CBOMCTBA
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Introduction

Many research centers around the world are currently conducting studies on the creation of
environmentally friendly and low-cost energy sources. In this regard, great results have been
achieved in the conversion of wind, light and heat energy into electrical one, which has led to
an increase in the efficiency of the generated photovoltaic and thermoelectric elements [1 — §].
In addition, scientific research on the creation of new types of photo- and thermoelectric films
has been constantly developing [9 — 14]. Among these materials, the most promising one is a
film based on a higher manganese silicide (HMS), whose thermoelectric figure of merit can
reach 0.4 in the temperature range of 20 — 700 °C [15 — 21]. A Mn Si, thin film can be used for
fabrication high-quality thermal elements and show the possibility of creating nanostructures with
high thermal properties based on fundamental research on various physical properties, quantum
effects, and size factors. Sensitivity cells based on HMS structures are also promising when using
highly sensitive receivers of electromagnetic waves in visible and IR fields.

The goal of the present paper is to form the Mn,Si, film by the ion-plasma magnetron
sputtering method and to study its thermoelectric properties.

© bexknynaros U. P., Jloboga B. B., Hopmypanos M. T., JonaeB b. 1., Typanos W. X., 2023. Uznatenn: CaHKT-
[MetepOyprckuii moauTexHudeckuii yausepcureT [lerpa Benunkoro.
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Material and methods

Magnetron sputtering synthesis of HMS films is carried out using SiO,/Si substrate. Before the
formation of the HMS film, the SiO,/Si substrate was cleaned in two stages

1. The cleaning of the SlllCO[l wa%ers surface SiO,/Si (d = 60 mm) was carried out using an
ammonia-peroxide mixture at a temperature of 60 — 70 °C, washing in deionized water, drying
in a centrifuge;

2. The vacuum treatment (cleaning) of the silicon wafer surface was carried out using an argon
plasma flow on EPOS-PVD-DESK-PRO magnetron sputtering machine. The plasma flow was
created by a source of ions with a cold cathode at a voltage of 2 — 3 kV and a current of up to
100 mA during 3 — 5 min. A group of plates (2 — 4 pieces) was located on a rotating tool during
the treatment.

HMS films were formed using an EPOS-PVD-DESK-PRO magnetron sputtering machine
at a pressure of 10* Pa and room temperature. The purity of Mn,Si, target was 99,5 %. The
diameter and the thickness of the target were 76 mm and 6 mm, respectlvely [22, 23].

The composition and structure of the target were studied by Quanta 200 3D scanning electron
microscope (SEM) from the Dutch Company FEI before placing the target into the magnetron
machine (Fig. 1).
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Fig. 1. The results of studying the Mn4Si7 target with a scanning electron microscope (SEM):
the surface image (a) and energy dispersive X-ray spectrum (b)

The thermoelectric properties (the resistivity and Seebeck coefficient) of the manufactured
Mn4Si7 film were determined by placing it in a vacuum of 10 Pa, using the four-probe method
and two-probe one, respectively [24].

It is known that the thermoelectric figure of merit ZT of thermoelectric materials is a
dimensionless quantity determining by the following formula:

ZT = o206 T/x, (1)

where a, uV/K, is the Seebeck coefficient; ¢, S/cm, is the electrical conductivity; k, W/(m'K),
is the thermal conductivity; 7, K, is the temperature [25 — 27].

Results and discussion

The Mn, Si. film formed by magnetron sputtering is in an amorphous phase before thermal
annealing; this was identified by electron microscope. Fig. 2 presents the SEM-images of the
Mn Si. film before and after annealing. Silicon and manganese atoms deposited on silicon oxide
almost completely cover the substrate. The annealing of the Mn Si, film was carried out at
620 K for 1 h. at a pressure of 10 Pa using an equipment. The annealed film was cooled in
vacuum to room temperature.
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Fig. 2. SEM-images of the Mn4Si7 film surface before (a) and after (b) annealing at 620 K and 10 Pa

The resistivity of the formed Mn,Si, film was 2-107° Q-cm at room temperature; when heat-
ed to a temperature of 750 K, its resistivity rose to 5-107° Q-cm (see Fig. 3, a). The electrical
conductivity of this film was 5.0-10* S/cm at room temperature. As evident from Fig. 3, b, its
electrical conductivity dropped to 1.2:10* S/cm when heated to 750 K.
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Fig. 3. Temperature dependences of the resistivity (a)
and electrical conductivity () for the Mn,Si, film in amorphous phase

The graphs of the resistivity and electrical conductivity versus temperature for the Mn,Si,
annealed film are presented in Fig. 4. It was 7.86-107° Q-cm at room temperature, and when heated
to 700 K, its resistivity dropped to 3.90-10° Q-cm (see Fig. 4, a). The electrical conductivity of
this film was 1.2-10° S/cm at room temperature. When heated to 700 K, it rose to 2.7-10° S/cm
(see Fig. 4, b).

As can be seen from this graphs, a decrease in resistivity with increasing temperature (see
Fig. 4, a) and an increase in electrical conductivity (see Fig. 4, b) confirm that the film has a
polycrystalline structure.

Fig. 5 presents temperature dependences of the Seebeck coefficient for the Mn, Si, film in
amorphous and polycrystalline phases. As evident from these graphs, the Seebeck coefficient in
the case of the polycrystalline phase turned out to be approximately 6 times higher than that in
the case of the amorphous one.

The thermoelectric figure of merit of the Mn, Si, film was calculated by Eq. (I). Thermal
conductivity value of the Mn,Si, film was taken from Ref. [28].

The purification process concurrently enhances the ¢ and S values, and decreases the k value
for the Mn,Si, samples, leading to an extraordinarily high thermoelectric figure of merit Z7. The
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Fig. 6. Temperature dependence of ZT for the Mn,Si, film in polycrystalline phase
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corresponding curve for the Mn,Si, film exhibits the maximum ZT ((Z7) ), namely, about 0.5
at 800 K, and this is the highest value currently known and reported for thermoelectric systems
(Fig. 6).

As a result of the experiments conducted with the HMS film, it was found that the thermoelectric
properties of the film are better in the crystalline phase than in the amorphous one. This is due
to the fact that the bond between manganese and silicon atoms is very weak and there are surface
defects on the areas that are not completely covered of material. Surface defects of the film are
disappeared as a result of structural relaxation and forming new bonds between the manganese
and silicon atoms during the annealing, and the total structure acquires semiconductor properties.

Optical properties of the Mn,Si /SiO, film were measured using an HR-4000 high-precision
spectrometer according to the law of light reflection (Fig. 7). The graphs showed that the Mn,Si,
film had a high sensitivity in the visible and IR regions for the corresponding wavelengths. In
addition, it is possible to determine the band gap of the Mn4Si7 silicide film from these data,
using the Kubelka — Munk equation. The band gap of the film is 0.66 ¢V. Here o is the absorption
coefficient, v (eV) is the photon energy, R (%) is the reflection coefficient, A (nm) is the light
wavelength [29, 30].
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Fig. 7. The Mn,Si, film: the graphs of the light reflection coefficient versus the light wavelength (a)
and of the absorbed photon energy versus the incident photon one (b)

The probability of absorbing a photon depends on the likelihood of having a photon and an
electron interact in such a way as to move from one energy band to another. For photons which
have an energy very close to that of the band gap, the absorption is relatively low since only those
electrons directly at the valence band edge can interact with the photon to cause absorption. As
the photon energy increases, not just the electrons already having energy close to that of the band
gap can interact with the photon. Therefore, a larger number of electrons can interact with the
photon and result in the photon being absorbed.

The absorption coefficient o is related to the extinction coefficient k by the following formula:

o = 4nk/A, 2)
Electrophysical properties of the Mn,Si./SiO, film were measured on HMS-3000 Hall

Measurement System. Obtained electrophysical parameters of the Mn,Si, thin film are listed in
Table.
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Table

The obtained results on electrophysical properties of the Mn,Si, film

Parameter Unit Value
Volumetric concentration , L
of charged particles cm 4.5-10
Moblllty of charged m/(V-s) 165
particles
Surface resistance Q 313
Resistivity Q-cm 7.83-10*
Hall coefficient cm?/C 1.28-10°°
Magnetoresistance Q 1.73-10"
Surface concentration 5 o
of charged particles cm 1.2:10
Electrical conductivity S/em 1.28-10°

Summary

The paper has been studied a formation of Mn,Si, (higher manganese silicide) films and their
electrophysical properties. It was established that the thermoelectric power (the Seebeck coefficient)
of the film increased during the transition from the amorphous phase to the nanocrystalline
one. This effect is associated with the selective scattering of charge carriers at the boundaries of
nanoclusters. The Seebeck coefficient of the film in the polycrystalline phase turned out to be
approximately 6 times higher than that in the amorphous phase. The thermoelectric efficiency of
Mn, Si, film exhibited the maximum value ZT _ of approximately 0.5 at 800 K.

Moreover, it was revealed that Mn Si_ films grown on a SiO,/Si substrate had the highest
conversion coefficient, and this is explained by the low thermal conductivity k = 149 W/mK of
Si0,/Si. The films of Mn,Si, on SiO,/Si exhibited the high response speed, high sensitivity.

'fhe results obtained indicate that the Mn Si_ films can be recommended for use in thermal
wave radiation detectors in the visible and infrared electromagnetic ranges.
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Abstract. In order to search for materials with improved semiconductor properties, thin
films of GalnP have been fabricated on the GaP surface (the molecular beam epitaxy and
ion implantation procedures were used). These films were investigated by the Auger electron
spectroscopy, ultraviolet photoelectron and light absorption ones. The energy and angle de-
pendences of the secondary-electron-emission coefficient (SEEC) were obtained as well. An
analysis of the experimental data allowed for the first time to determine the main energy-band
and emission parameters of the Ga In  P/GaP(111) nanofilm. The energy-gap width was
found to be 1.85 eV, which was signiﬂcanf'ly less than that of the substrate GaP, and thus, the
maximum value 6 of the SEEC and the quantum yield K of photoelectrons (at hv =10.8 eV)
values of the Gaogfno_ ,P/GaP system decreased slightly relative to the pure GaP.
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Annotanug. C 1edpl0 IOMCKa MaTepuana ¢ YJIYYIIEHHBIMU MOJYINPOBOAHUKOBBIMU
CBOMCTBAMM OBUIM WM3rOTOBJIEHBI ToHKMe TuteHkKn GalnP wa mosepxHoctn GaP
(MCcTI0TE30BaHBI METOIBI MOJICKYJISIPHO-JIYIeBOM SMMUTAKCUUA WM MOHHOW MMILIAHTAIUM). DTU
IUICHKW OBUIM M3yYEeHBI METOAAMM OXE-3JCKTPOHHOM CIIEKTPOCKOINH, YIbTpaduoaeTOBOM
(GOTORJIEKTPOHHON CHEKTPOCKOMUM, a TaKXKe OINTUYECKON CIEeKTPOCKOMUM IOTIOIIESHUS
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cBeta. bbuim Takke MOJlydeHbl DHEPTETUYECKHUE M YIJIOBbIE 3aBUCUMOCTH KO3Gh(MUIIMEHTOB
BTOPUYHOU 3JIEKTPOHHON B3MUCCUU. AHAIU3 TOJYYEHHBIX OKCIMEPUMEHTATbHBIX JaHHBIX
MO3BOJIAJI BIIEPBBIE OMPEACIUTh OCHOBHbBIEC MMAPAMETPbl SHEPTETUYECKUX 30H U SMUCCUOHHBIE
napaMeTpbl HaHorieHkKu Ga 6111 P/GaP (111). YcraHoBiaeHO, YTO IIMPUHA 3aMpPeLICHHON
30HBI TJIEHKM paBHa 1,85 3]§ qTo CYIIIECTBEHHO MEHbIIIe, YeM TakoBas y Tomioxku GaP;
CJIeIOBATEJIbHO, MAKCUMAaJIbHOE 3HAaUeHNEe KOA(DUIIMeHTa BTOPUUYHOUN 3JIEKTPOHHOM IMUCCUM
G .. ¥ KBaHTOBBIN BbIx01 (porosnekrpoHoB K (mpn hv = 10,8 3B) cucrembl Ga JIng P/GaP
HEMHOTO yMEHbIIIAIOTCSI OTHOCUTENbHO ynucTtoro GaP.

KnioueBble cjioBa: rpuHa 3apelieHHON 30HbI, DOTOMOIJIOIEHNE, 30HHO-9HEPreTUYeCK1e
rnapaMeTpbl, HAHOIUIEHKA, TeTePOCTPYKTYypa
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Introduction

A"BY binary semiconductors and multicomponent heterostructures based on them are widely
used in the creation of various opto-, micro-, and nanoelectronic devices. In particular, multilayer
structures with GaP, GalnP, AlGalnP layers are used and hold promise for the manufacture
of laser diodes, solar cells, photovoltaic and optoelectronic devices. Particular interest is the
preparation of ternary solid solutions such as Ga,_ Al As, Ga In_P with an adjustable band
gap [1 — 4]. At present, the composition, structure, optical and electronic properties of
Ga, Al As / GaAs multilayer structures fabricated by various epitaxy methods are well studied,
whlc)h is associated with their wide use in various micro- and optoelectronic devices [5 — 10].

Ga In, xP alloys with a large band gap can potentially be used for high junction in tandem
solar cells and yellow-green light emitting diodes [5, 6]. Due to the weak luminescence emission,
studies of the optical properties of Ga In, P alloys near the intersection of straight and 1nd1rect
bands and in the region of indirect bands are more difficult than those for straight bands [5 — 7].
In addition, the absence of lattice-matched substrates and the ordering of effects complicate the
studies. The authors of Ref. [8, 9] provided detailed information on the electronic structure of
Galn P(0<x<1l).

txpenmental results obtained in Ref. [10] showed that the luminescence efficiency of LEDs
based on Ga In_P significantly decreases at an emission wavelength shorter than 590 nm
(<2.1eV). Desplte the problems of carrier confinement for Ga In, P alloys with a large band gap
[11, 12], a simplified approach has been developed to simulate the degradation of luminescence
intensity depending on the energy separation between direct and indirect bands [13].

In Ref. [14], Ga In, P films were doped with tellurium ions with a concentration from 7-10'¢
to 2:10" cm™. The stuéy of the photoluminescence spectra showed that the transition from the
indirect band to the direct one occurs at the temperatures between 40 and 100 K, and the direct
emission of the band dominates in the photoluminescence (PL) spectra at room temperature.

In recent years, the most common method of fabrication nanofilms on the surfaces of
semiconductor and dielectric films has been the low-energy ion implantation in an annealing test
[15 — 19]. It has been established in private studies that when high-dose bombarded with argon
ions Ar+, the surface is enriched with gallium (Ga) atoms, and when bombarded with metal ions
(Me = Ba* and Na"), Ga and Me atoms are enriched. However, such studies have not yet been
practically carried out for the case of gallium phosphide (GaP) implanted with low-energy In*
ions [20 — 22].

This paper is devoted to investigation of physical properties of GalnP/GaP(111) nanofilms
formed by means of implantation of In* ions into GaP.

© Mupunos I'. M., onaes C. Bb., YmupzakoB b. E., Jloboga B. B., 2023. Wzmartens: Cankrt-IletepOyprckuii
nojutexHudyeckuit ynusepcuret Ilerpa Benukoro.
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Materials and research methods

GaP(111) single-crystal samples were chosen as target of research. Prior to ion implantation,
they were degassed under conditions of ultrahigh vacuum: the pressure P = 1077 Pa at the
temperature 7 = 900 K for about 4 hours.

Molecular beam epitaxy (MBE) is the most promising method for growing these structures.
In the process of MBE being a vacuum deposition, the film growth is determined mainly by the
kinetic interaction of beams with the crystal surface, in contrast to other methods. Prior to MBE,
the GaP(111) samples were degassed under conditions of ultrahigh vacuum (P = 107 Pa).

Ultraviolet photoelectron spectroscopy (UVPS) was used, and the energy and angular
dependences of the secondary electron emission (SEE) coefficients were obtained. Ultraviolet
photoelectron spectra were recorded at photon energies #v = 10.8 eV. The photon source was a
standard hydrogen-discharge lamp.

Results and discussion

The GalnP thin films with a thickness of 30 — 50 A were formed by implanting In* ions into
GaP(111) followed by annealing at 7= 950 K. Fig. 1 shows the photoelectron spectra of GaP
implanted with In* ions with an energy E of 1 keV at a dose of 6- 10'* cm™ and annealed at
T'=950 K for 40 min. In this case, a nanocrystalline film of the Ga  In P type with a thickness
of d = 30 — 35 A was formed. These spectra reflect well the density d1str1but10ns of electronic
state in the valence band. One can see that the pure GaP spectrum exhibits maxima at binding
energies £, ~—0.8, 2.2 and —4.0 eV, probably due to the excitation of electrons from the 4p and
(4p + 4s) states of Ga, as well as the hybridization of the 4s state of Ga with the 3s one of P
(see Fig. 1, curve /). In the case of the GalnP film, the spectrum (see Fig. 1, curve 2) contains
intense peaks with £, = —1.2, -3.3 and —5.6 €V, apparently associated w1th the excitation of
electrons from the hybrldlzed electromc states of 4s(Ga) + 5p(In), 4s(Ga) + S5p(In) + 3d(P), and
45(Ga) + 5s(In) + 3d(P).

Fig. 2 presents optical absorption spectra (graphs of the relative intensity I of the light passing
through the sample versus the photon energy 4v) for GaP(111) and GaP(111) with a Ga, In P
film with a thickness of d ~ 50 A. '

As Fig. 2 suggests, at first the / value does not change practically with an increase in Av,
and then sharply decreases approaching zero. For the GaP(111) and GalnP/GaP nanofilms, a
decrease in the / value is observed from Av = 2.2 eV and hv = 1.7 eV, respectively. Extrapolation
of the sharply decreasing parts of the curves to the /v axis gives the value of the band gap Eg of

N

4p(Ga)+ 5p(In)

45(Ga) + S5p(In)+3p(P)
I

45(Ga) + S5s(In)}+3p(P)

H i
4p+ds 4p(Ga)

(Ga)

(15(Ga) 13p(P)

1/ AE=0 9

Eb: eV -4 -2 EV =0

Fig. 1. Photoelectron spectra of the samples under study:
GaP(111) (curve 7); GaP(111) with the Ga, In P film about 50 A thick (curve 2)

Identification of peaks 1s given
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Fig. 2. Optical absorption spectra of GaP(111) (/) and GaP(111)
with the Ga In P nanofilm about 50 A thick (2)

the material. As can be seen from Fig. 2, the E value for GaP(111) is approximately equal to
2.36 €V, and for the Ga, In P film it is about 185 eV.

Table presents the obtameé values of main energy band parameters and emission characteristics
of the samples under study. The photoelectric work function and electron affinity are determined
by the formulas:

O =hv-AE,

where AE is the width of the photoelectron spectra, and

nw=0 - Eg.

In heterostructural systems, the degree of crystallinity and epitaxiality of a nanofilm is of
particular interest. For the film thickness d < A (A is the photon wavelength), the degree of
epitaxiality can be estimated from the angular dependences of the secondary electron emission
(SEE) coefficients. Fig. 3 shows the dependences o, (¢) for pure GaP(111) and for GaP with
a GalnP film 50 E thick formed by ion implantation in combination with annealing and MBE.
Here o, is the value of ¢ at electron energy E = 800 eV. The angle ¢ was determined with
respect to the normal of the sample.

Table

The obtained values of main energy-band parameters
and emission characteristics of the samples under study

) ) Parameter value
Parameter Notation | Unit
GaP(111) | Ga, In P

Photoelectric work function o 53 5.5
Band gap E, eV 2.36 1.85
Electron affinity ® 2.94 3.65
Coefficient gf §econdary - 195 170
electron emission (max) max
Quantum yield s P
of photoelectrons (at #v=10.8 eV) K 6-10 10
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Ggoo
rel. unit

=20 -10 0 10 20 30 40 P, degrees

Fig. 3. The angular dependences of the secondary electron emission coefficient for pure GaAs (/), for
GaP with the Ga Al As film (50 A thick) formed by ion implantation (2) and MBE (3).

Crystallographic directions are shown

As evident from Fig. 3, a nonmonotonic increase in the value of 6., with increasing ¢ occurs
in all cases. Maxima and minima are observed on the o, (@) curves, and their positions are
related by certain crystallographic directions.

The angular positions of the peaks for GaP and the GalnP nanofilms formed by ion
implementation are in well arrangement with each other. From this observation, we can conclude
that a strict epitaxial growth of the Ga  In P film takes place in this case. As for the MBE case
(see Fig. 3, curve 3), The peak intensity on the o, (¢) curve significantly decreases as compared
to the corresponding GaP one, and new peaks appear near these peaks. The processing of the
o(¢) dependences taken at different Ep values made it possible to establish that the exit depth
was about 50 A at £ ~ 200 eV. In this case, the GaP peaks completely disappeared on the o(d)
curve, while the intelrjlsity of the GalnP peaks increased significantly.

Conclusions

The information about the state density of valence electrons and the energy bands parameters
of Ga In P nanofilms has been presented. The nanofilms were fabricated by In* implantation in
GaP with subsequent annealing; in this case, a strict epitaxial growth of the film took place. The
crystallographic orientations of GalnP and GaP were established to coincide completely at the
interface. Moreover, the energy gap of the GalnP nanofilm was found to be 1.85 eV.
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Abstract. In the paper, a theoretical study to calculate the value of the radioactivity of ni-
trogen-13 isotope required for use in positron emission tomography (PET) has been presented.
The isotope is produced by deuteron beams from NX2 dense plasma focus device. First the
effect of three factors was studied, namely, the deuterium gas density, exposure time and the
repetition rate of the device. The results showed an increase in radioactivity as deuterium gas
pressure decreased. It was next possible to obtain four radioactivity values, suitable for use in
PET, by varying the two rest factors.
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ONPEAENIEHUE YCJIOBUMA NOJTYYEHUA PAAUOAKTUBHOCTHU
M30TOMNA A30T-13, TPEBYEMOW AJ191 MEAULMHCKOIO
NPUMEHEHUA NPU UCNOJIb3OBAHUU YCTPOUCTBA
NNASMEHHOU ®OKYCUPOBKU NX2
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AnHotamus. B pabote mpeacTaBieHO TeOpeTUUYECKOE MCCleNOBaHWE, HallpaBjeHHOE Ha
pacyeT 3HaYeHWI PagUOAKTUBHOCTU M30TONa N, HEeOOXOAUMBIX I MEIULMHCKOTO MpPHU-
MEHEHMSI B TO3UTPOHHO-IMUCCHOHHOU ToMmorpaduu (I1DT). M3oTonm MoXHO ToaydaTh Iy-
TeM saepHoii peakiuuu 2C(d, n)'3N, peanusyeMoil myuykamu AE€ATPOHOB U3 ycTpoiicTBa (o-
KYCUPOBKM IUIOTHOM 1asmbl NX2. Ha mepBoli cTaauu MCClIeAOBaHUS M3y4yaJloCh BIUSHUE
Ha ypoBEHb PaIMOAKTUBHOCTHU TpeX MapaMeTpoB ycTpoiicTBa NX2: maBjieHMsI ra3000pa3HOTO
nevitepust (A1), BpeMeHM BKCMO3ULIMM U YACTOThI CJIEIOBAHUSI MMIYJIbCOB. Pe3yabTaThl
MMoKa3aJ POCT YPOBHSI paguOaKTUBHOCTH IO Mepe cHikeHus JIJI. Ha BTopoit cramum yma-
JIOCH TIOJIYIUTD YeThIpe 3HAUCHUSI pafOaKTUBHOCTH, IIPUTOAHBIC TSI MCIOIb30BaHus B [19T,
MyTeM noadopa 3HaYeHUI ABYX APYTUX (PaKTOPOB.

© Nassif A., Sahyouni W., Zeidan O., Kafa N., 2023. Published by Peter the Great St. Petersburg Polytechnic University.
98



4 Biophysics and Medical Physics >
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poBku NX2, my4oK JeMTPOHOB
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98—110. DOI: https://doi.org/10.18721/ JPM.16209

Introduction

Since the initial design of the dense plasma focus devices by J. W. Mather [1] and N. V.
Filippov et al. [2], a large number of studies have been conducted on this phenomenon due to its
distinction in terms of obtaining very hot, very dense plasma that constitutes a source for a large
number of radioactive emissions and ion beams and electrons, depending on the type of gas used
in the operation process [3].

In Fig. 1 one can see an elementary scheme of this
4 device. In the process of evolving plasma, a focus known
I as "pinch" is formed; it is a small column of plasma that
3 collapses after a very short period (ns) due to the instability
of the plasma [4, 5], leading to beams of ions and electrons
moving in opposite directions [6]. The properties of these
beams have been studied and characterized with a view
to their practical application such as thin film deposition
- 1 [7 — 11], material synthesis [12 — 15] and the production of
S | | short-lived radioisotopes [16, 17].
! In the case when deuterium gas is used in a dense plasma
device, it is possible to take advantage of the energy ion

Anode

Switch beams produced after the collapse of the plasma pinch
— and its collision with a suitable target in order to cause the
Capacitor desired reaction. For this purpose, many researches have

Bank

been conducted experimental and computational studies
Fig. 1. Scheme of the dense plasma aimed at the possibility of benefiting from the ion beams
focus device able to cause the emitted by the collapse of a plasma column formed in the
nuclear reaction required for the dense plasma focus device, especially when using deuterium
production of short-lived radioactive ~ as working gas in order to bring about the nuclear reaction
isotopes, €. g. ®N required for the production of short-lived radioactive
isotopes. M. Sumini et al. [18] designed a 150 kJ dense
plasma focus device operating in a 1 Hz frequency mode to produce the '8F radioactive isotope
(1 Ci in a time of 2 hrs) and put the engineering designs of the electrodes and the parameters
of the electrical circuit, and 128 shots were carried out. B. Shirani et al. [19] also studied the
possibility of obtaining the radioactive isotope *N from a low-energy dense plasma focus device,
and a radioactivity value of 10 kBq for one shot was obtained. In the process, the radioactivity
value increased to several tens of MBq at an operating rate of /= 1 Hz with an operating time of
600 s. Since the medically required radioactivity is about 4 GBq, the idea to change the design
of the electrodes or the pressure of deuterium gas was put forward. In order to increase the
energy of the outgoing deuterons spectrum, M. Akel et al. [20] conducted numerical experiments
using the Lee code for calculating the characteristics of the ion beams emitted by a number of
dense plasma devices with different operating energies and for calculating the radioactivity of the
2C(d, n)"*N reaction. As a result, they found that the device should operate in a repetitive mode
(the repetition rate was f = 25 Hz for an operation period of 600 s) to reach the value of the
medically required radioactivity and came to the conclusion that this possibility of operation was
not available in the current devices. In addition, there was a problem of endurance of targets to
resulting thermal loads.

© Haccud A., Caxpionu B., 3eitman O., Kada H., 2023. Uzparens: Caukr-IleTepOyprckuil MoJMTEeXHUYECKUI
yauBepcutet Iletpa Benaukoro.
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In 2019, H. Sadeghi et al. [21] developed the idea of adding magnetic lenses in order to focus
and direct the outgoing ion beams, as well as to reduce the scattering ratio. Simulations were
carried out on 16 different plasma incinerators with different energies (from 400 J to 500 kJ) and
a radioactivity value of 0.016—7.71 GBq was reached. It was established that 9 of the devices
studied were able to achieve the medically required radioactivity value of the isotope '*N by using
this technique.

Research technique

Firstly, the number of deuterium ions emitting from the collapse of the plasma pinch was
found, then the radioactivity of the isotope was calculated for the 3 Torr pressure deuterium gas.
Secondly, the effect of changing the pressure of deuterium gas on the value of radioactivity was
calculated. Thirdly, the advantage of repetitive operation of the studied plasma focus device NX2
was taken in order to explore the effect of the exposure time and repetition rate on radioactivity.
The results obtained are presented next.

Results and discussion

Finding deuterons beam properties emitted by a NX2 dense plasma focus device. The number
of generated ions was calculated by taking advantage of the parameters of the plasma pinch (the
source) that were found using the Lee code, by taking advantage of the following device features
[22]:

Operating potential V' = 14 kV;

Capacitor bank capacity C; = 28 pF;
Inductance L, = 20 nH.

The value of the total discharge current produced by the capacitor bank can be calculated as
follows:

3
4-10 =523.83kA. (1)
\/20 107
28-107°
The capacitor bank discharge time is
t, =[L,C, =+/20-10°-28-10° =74.8ps; )
T=2nt,=2mn-74.8:10° = 469.98 ps. 3)

The time of movement of the plasma sheath through the axial phase is given by Ref. [23]:

2 (<’ 1)} Vo Zolp @)
w, Inc N ’

()

where c is the ratio of the cathode radius b to the anode one a (¢ = b/a = 4.1/1.9 = 2.2); y, is
the permeability of the plasma, p, = 4n-107 H/(m-Z); Z, is the anode length; f , f are the factors
of mass and current losses in the axial phase, relatively, fm = 0.06 f =0.70 [2 ].

The time of movement of the plasma sheath radially at the top of anode until reaching the
stage of pinching is given by Ref. [23]:

t, = L \/_ )

uo(v+1) y

Bl
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where v is the specific heat capacity of deuterium plasma, y = 5/3.
The density p (kg/m?) of deuterium gas is calculated by the formula

p=P-M/(R-T). (6)

Our studies showed that about 60 % of the total discharge current will form the peak current
1 .. Which continues to push the plasma sheath until reaching the stage of the formation of the
plasma pinch [24]. Deuterium gas has P =3 Torr where this condition is met by Lee code. Thus,
we get that the pressure is

P=3-1.013-10°/760 = 400 Pa.

The temperature 7= 273 + 20 =293 K; the gas constant R = 8.31 J/(K-:mol); the molar mass
of deuterium gas M = 4.027 kg/mol.
Substituting these values into Eq. (6) for the deuterium gas density, we obtain that

p=0.661 kg/m>. (7)

The values obtained were taken to calculate the velocity values of the plasma sheath in the
axial and radial phases by using Lee code. The following are the results obtained:

The axial velocity v, = 1290 km/s, (8)

The radial velocity v_ = 327 km/s, )

The ion current density is calculated using the Langmuir — Child formula [25]:

3/2
J, =l.86-[gj80 /%-q;—z, (10)

where € is the permittivity of free space, £ = 8.854-10'; e is the electric charge, e = 1.6:107" C;
m, is the mass of the deuterium ion, m = 3,34 1027 kg, d is the width of the formed plasma
sheath @ is the induced voltage w1th1n the plasma pinch,

o=1 (de/dt). (11)
We calculate the induction within the plasma pinch de/dt by using Ref. [26]:

dL
S B Y N (12)
dt 2m r, r,

where b, r,are the radii of the cathode and plasma pinch, relatively, » = 4.100 cm, r,= =0.302 cm;
z is the length of the plasma pinch, z = 2.806 cm.

Substituting these values, we get that dL /dt =0.674.

Thus, according to Eq. (ll) the induced potential within plasma pinch is

® =523.83-10*0.674 = 353 kV.

Now let us calculate ion current density:

3/2
J,.:l.86-(i)80 2 O 19kd /.
9 m d’

Thus we get the number of deuterium ions ejected from the plasma pinch:
2

Nl_n—Jr =6.5-10" (ions). (13)

Calculation of the radiative yield. The energy distribution f (E) of the ions emitted from the
plasma pinch is given by Ref. [20]:

f(E)=dN./dE=CE™, (14)

where C is the constant, power coefficient m takes values within the range 2.0 < m < 3.5;
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Emax Elfm Emax
N = | CE"”dEzC{ } .

Enin I=m E,

‘min

Consequently, the function f(E) is of the form

1-m o
e e "

where £, E  are the maximum and minimum energies of the emitting deuterons.
The radlatlve yield of the reaction is given by Ref. [27]:

Q 1I-m ™ E"c(E)
<y>:9_l(E;;;"—E;:]I" & Y
w2

where Q , Q. are the solid angles of the source (the pinch) and of the target, relatively; 7 is the
density of graphlte target, n=1.129-10* m; dE/dx is the stopping power of the graphite target;
o(E) is the experimental cross-section of the reaction 2C(d, n)"N.

There are two angles Q and Q. that need to be calculated: the former is the angle of emission
of ions from the pinch, and the latter is the angle of arrival of ions to the target.

Deuterium ions are emitted in the form of a cone whose top rests on the grip and its base does
on the target. The solid angle of a cone is given by

Q =2m(1 —cos 0)). (17)

If we assume that the angle 6, = 25° = 0.436 rad, then Q, = 0.587 sr.
The portion of the released ions falls on the graphite target. The angle of arrival of ions to the
target is proportional to the surface area and is given by the following relationship:

Q, =70, = n(r/R), (18)

where r is the radius of the source, R is the distance between the target and the source (the grip).

If we assume that =1 cm and R =20 cm, then Q, =0.0078 sr.

Calculation of the stopping power dE/dx of a graphlte target. The 2013 SRIM (The Stopping
and Range of lons in Matter) program (see Ref. [28]) was used to find the stopping power of
deuterium ions within the energy range 0.6 — 3 MeV within the graphite target. By drawing the
matching curve, we obtained the formula for the stopping power: dE/dx = 51408E 01,

The results obtained are shown in Table 1 and Fig. 2.

Table 1
The ion energy — the stopping power
relationship obtained using SRIM

Ion kinetic energy, MeV | Stopping power, GeV/m
0.60 71.6
0.70 65.0
0.90 55.5
1.00 51.9
1.10 49.0
1.50 394
1.70 36.0
1.80 34.5
2.00 32.0
2.50 27.1
2.75 25.3
3.00 23.7
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6.00E+04
Stopping  5.00E+04 %
power, 4.00E+04 ®
MeV/m 3 00£+04
2.00E+04 -
1.00E+04
0.00E+00 -
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Fig. 2. The dependence of the stopping power of deuterium ions within the graphite target
on their kinetic energy

Finding the experimental cross-section 6(E) for the reaction *C(d, n)"*N. To find this cross-
section, the Experimental Nuclear Reaction Data (EXFOR) of the International Atomic Energy
Agency (IAEA) (see Ref. [29]) was used. This result is presented in Fig. 3 and Table 2. Thus, we
obtained the formula giving the cross-section:

o(E)=-72.771E* + 314E — 164.78.

Table 2

Experimental dependence of cross-section values on the ion energy
for the >C(d, n)"*N reaction taken from EXFOR database

Ion kinetic energy E, Mev o, mb
0.65 12.37
1.04 82.29
1.52 130.2
2.00 186.5
3.00 119.9

Substituting the previous relations to calculate the yield value at the values m = 2.0, 3.0, 3.5,
we can find three (y) values. They are equal respectively:

9.3100-10°°, 1.4534-10°°, 3.1420-10>.

The radioactivity is calculated by Ref. [20]:

A=N () In2/T,, (19)
where T, is the half-life of the radioactive isotope "N, T, = 10 min = 600 s.

Therefzore, the value of the radioactivity for m =2 is: A = 6.99-10° Bq.

The effect of the density of deuterium gas on the value of radioactivity. The density of deute-
rium gas is considered as one of the factors affecting the formation of the plasma sheath, its axial
and radial velocity, and the parameters of the plasma pinch formed at the end of radial phase, and
thus, its effect on the induction generated within the pinch and the voltage generated within it,
and later on the current density and the number of ions emitting from the collapse of the pinch.

The calculations of the density of the gas when changing the pressure of deuterium gas from
the value P =1 Torr to the value at which focusing does not occur, and then finding the values of
the velocities of the axial and radial plasma sheath, the dimensions and the duration of the formed
plasma pinch using the Lee code were performed. The results obtained are presented in Table 3.
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Fig. 3. Cross-section of the >C(d, n)"*N reaction taken from (EXFOR) database
Table 3

The dependence of some key plasma parameters
on the deuterium gas pressure and density using the Lee code

Deuterium gas Plasma sheath velocity Plasma pinch
Pre%‘ssure, Densi;cy, Axial, Radial, km/s Radius, | Length, | Duration,
orr g/m km/s mm mm ns
1 220 176 457 3.01 28.06 13.5
2 440 145 371 3.02 28.04 16.7
3 661 129 327 3.04 28.06 19.1
4 881 118 297 3.05 28.04 21.0
5 1102 111 274 3.06 28.05 22.8
6 1322 105 257 3.08 28.03 243
7 1543 100 243 3.09 28.02 25.8
8 1763 95 231 3.11 28.05 27.3
9 1984 92 221 3.12 28.03 28.6
10 2204 89 211 3.13 28.03 30.0
11 2424 86 203 3.15 28.05 314
12 2645 83 195 3.17 28.02 32.6
13 2865 81 189 3.18 28.04 33.9
14 3086 79 183 3.20 28.03 35.2
15 3306 77 176 3.22 28.04 36.5
16 3527 75 171 3.24 28.05 37.7
17 3747 74 166 3.26 28.04 39.0
18 3968 72 161 3.28 28.04 40.3
19 41885 71 157 3.30 28.02 41.6

The value of the plasma pinch induction, the voltage generated within it, the density of the
ion current and the number of the ejected ions were calculated using the Egs. (10) — (13) (see
Table 4). Then, using Eq. (19), the value of the radioactivity was calculated with changing in the
deuterium gas pressure. The results are shown in Fig. 4.
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Table 4

The dependence of some plasma pinch and deuterium
ion beam parameters on the deuterium gas pressure using the Lee code

Deuteriun Plasma pinch Deuteriun ion beam
gas pressure, Induction Voltage | Current density, Number of
Torr in it, kV kA/m> ejected ions
1 0.9439 494.5 31.64 660
2 0.7645 400.5 23.09 595
3 0.6707 351.4 18.95 559
4 0.6074 318.2 16.35 530
5 0.5599 293.3 14.46 509
6 0.5221 273.5 13.04 489
7 0.4924 257.9 11.95 475
8 0.4656 243.9 10.97 462
9 0.4444 232.8 10.24 452
10 0.4237 221.9 9.534 441
11 0.4056 212.5 8.919 432
12 0.3872 202.8 8.336 419
13 0.3747 196.3 7.924 414
14 0.3608 189.0 7.495 407
15 0.3457 181.1 7.022 395
16 0.3341 175.0 6.668 388
17 0.3230 169.2 6.342 382
18 0.3116 163.2 6.010 374
19 0.3023 158.4 5.753 369
8.00E+05
7.00E+05
6.00E+05
5.00E+05
Activity, , 5oE405
Bq
3.00E+05
2.00E+05
1.00E+05
0.00E+00 T T ]
0 5 10 15 20
Pressure, Torr

Fig. 4. The plots of the radioactivity values versus the deuterium gas pressure

An analysis of the obtained results allows us to note that an increase in the pressure of deu-
terium gas has led to an increase in the time of movement of the plasma sheath both axially and
radially and consequently decreasing of axial velocity of the plasma from 176 km/s at a pressure
of 1 Torr to 71 km/s at the highest pressure value (19 Torr), and the plasma velocity at the top of
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the anode radially decreased from 457 km/s to 157 km/s, and thus, the decrease in the value of
the energy coming from the capacitor bank to the plasma pinch, and as a result the decrease in
the value of the induction inside the plasma pinch and the voltage generated within it, and thus,
the number of ions ejected from the plasma pinch according to Egs. (11) — (13), the value of
the radioactivity of the isotope *N decreases, as shown in Fig. 3, from 710 kBq to 397 kBq. So,
decreasing the gas pressure led to an increase in the radioactivity value of the isotope 13N, but in
order to make it suitable for use in medicine, rather in PET, the radioactivity value must be with-
in the range 370 — 740 MBq [30] and therefore it is necessary to search for additional methods
for increasing the value of radioactivity, apart from the low pressure of deuterium gas, such as
increasing the device’s operating rate, i. e., exposure of the target to a number of successive shots
(i. e., increasing reaction yield) or by increasing the operating power of the device.

Calculation of the radioactivity value when changing the frequency of operation and exposure
time. The value of the radioactivity of the isotope '*N was found at repetition rates equal to 1, 5,
10, 16 Hz and the exposure time of the graphite target to deuterium ions equal to 30, 60, 100,

200, 300, 400, 500 s.
The value of the radioactivity was calculated according to the formula given in Ref. [20]:

4,= N, ) v[1 - exp(-h)]. (20)

where v is the frequency of shots, A = (In 2)/T, , (T, is the radioactive half-period); 7 is the ex-

posure time.
The calculation results are presented in Table 5 and Fig. 5.

Table 5

The dependence of the radioactivity values
on the exposure time at different values of the repetition rate

) Radioactivity value, MBq
Exposure time, s
1Hz | 5Hz | 10Hz | 16 Hz
30 189 | 943 189 302
60 34.9 174 349 558
100 53.8 269 538 861
200 97.8 489 978 1560
300 133.0 | 666 1330 2130
400 164.0 | 818 1640 2620
500 189.0 | 944 1890 3020
3.50E+09
3.00E+09
Activity
Bq 2.50E+09 -
2.00E+09
—e—1Hz
e 5, LSO0E+09 -
—e—10Hz 1.00E+09
—a— 16 Hz 5.00E+08 /
0.00E+00 ———— — :
0 100 200 300 400 500 600
Time, s

Fig. 5. Plots of the radioactivity values versus the exposure time at different repetition rates
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Table 6

The radioactivity values that meet the requirements for use in PET

Radioactivity value, MBq | Exposure time, s | Repetition rate, Hz
489 200 5
538 100 10
558 60 16
666 300 5

It is evident from the results shown in the Table 5 and Fig. 5, that there are four values for
the radioactivity of the isotope for use in a PET technique. We specially listed these values in
ascending order in the separate Table 6.

Conclusions

This study presents a visualization of the operational conditions that should be met in the
NX2 dense plasma focus device as a medium-energy apparatus for the possibility of producing
BN isotope suitable for use in PET. The results also determined the values of the repetition rate
and the exposure time required in order to obtain the value of the required radioactivity, where
four values were obtained.

This study can be expanded in order to study the effect of the geometric dimensions of the
vacuum chamber and the possibility of modifying them for increasing the radioactivity.

We expect that in the current operational conditions, the operating energy of the dense plasma
focus device should not be less than 100 kJ in order to obtain the required radioactivity of 13N
isotope.
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Abstract. In the paper, a comparative analysis and a search for the optimal machine learning
model have been conducted. The model should predict the values of unobservable centrality-
related quantities based on the experimental data for observable quantities, namely, the number
of charged particles and the number of neutral ones born in the interactions of both heavy and
light ultrarelativistic nuclei. The sought-for unobservable values were the numbers of wounded
nucleons involved in the interactions and of the binary nucleon-nucleon collisions. Linear
and polynomial regressions of various degrees, a decision tree (DT), a random forest (RF),
and a multilayer perceptron (MP) were chosen and considered as machine learning models.
The prediction accuracy of the models was characterized and tested by the coefficient of
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highest accuracy, i.e., they gave equally good results.

Keywords: machine learning, nuclei collisions, regression, decision tree, random forest,
multilayer perceptron

Citation: Lobanov A. A., Berdnikov Ya. A., Mitrankov Iu. M., Machine learning models
to determine unobservable centrality-related parameter values for a wide range of nuclear
collisions at the energy of 200 GeV, St. Petersburg State Polytechnical University Journal.
Physics and Mathematics. 16 (2) (2023) 111—120. DOI: https://doi.org/10.18721/IPM.16210

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.
org/licenses/by-nc/4.0/)

© Lobanov A. A., Berdnikov Ya. A., Mitrankov lu. M., 2023. Published by Peter the Great St. Petersburg Polytechnic
University.

111



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2023. Vol. 16. No. 2 >
I

HayuyHas cTaTbs
YOK 539.12
DOI: https://doi.org/10.18721/IPM.16210

MOAE/IU MALLUMHHOIO OBYYEHUA A1 ONPEAEJIEHUSA
3HAYEHU HEHABJIIOAAEMbIX MAPAMETPOB, CBA3AHHbIX
C LEHTPAJIbHOCTbBIO, A1 LLUIUPOKOIO CINEKTPA
AAEPHbIX CUCTEM NPU SHEPIUU 200 3B
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CaHkT-lNeTepbyprckuin NoNUTEXHUYECKUI YHMBepcUTeT MeTpa Benukoro,
CaHkT-NMeTepbypr, Poccus
= |obanov2.aa@edu.spbstu.ru

AnHotanusa. B paGore mpoBeneH CpaBHUTEIbHBIA aHAIW3 M MOUCK ONTMUMAaJIbHOM MOIEIN
MaIlIMHHOTO OOYyYeHHUs, KOTOopasl MO3BOJMIa Obl MpeacKa3biBaTh 3HAUYECHUs HEHaOJI0IaeMbIX
BEJIMYMH, XapaKTepU3YIOIINX LIEHTPAJIbHOCTh, OCHOBBIBASICH Ha 3KCIICPUMEHTAIBHBIX TaHHBIX
IJIsT HAOMIOJAeMBbIX BEIMYMH: YMCJIA 3apsKEHHBIX YaCcTUIl M 4YKMCiIa HEUTPaJIbHBIX YACTHIIL,
POXIAIOIIMXCS BO B3aMMOACHCTBMU KaK TSDKENIBIX, TaK U JIETKUX YJIbTPapessITUBUCTCKUX
saaep. VIckOMbIMM HEHaOIIOZAaeMbIMM BEJIMYMHAMU OBLIM YMCJIO pPaHEHbIX HYKJIOHOB,
YUYaCTBYIOIIMX BO B3aMMOJAEWCTBUM, M YMCIO0 OMHAPHBIX HYKJIOH-HYKJIOHHBIX CTOJTKHOBEHUIA.
B xauecTtBe Mopeseil MalIMHHOTO OOy4YeHMST OBLIM BHIOpAHBI W PACCMOTPEHBI JIMHEHHasT U
TMOJMHOMUAJIBHBIE PETPECCUM PA3IMYHBIX CTereHell, aepeBo peuieHuit (JAP), cayuaitHblii
nec (CJI) w wmHorocnoitubiii nepuentpoH (MIT). TouHocTs mnpenckazaHusi Mojaeseit
XapakTepUu3oBajach M TPOBEpsSIach—KO3(PUIMEHTOM [IeTepMUHALUU. YCTaHOBJIEHO, UTO
moaenau AP, CJI u MII ¢ HauboblIeit TOYHOCTBIO MpeAcKa3bIiBalOT UCKOMbIE 3HAUYEHUS, T. €.
JIal0T OJIMHAKOBO XOPOIIIME Pe3yJIbTaThl.

KioueBbie ciioBa: MalllMHHOE 00y4YeHME, CTOJIKHOBEHME SIAEP, PErPeccus, 1epeBO PEeIIeHUIA,
CIy4alHBIA J1eC, MHOTOCIIOMHBIN IIEPLENTPOH
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Introduction

There is much interest towards machine learning methods, as they yield good results in
diverse fields ranging from speech models to image generation.

For this reason, it seems worthwhile to apply existing machine learning algorithms in nuclear
physics, elementary particle physics and high-energy physics, as well as develop new algorithms.

The physics of ultrarelativistic heavy-ion collisions is a fascinating field of research, holding
immense potential for exploring the unusual state of matter that is quark-gluon plasma [1].

The high-energy interactions of nuclei are generally studied in collider experiments, measuring
the characteristics of particles produced in ion beam collisions [2].

The energy of an ion beam is commonly expressed by the amount of energy per nucleon. This
allows comparing the nucleus—nucleus collisions with proton-proton ones; it is assumed that the
moving nuclei are a nucleon beam, while the collision of nuclei is a combination of nucleon pair
collisions from different nuclei.

© JlobanoB A. A., bepnuukos S. A., MurpankoB 0. M., 2023. Uznarenn: CaHkT-IleTepOyprckuili MmoOJUTEXHUUECKUI
yHuBepcuteT Ilerpa Benukoro.
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It was established in [3] that an important property of nucleus—nucleus collisions is a significant
increase in the average multiplicity (calculated per colliding nucleon pair inside the nucleus) relative
to the average multiplicity observed in a collision of free nucleon pairs (outside the nucleus).

The number of interacting nucleon pairs N, , and the number of wounded nucleons N, o in

nucleus—nucleus collisions characterizes the colhs1on centrality [4]. Centrality determines the
overlap volume of colliding nuclei and is related to the impact parameter of the collision (Fig. 1).

PP

Fig. 1. Schematic representation of nuclear reaction:
spectators (Sp)s; participants (Prt)s; impact parameter 1P
Interacting nucleons (black circles) and non-interacting
nucleons (gray circles) are shown; p are protons, n are neutrons

The overlap volume is in turn related to the number of nucleons participating in the interaction
N_, and the number of wounded nucleons N .. located in this volume and experiencing inelastic
scatterlng The values of N, and N cannot be determined experimentally for each collision of
nuclei (event). However, even carlier data obtained at the RHIC (Relativistic Heavy lon Collider)
and SPS (Super Proton Synchrotron) accelerators [5, 6] showed that the multiplicities of particles
(or their total transverse energies) are directly proportional to N_, and N . This means that N_,
and N . can be determined for the given multiplicities (or total transverse energles)

The goal of this study was to develop an optimal machine learning model allowing to predict
the unobservables characterizing centrality.

These unobservable quantities are the number of wounded nucleons involved in the interaction
and the number of binary nucleon—nucleon collisions.

The prediction should be based on the quantities observed in the experiment: the number of charged
particles and the number of neutrons generated in each individual nucleus—nucleus interaction.

Simulation and computational technique

The machine learning model should predict the number of wounded nucleons Np .. and the
number of binary nucleon—nucleon collisions N _, in a nucleus—nucleus collision at a given initial
energy. The numbers of charged and neutral partlcles in each event in the pseudo-rapidity ranges
3<[q<4and5 <[y <8, respectively, were chosen as the model parameters. The ranges were
selected based on the experimental data, taken close to those used in experiments [2, 7]. The
number of protons and the number of neutral particles in interacting nuclei were added to the
above parameters to extend the functionality of the model for various collision systems.

Because it is impossible to determine the quantities N .and N_ experimentally, N .and N,
taken for training were preliminarily obtained in this study using “the PYTHIAS/Angantyr 8.307
Monte Carlo generator [8].

The center-of-mass energy per nucleon pair was chosen equal to % = 200 GeV for all
nucleus—nucleus collisions considered. This energy is used in a large number of experiments at
the RHIC collider [2].
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The number of nucleus—nucleus collisions generated was 100,000.

From the standpoint of machine learning, prediction of N and N_, depending on the multi-
plicity of charged particles N, and neutrons N isa regressmn problem [9] (supervised training).
For this reason, the methods most commonly used for this type of problems were selected and
considered as machine learning models: linear regression [10], polynomial regressions of different
degrees [10], decision tree [11], random forest [12] and multilayer perceptron [13].

Hyperparameters of the models (the parameters that are not determined during train-
ing) were selected using the Optuna library [14]. Tree Parzen Estimators was chosen as the
algorithm [15].

The determination coefficient R*> [16] characterized the prediction accuracy of the models,
following the expression

>

Z(yi _j}i)z

2 i=
RP=1-=

Z in
i=1

where y, are the reference values (for example, N_ ), y, are the values of N, predicted by the
model, N is the number of values.

The maximum value of the determination coefficient R? is equal to 1. The closer it is to 1, the
closer the values obtained using the model are to the reference values. The model’s prediction
quality for N_, and Np . was characterized by the arithmetic mean of their determination coef-
ficients (smce we intended to predict the values of two quantities). R? refers to this arithmetic
mean from now on.

The confidence intervals and errors of the determination coefficient R?> were found by the
bootstrap method [17].

This numerical method allows to analyze statistical distributions. It is based on repeated Monte
Carlo generation based on the available sample (introduced in 1977 by Bradley Efron and con-
sisting in generating an empirical distribution [18] based on the available sample). Using the
empirical distribution as a theoretical probability distribution allows generating a large number of
pseudo-samples of arbitrary size via a random number generator. The resulting set of pseudo-sam-
ples is used to estimate the mean value and the error, constructing a confidence interval for the
considered random variable with a confidence probability p = 0.997.

o N e N, values can be obtained for each nucleus—nucleus interaction (100,000 collisions
generated in PYTHIA8/Angantyr were taken). This is used to construct the dependence of N,
Np .. on the multiplicity of charged particles N, for the collision of gold nuclei (Au + Au) at an
energy \s,, = 200 GeV (initial data).

Fig. 2, a shows the dependence of N, on N ,, obtained in the manner described here. Evidently,
N_,N, have certain distributions that occur during simulation in the PYTHIAS/Angantyr pack-
age. To accelerate the training and optimize the performance of the models, these distributions of
quantities were divided into 50 intervals, each characterized by a specific average value of a phys-
ical quantity. Fig. 2,b shows such an averaged dependence for the number of nucleon—nucleon
collisions <N_,> on the average multiplicity of charged particles <N >.

The resultlng 50 intervals were randomly divided into 80% for trammg the models and 20%
for testing them.

A similar computational pattern appears for the dependence of N .onN_.

Comparison of linear and polynomial machine learnlng models for
predicting the dependence N_,(N,,) in Aut+Au collisions

coll
As mentioned above, the following machine learning models were used: linear regression,
polynomial regressions of various degrees, decision tree, random forest and multilayer perceptron.
Linear and polynomial regression. Let us start our consideration with the simplest of the above
models. Quadratic and cubic functions were chosen as models of polynomial regression to avoid
overfitting the model at higher degrees of the polynomial [19]. For comparison, a collision system
of gold nuclei (Au+Au) was considered at the interaction energy \/_ = 200 GeV.
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Fig. 2,a shows the dependence of the number of nucleon—nucleon collisions on the multiplic-
ity of charged particles approximated by linear, quadratic and cubic functions. Fig. 2,6 shows the
dependence of the average number of wounded nucleons <N_ > on the average multiplicity of
charged particles <N,> approximated by the same three functions.

Analyzing the data in Fig. 2, we can conclude that the approximation by a linear function
systematically overestimates the number of wounded nucleons at high multiplicities of charged
particles. For this reason, we only consider the computational results for polynomials of the 2nd
and 3rd degrees.

a) b)
N coll (N coll)

250 250

Y

200 200

150 150
100 100

50 50

0 0

0 200 400 600 800 1000 R, 0 200 400 600 800 1000 (N

Fig. 2. Initial (gray area) (a) and averaged (symbols) (b) computational dependences
for the number of nucleon—nucleon collisions of gold nuclei versus the initial (a)
and averaged (b) multiplicity of charged particles; data approximation by various functions:
linear (solid lines), quadratic (dashes) and cubic (dash-dotted lines)

Predictions made by machine learning models
for the N_, (IV,) dependence for heavy ion collisions

To estimate the capabilities that the models have for generalizing the dependences and deter-
mining them, let us consider training on symmetric collision systems: copper (Cu + Cu), xenon
(Xe + Xe), gold (Au + Au), lead (Pb + Pb) and uranium (U + U), subsequently testing them on
asymmetric systems (see Table 1).

Here we give a dependence of R? for various models and various collisions systems on which
the models were not trained. As follows from analysis of the data in Table 1, the results produced
by the 3rd degree polynomial dependence are noticeable worse for most heavy ion collision sys-
tems, and differ from those given by other models. The determination coefficient R> in many
systems is significantly less than unity for such a model. Therefore, it seems ill-advised to further
consider this model.

The obtained values of the determination coefficient coincide within the error for all models
(except for the 3rd degree polynomial) within the same system (see Table 1). An exception is
observed for polynomial regression of the 3rd degree, for which the value of R? is statistically
significantly different from other models.

Predictions for collisions of light-heavy nuclei
This section considers training of the models on light-heavy ion collisions
p+Au,p+Cu,d+Au,d+ Cu, He + Au, He + Cu,
where p are protons, d are deuterium nuclei.
The models are also verified on asymmetric systems given in Table 2. This situation is inter-

esting as it allows to carry out further generalization to various (different from the ones previously
considered) collision systems and to check how well the models can perform in this case.
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Table 1

Determination coefficients for various models and non-symmetric collision systems

.. Determination coefficient R
Collision Polynomial Decision Random Multilayer
system 2nd degree | 3rd degree tree forest perceptron
Cu + Xe | 0.990+0.025 | 0.175+0.005 | 0.9794+0.030 | 0.981+0.021 | 0.967+0.023
Cu+Au | 0.986+0.023 [-2.301+£0.328| 0.9634£0.024 | 0.969+0.028 | 0.934+0.025
Cu+Pb | 0.984+0.026 |—0.087+0.442| 0.960+0.027 | 0.9634+0.026 | 0.926+0.024
Cu+U [0.982+0.029 | 0.460+0.769 | 0.960+0.026 | 0.9614+0.031 | 0.921+0.024
Xe +Au | 0.997+£0.028 | 0.155+0.004 | 0.991+0.027 | 0.9924+0.030 | 0.987+0.029
Xe +Pb | 0.996+0.026 |-0.284+0.013| 0.990+0.026 | 0.991+0.027 | 0.984+0.029
Xe+U [0.996+0.028 |-0.224+0.119| 0.987+0.029 | 0.989+0.026 | 0.977+0.022
Au+Pb | 1.000+£0.031 | 0.999+0.025 | 0.9984+0.024 | 0.999+0.026 | 0.999+0.030
Au+U | 0.999+0.024 | 0.901+0.024 | 0.998+0.030 | 0.998+0.027 | 0.996+0.027
Pb+U | 0.999+0.027 | 0.96340.026 | 0.998+0.027 | 0.998+0.031 | 0.997+0.028

Note. Data are given for verification of the models for collision systems on which the models were

not trained.

Table 2
Determination coefficients for four models
and for systems of light-heavy ion collisions
Collision Determ'in‘ation coefficient R? ‘
2nd degree Decision Random Multilayer
system .
polynomial tree forest perceptron
p+U 0.511+£0.016 0.988+0.031 | 0.965+0.026 | 0.953+0.026
p+Xe 0.978+0.029 0.990+0.028 | 0.973+0.026 | 0.947+0.026
d+Pb 0.856+0.022 0.996+0.028 | 0.987+0.027 | 0.983+0.027
d+U 0.507+0.015 0.996+0.023 | 0.983+0.027 | 0.983+0.026
d+ Xe 0.990+0.031 0.988+0.024 | 0.982+0.024 | 0.973+0.022
He + Pb 0.863+0.023 0.996+0.033 | 0.990+0.026 | 0.991+0.024
He + U 0.597+0.016 0.993+0.026 | 0.977+0.026 | 0.992+0.024
He + Xe 0.989+0.030 0.989+£0.026 | 0.982+0.024 | 0.983+0.023

Note. Data are given for verification of the models for collision systems on which the models were
not trained.

Table 2 shows the dependence of the determination coefficient for the models considered in
this paper and various nuclear systems on which the models were not trained. It follows from the
data in the table that the 2nd degree polynomial dependence gives noticeably worse (statistically
validated) results, unlike other models. The determination coefficient for this model is signifi-
cantly different from unity in many systems. As in the first case, it seems impractical to consider
it further.

The obtained values of the determination coefficient coincide within the error for all other
models (except for the results for the 2nd degree polynomial) within the same system.

Generalized case

It is of the greatest interest to apply the models to interactions of both light-heavy and heavy-
heavy nuclei. The models were trained for such situations on a range of collision systems of both
light and heavy nuclei, considered in the previous two sections:
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Cu + Cu, Xe + Xe, Au + Au, Pb + Pb, U + U;

p+Au, p+Cud+Au,d+ Cu, He + Au, He + Cu.

The prediction accuracy was verified on the collision systems listed in Table 3. The Table also
gives values of R? for different models, depending on the collision system. Analyzing the obtained
results, we can conclude that all models yield similar values of the dtermination coefficient within
the error.

Table 3

Generalized computations of determination coefficients for three models
and various collision systems that did not participate in the training

. Determination coefficient R
Collision — -
system Decision Random Multilayer
tree forest perceptron
p+U 0.984+0.030 0.954+0.026 0.955+0.026
p+Xe 0.984+0.029 0.960+0.024 0.956+0.025
d+Pb 0.996+0.027 0.982+0.024 0.990+0.026
d+U 0.990+0.024 0.974+0.025 0.987+0.025
d+ Xe 0.984+0.022 0.971+0.023 0.971+0.026
He + Pb 0.997+0.026 0.985+0.024 0.991+0.029
He +U 0.993+0.026 0.981+0.029 0.990+0.030
He + Xe 0.985+0.024 0.987+0.032 0.987+0.026
Cu + Xe 0.980+0.025 0.982+0.031 0.990+0.027
Cu+Au 0.969+0.023 0.965+0.025 0.983+0.023
Cu + Pb 0.965+0.027 0.961+0.025 0.981+0.029
Cu+U 0.959+0.024 0.959+0.023 0.980+0.027
Xe + Au 0.991+0.023 0.992+0.029 0.996+0.024
Xe +Pb 0.991+0.027 0.991+0.029 0.995+0.028
Xe+U 0.988+0.026 0.987+0.025 0.993+0.026
Au +Pb 0.999+0.027 0.999+0.027 0.999+0.023
Au+U 0.997+0.028 0.998+0.026 0.998+0.025
Pb+U 0.998+0.025 0.999+0.030 0.999+0.028
Conclusion

We carried out a comparative analysis of machine learning models to determine the opti-
mal algorithm for obtaining experimentally unobservable parameters characterizing the collision
centrality, specifically, the number of wounded nucleons and the number of binary nucleon
collisions, based observable quantities, i.e., the multiplicity of charged particles and the number
of neutrons produced in the collision. We adopted models of polynomial regression of different
degrees, decision tree, random forest and multilayer perceptron.

It was established in the analysis that the decision tree, the random forest and the multilayer
perceptron predict the values of N —and N_, with the greatest accuracy (R? = 0.95), which is
to say that these models yield equaﬁy good results (within uncertainty) for a fixed initial energy.

We propose an additional parameter that is the initial energy of colliding nuclei \/mv to be
introduced as a natural continuation of this study to expand the applicability range of the consid-
ered models to an arbitrary range of initial energies.

The computations were run on an Intel® Core™ i9-9980XE processor and an NVIDIA GeForce
RTX™ 2080 Ti video card. RAM was 64 GB.
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Abstract. This paper continues studies in machine learning models capabilities aimed to
finding the best way to predict the values of unobservable quantities that characterize centrality,
based on experimental data for observable quantities: the number of charged particles and
the number of neutrons produced in ultrarelativistic nuclear interactions. The sought-for
unobservable quantities were the number of wounded nucleons involved in the interaction
and the number of binary nucleon-nucleon collisions. A decision tree, a random forest, and a
multilayer perceptron (MP) were tested as machine learning models. The prediction accuracy
of the models was characterized by the coefficient of determination R?. Dependences of R?
values on initial energies (40—200 GeV) for different systems of colliding nuclei were obtained.
The MP model was found to be able to predict the values of unknown quantities in a wide range
of initial energies for different systems of nuclear interactions with good accuracy.
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3HAYEHU HEHABJIIOAAEMbIX MAPAMETPOB, ONMUCbIBAIOLLLUX
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AnHoramusa. JlanHas paboTra MPOMOJIKAET HCCIEIOBaHUS BO3MOXHOCTEH MoOjeeit
MAIlIMHHOTO OOYyYeHWs, HallpaBJIeHHble Ha TIOMCK ONTUMAJbHOTO TIYTU TpeacKa3aHus
3HAUEHUII HEHAOMI0JaeMbIX BEJIMYWH, XapaKTepU3YIOIIUX IIeHTPaIbHOCTh, OCHOBBIBASICH
Ha 3KCIEPUMEHTAJIbHBIX IAaHHBIX IJIs HAOJIONAEMBIX BEJIWYMH: YMCJIA 3aPSIKEHHBIX YaCTHUIL
U Yucja HEWTPOHOB, DPOXMAIOIIMXCS BO B3aUMOJCHUCTBUU YJIbTPAPESITUBUCTCKUX SIIEP.
HckoMbIMKM HeHaOMOJAEMbIMU BEJTMYMHAMU OBUTM YMCJIO PAHEHBIX HYKJIOHOB, YYaCTBYIOIIUX
BO B3aMMOJEMCTBMM, WM YMCJIO OMHAPHBIX HYKJIOH-HYKJOHHBIX CTOJKHOBeHMiIl. B KauecTBe
MOJieJiell MallIMHHOTO OOY4YeHUsI ObUIM TPOTECTUPOBAHBI JEPEBO PEIIECHUWI, CIyJYailHBIN Jiec
u MHOrocsolHbI TiepuenTtpod (MIT). TouHoCTh TIpeacKa3aHust MOIEIei XapaKTepu3oBajiach
ko3 duLmenTom nerepmuHanuu (R?). IloaydeHbl 3aBUCUMOCTU 3HAaYeHUd R’ OT HayaJbHBIX
sHepruii (200 — 40 I'sB) mast pasHbIX CUCTeM CTaJKMBAIOIIUXCS SAEp. YCTaHOBJIEHO, UTO
mojenb MIT criocoGHa ¢ Xxopouleil TOUHOCThIO MPEJACKA3bIBaTh 3HAYEHUS UCKOMBIX BEJIMYUH B
LIMPOKOM AMana3oHe HayadbHbIX 9HEPIUid JUISl Pa3IMUHBIX CUCTEM SIACPHBIX B3aUMOIEUCTBUIA.

KioueBbie cjoBa: MallMHHOE OOydyeHHUE, CTOJIKHOBEHHUE SIAep, HadyajbHash DSHEpPrus,
K03 dULIMEHT AeTepMUHALMU, MHOTOCIOMHBINA MePLEITPOH

Ccepuika a1 matupoBannst: Jlooarnos A. A., bepmaukos A. 5., MutpankoBa M. M. Monenu
MaIIMHHOTO O0YUYEHUS IJTsSI HAXOXACHUSI 3HAU€HU I HEeHAOTI01aeMbIX TAPAMETPOB, OTTUCHIBAIOIIINX
C UEHTPAJIbHOCTb, MPU CTOJKHOBEHMSIX PA3IUYHBIX SIIEP B 9HEPreTuyeckoM auamnazoHe ot 40
1o 200 I'sB // Hayuno-texnumyeckue Begomoctu CIIGITIY. ®Pusuko-MareMaTHdecKue HayKH.
2023. T. 16. N 2. C. 121—131. DOI: https://doi.org/10.18721/ JPM.16211

CrtaTtbs OTKpbITOro goctyna, pacnpoctpaHsemas no nuueHsum CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

Algorithms based on machine learning methods have long yielded good results in various fields
of science and technology, often surpassing standard algorithms [1]. In fiew of this, it seems rea-
sonable to apply machine learning to physics of ultrarelativistic collisions of nuclei.

This paper intends to continue and expand the studies in [2]. This initial study applied
machine learning methods to determine the values of unobservable experimental quantities from
the observed ones. The former include the number of binary nucleon—nucleon collisions N_, in
a nucleus—nucleus collision at a given initial energy and the number of wounded nucleons Np -
produced in a nucleus—nucleus collision. The latter are the number of charged particles N, and
the number of neutrons N produced in each individual nucleus—nucleus interaction.

We have found that three models, namely, a decision tree, a random forest and a multilayer
perceptron, are capable of predlctlng the values of N, and Np .. With good accuracy in a wide
range of collision systems [2].

© JlobanoB A. A., bepnmuukoB A. f1., MurpankoBa M. M., 2023. Uznatens: Canxr-IleTepOyprckuit moJMTeXHUUECKUI
yHuBepcuteT Ilerpa Benukoro.
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However, the above-mentioned study was limited to considering the applicability of the mod-
els only for a given initial center-of-mass energy m = 200 GeV.

As the next stage in our research, we intend to find out whether these models are applicable
for varying values of the initial energy \/WV In fact, the initial energy can determine the nature of
the processes occurring during the collision of nuclei [3].

This paper analyzes the applicability of machine learning models to predicting the number of
wounded nucleons Np .. involved in the interaction and the number of binary nucleon—nucleon
collisions N _, (parameters characterizing centrality) at initial energies in the range of 40—200 GeV.

The basis for the models are the quantities observed experimentally: the number of charged
particles and the number of neutrons produced in each individual nucleus—nucleus interaction for

various systems of colliding nuclei.

Computational technique

The input parameters of the models (decision tree, random forest and multilayer perceptron)
are the multiplicities of charged particles N, and neutrons N _ .

The multiplicity of charged particles was set in the range of pseudorapidities 3 < [n| < 4, and the
number of neutral particles in the range of pseudorapidities 5 < n| < 8. These ranges were selected
based on the experimental data from [4]. Additional input parameters of the models were the
number of protons and neutrons in colliding nuclei and the center-of-mass energy Vs, [5]. These
parameters allow simulating collisions of nuclei of different nature at different initial energies.

We considered collision events for a wide variety of nuclei used by researchers in a large num-
ber of very diverse experiments [4]. These nuclei are hydrogen H (protons) p, helium He, copper
Cu, xenon Xe, gold Au, lead Pb and uranium U.

The models were trained on the following binary systems, randomly selected from the
above nuclei:

p+Cu,p+U,He+ Xe, He + U, Cu + Cu, Cu + Xe, Xe + Pb, Au+ Au.
The predictions of the models were verified on the following binary systems:

p +Pb, p+Xe, p+ Au, He + Cu, He + Au, He + Pb
(light-heavy collision systems);

Cu+Au, Cu+Pb,Cu+U,Xe+U,Au+Pb,Au+U,Pb+U
(asymmetric heavy collisions)

Xe+ Xe, Pb+Pb, U+ U
(symmetric heavy collision systems).

The selected initial energies \s,, lay in the range from 40 to 200 GeV [4].

The models were trained at energies in the range of 40—200 GeV with a step of 40 GeV, and
verified in the extended energy range of 20—260 GeV with a step of 20 GeV. The tables below
give only part of the data obtained (not for all selected initial energies) for space considerations.

The same as in [2], training of the models and verification of their prediction accuracy were
preceded by simulation (generation) of the above-mentioned binary collisions, but at differ-
ent initial energies (see above). The PYTHIAS8/Angantyr 8.307 software was used to generate
collisions [5]. The number of generated events was 100,000. Numerical values of wounded nucle-
ons N _and binary nucleon—nucleon collisions N, were obtained from each event, as well as
multiplicities of charged particles and neutrons (reference values).

The decision tree [6], random forest [7] and multilayer perceptron [8] were considered as
machine learning models, as in the previous study [2], where these models produced the best results.

The model parameters that the program did not determine during training (hyperparameters)
was selected with the Tree Parzen Estimators algorithm [9] from the Optuna library [10].

The details of the simulation were as follows. The decision tree model had a depth of 63. The
random forest model included 37 estimators with a maximum depth of 84 each. The multilayer
perceptron consisted of 7 input neurons, 5 hidden layers of 512 neurons each, with a ReLLU acti-
vation function and an output layer of two neurons with a linear activation function. The number
of epochs for training was 45, and Adam was chosen as the gradient descent optimizer [11].
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The prediction accuracy provided by the models for N, and N oy WS characterized by the
determination coefficients R>, , and R2 . [12], which are determlned by the following formula:

Z(y, 7)

zyi

i=l1

>

Ncoll

where R includes R?, & or R? Npar Vi @T€ the reference values of the given quantities; y, are the
values predicted by the model N is the number of values [2].
The prediction accuracy of the parameters N, and N was characterized by the arithmetic

mean R of R, for N and R, for N [13]""

Neoll Npart part

2 2
EZ—RN +R

coll part

2

The closer R’ to unity (the maximum value), the closer the computational values to the
reference ones.

Confidence intervals and errors of the determination coefficient R’ were found by the bootstrap
method [14].

Computational results and discussion

Tables 1—9 present the computational results for the determination coefficients R?> depending
on the initial energy of colliding nuclei \/7\,, for three classes of collision systems on which the
verification was performed.

The models that gave the best results are considered (see [2]): a multilayer perceptron, a deci-
sion tree and a random forest.

As follows from analysis of the data presented in the tables, all models used yield good results
for any systems of colliding nuclei at initial energies of 40, 80, 120, 160 and 200 GeV (on which
the models were trained), since the values of R> > 0.95.

Because one of our goals was to analyze the results of model predictions at points interpolated
and extrapolated by energy, the tables show the determination coefficients at energies of 20, 60,
180 and 220 GeV.

Table 1
Determination coefficients of multilayer perceptron model as function
of initial energies \/_ for light-heavy collision systems
\/%’ Determination coefficient R? for collision system
GeV p+Xe p+Au p+Pb He + Au He+U
20 0.742+0.019 | 0.706+0.023 | 0.789+0.024 | 0.902+0.023 | 0.895+0.022
40 0.954+0.022 | 0.956+0.025 | 0.954+0.028 | 0.984+0.023 | 0.988+0.025
60 0.967+0.025 | 0.965+0.025 | 0.932+0.025 | 0.983+0.025 | 0.983+0.023
80 0.951£0.026 | 0.967+0.028 | 0.969+0.024 | 0.987+0.026 | 0.988+0.026
160 0.957+£0.025 | 0.957+0.021 | 0.965+0.027 | 0.989+0.025 | 0.989+0.026
180 0.957+£0.027 | 0.9604+0.026 | 0.961+0.026 | 0.989+0.024 | 0.990+0.024
200 0.955+0.029 | 0.948+0.026 | 0.959+0.026 | 0.987+0.027 | 0.990+0.024
220 0.952+0.027 | 0.949+0.023 | 0.951+0.029 | 0.983+0.025 | 0.988+0.030
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Table 2
Determination coefficients of multilayer perceptron model as function
of initial energies Vs, for asymmetric heavy collision systems
\/% Determination coefficient R? for collision system
GeV | Cu+Au | Cu+Pb | Xe+Pb | Xe+U | Au+Pb | Au+U | Pb+U
20 0.860+ 0.846+ 0.725+ 0.733+ 0.679+ 0.689+ 0.685+
+0.023 +0.021 +0.019 +0.018 +0.014 +0.019 +0.016
40 0.978+ 0.978+ 0.988+ 0.994+ 0.999+ 0.998+ 0.999+
+0.023 +0.024 +0.023 +0.023 +0.024 +0.028 +0.029
60 0.969+ 0.949+ 0.995+ 0.951+ 0.980+ 0971+ 0.975+
+0.028 +0.024 +0.026 +0.024 +0.025 +0.025 +0.028
20 0.993+ 0.990+ 0.998+ 0.993+ 0.998+ 0.994+ 0.994+
+0.029 +0.026 +0.025 +0.028 +0.027 +0.024 +0.028
160 0.996+ 0.994+ 0.999+ 0.998+ 0.998+ 0.998+ 0.998+
+0.028 +0.023 +0.025 +0.027 +0.025 +0.031 +0.030
180 0.995+ 0.994+ 0.999+ 0.998+ 0.999+ 0.998+ 0.998+
+0.030 +0.028 +0.022 +0.033 +0.026 +0.028 +0.023
200 0.994+ 0.994+ 0.999+ 0.997+ 0.999+ 0.998+ 0.998+
+0.024 +0.024 +0.024 +0.025 +0.035 +0.026 +0.029
290 0.996+ 0.993+ 0.999+ 0.997+ 0.999+ 0.998+ 0.998+
+0.028 +0.030 +0.027 +0.028 +0.026 +0.025 +0.028
Table 3
Determination coefficients of multilayer perceptron model as function
of initial energies Vs, for symmetric heavy collision systems
\/S;], Determination coefficient R? for collision system
GeV Xe + Xe Pb + Pb U+U
20 0.840+0.022 0.682+0.020 0.627+0.020
40 0.960+0.028 0.998+0.025 0.998+0.023
60 0.899+0.024 0.985+0.026 0.972+0.027
80 0.972+0.026 0.998+0.027 0.993+0.028
160 0.992+0.026 0.998+0.026 0.998+0.028
180 0.993+0.026 0.999+0.032 0.998+0.025
200 0.993+0.029 0.999+0.027 0.999+0.028
220 0.992+0.028 0.999+0.029 0.999+0.024

125



4 St. Petersburg Polytechnic University Journal. Physics and Mathematics. 2023. Vol. 16. No. 2

>
I
Table 4
Determination coefficients of decision tree model as function
of initial energies Vs, for light-heavy collision systems
\/% Determination coefficient R? for collision system
GeV p+Xe p+Au p+Pb He + Au He+U
20 0.399+0.009 0.151+0.004 0.251+0.007 0.228+0.006 0.328+0.008
40 0.978+0.025 0.978+0.027 0.986+0.025 0.975+0.028 0.983+0.029
60 0.577+0.014 0.672+0.019 0.454+0.014 0.502+0.013 0.611+0.019
80 0.969+0.034 0.973+0.026 0.964+0.023 0.972+0.025 0.970+0.027
160 0.985+0.026 0.995+0.028 0.988+0.027 0.983+0.030 0.997+0.024
180 0.971+£0.024 0.983+0.024 0.985+0.026 0.964+0.026 0.980+0.036
200 0.982+0.027 0.980+0.029 0.989+0.029 0.966+0.028 0.969+0.030
220 0.993+0.028 0.988+0.031 0.980+0.027 0.974+0.026 0.953+0.029
Table 5
Determination coefficients of decision tree model as function
of initial energies Vs, for asymmetric heavy collision systems
\/% Determination coefficient R? for collision system
GeV | CutAu | CutPb | XetPb | XetU | Au+Pb | AutU | Pb+U
20 0.260+ 0.268+ 0.359+ 0.304+ 0.361+ 0.398+ 0.364=+
+0.008 +0.008 +0.008 +0.008 +0.015 +0.010 +0.010
40 0.966+ 0.976+ 0.981+ 0.994+ 0.996+ 0.992+ 0.989+
+0.023 +0.027 +0.028 +0.033 +0.024 +0.027 +0.028
60 0.293+ 0.173+ 0.027+ 0.557+ 0.685+ 0.732+ 0.782+
+0.008 +0.004 +0.001 +0.016 +0.018 +0.022 +0.021
20 0.989+ 0.980+ 0.997+ 0.994+ 0.996+ 0.991+ 0.988+
+0.027 +0.026 +0.026 +0.024 +0.027 +0.027 +0.025
160 0.982+ 0.973+ 0.990+ 0.996+ 0.989+ 0.986+ 0.978+
+0.026 +0.026 +0.028 +0.028 +0.028 +0.026 +0.023
130 0.966+ 0.968+ 0.978+ 0.983+ 0.990+ 0.976+ 0.978+
+0.027 +0.028 +0.024 +0.025 +0.027 +0.027 +0.030
200 0.980+ 0.986+ 0.983+ 0.994+ 0.996+ 0.988+ 0.982+
+0.025 +0.026 +0.024 +0.027 +0.027 +0.023 +0.027
220 0.976+ 0.984+ 0.964+ 0.987+ 0.988+ 0.979+ 0.978+
+0.026 +0.028 +0.026 +0.024 +0.025 +0.028 +0.024

126



Nuclear Physics

Table 6
Determination coefficients of decision tree model as function
of initial energies Vs, for symmetric heavy collision systems
\/S;], Determination coefficient R? for collision system
GeV Xe + Xe Pb+ Pb U+U
20 0.275+0.007 0.383+0.010 0.329+0.009
40 0.983+0.025 0.996+0.029 0.983+0.027
60 0.169+0.005 0.715+0.020 0.757+0.021
80 0.981+0.027 0.994+0.028 0.970+0.025
160 0.965+0.023 0.994+0.026 0.965+0.025
180 0.971+0.025 0.984+0.028 0.973+0.027
200 0.978+0.025 0.995+0.023 0.978+0.025
220 0.979+0.023 0.989+0.028 0.977+0.028
Table 7
Determination coefficients of random forest model as function
of initial energies Vs, for light-heavy collision systems
\/% Determination coefficient R? for collision system
GeV p+Xe p+Au p+Pb He + Au He +U
20 0.311+0.008 0.098+0.002 | 0.205+0.006 | 0.192+0.006 | 0.302+0.009
40 0.979+0.026 | 0.980+0.024 | 0.985+0.025 0.980+0.025 | 0.980+0.025
60 0.628+0.016 | 0.705+0.015 | 0.508+0.012 | 0.589+0.016 | 0.661+0.019
80 0.973+£0.024 | 0.989+0.032 | 0.988+0.028 | 0.983+0.025 | 0.979+0.030
160 0.990+0.023 0.991+0.029 | 0.987+0.025 0.981+0.027 | 0.992+0.028
180 0.989+0.028 | 0.994+0.031 0.993+0.025 0.990+0.029 | 0.992+0.032
200 0.994+0.029 | 0.993+0.027 | 0.997+0.025 0.984+0.02 0.984+0.030
220 0.986+0.030 | 0.994+0.027 | 0.990+0.030 | 0.980+0.027 | 0.970+0.024
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Table 8
Determination coefficients of random forest model as function
of initial energies Vs, for asymmetric heavy collision systems
\/% Determination coefficient R? for collision system
GeV | CutAu | CutPb | XetPb | XetU | AutPb | AutU | Pb+U
20 0.270+ | 0.274+ | 0.343+ | 0.290+ 0.338+ 0.378+ 0.352+
+0.007 | +£0.007 | +0.012 | +0.007 | +0.010 +0.010 +0.008
40 0.983+ | 0.986+ | 0.992+ | 0.995+ 0.994+ 0.972+ 0.967+
+0.027 | +£0.026 | +0.029 | +0.027 | +0.024 +0.025 +0.028
60 0.501+ | 0.393+ | 0.282+ | 0.709+ 0.754+ 0.793+ 0.806=+
+0.012 | +0.011 +0.007 | +0.018 +0.020 +0.021 +0.020
20 0.988+ | 0.984+ | 0997+ | 0.994+ 0.992+ 0.974+ 0.968+
+0.025 | +£0.028 | +0.026 | +0.028 +0.031 +0.025 +0.025
160 0.988+ | 0.987+ | 0.996+ | 0.998+ 0.995+ 0.985+ 0.981+
+0.031 +0.024 | +0.033 | +0.025 +0.028 +0.031 +0.026
180 0.985+ | 0.984+ | 0.983+ | 0.995+ 0.992+ 0.984+ 0.983+
+0.027 | +£0.027 | +0.026 | +0.023 +0.025 +0.027 +0.027
200 0.986+ | 0.988+ | 0983+ | 0.997+ 0.993+ 0.987+ 0.983+
+0.025 | +£0.025 | +0.024 | +0.028 +0.028 +0.024 +0.029
220 0.977+ | 0.980+ | 0962+ | 0.987+ 0.984+ 0.976+ 0.975+
+0.026 | +0.024 | +0.026 | +0.026 | +0.027 +0.028 +0.023
Table 9
Determination coefficients of random forest model as function
of initial energies \/sNN for symmetric heavy collision systems
\/% Determination coefficient R? for collision system
GeV Xe + Xe Pb + Pb U+U
20 0.277+0.008 0.379+0.010 0.311+0.008
40 0.986+0.023 0.990+0.029 0.947+0.027
60 0.456+0.014 0.759+0.022 0.768+0.022
80 0.977+0.030 0.986+0.030 0.952+0.027
160 0.985+0.026 0.995+0.029 0.968+0.027
180 0.986+0.032 0.991+0.028 0.977+0.027
200 0.988+0.027 0.992+0.025 0.973+0.025
220 0.978+0.028 0.981+0.029 0.971+0.027
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Comparing the data obtained, we can conclude that the multilayer perceptron model showed
the best results compared to the others with an interpolated initial energy of 60 GeV, since its
R? values are closest to unity. We should also note that the value of R? for the decision tree and
random forest models is noticeably less than unity (within the errors given in the tables).

Further analysis of these tables suggests that all models show good results for extrapolating the
given values towards higher energies (220 GeV), R> > 0.9. However, all models proved incapa-
ble of fully describing the considered dependences at energies lower than the ones on which the
training was conducted (20 GeV). The determination coefficient R?> is much less than unity for
all three models considered in this study. This is due to excessively low multiplicities of charged
particles N, and neutrons N at an initial energy of 20 GeV. Because of the strong differences
in the values of N,and N at 20 GeV, as well as at the energies on which the training was con-
ducted, none of the models turned out to be capable of correctly predicting the required values
of N and N

coll part®
Conclusion

The studies carried out allowed to establish an optimal machine learning model capable of
predicting the number of wounded nucleons N .. and the number of binary nucleon collisions
N, characterizing the collision centrality, which are not observed in the experiment, based on
the experimentally observed multiplicity of charged particles N, and the number of neutrons
N .. produced in the collision for a wide variety of collision systems with the initial energies \/_
ranglng from 40 to 200 GeV.

We established for the initial conditions and the selected parameters (the energies and col-
lision systems on which the training was conducted, as well as the energies of the interpolated
and extrapolated points) that the multilayer perceptron model gives the best results compared to
the decision tree and random forest models. Moreover, the multilayer perceptron can predict the
values of N, and N . with high accuracy (R* > 0.9) in collisions at higher (extrapolated) initial
energies: 220 240 and 260 GeV.

Intel® CoreTM 19-9980XE processor, NVIDIA GeForce RTX™ 2080 Ti graphics card and 64 GB
RAM were used for the computations.
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Introduction

The motion equation of a particle of mass m and a charge g in the electromagnetic field has
been studied extensively in classical relativistic electrodynamics, and has the following form [1]:

d
P _ E+LvxH], (1)
dt c

where the momentum p of the particle and its velocity V are related as follows:

mV

p=—T— 2)
G
c

The change de in the energy of the particle was widely established to be determined by the
equation

d
£ _GE-V, 3)
where dt
2
_ mc _ 2 4 2 2
g_—V2 =m’c* +c’p’. 4
1=
cZ

From Egs. (1) and (4) the relationship between the energy € and the longitudinal component
n'p of the momentum p of the particle can be represented as an integral of motion in the
following form:

)

mc(l—n- V
€= 'pc =7,c, Yoz(—zﬂ)a p=—

1-B ¢’
where n is the normal vector directed along the particle’s trajectory.

© AxunuoB H. C., Heseueps A. [1., MapteinoB A. A., 2023. Usnatens: Caukr-IleTepOyprckuili moJnTeXHUIECKUI
yauBepcutet Iletpa Benaukoro.
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It was demonstrated in Ref. [2] that the integral (5) was the same for a plane monochromatic
electromagnetic wave and a constant uniform magnetic field.

The acceleration and radiation of relativistic particles were explored in several works [3, 4].
However, generally, the dynamics of particle acceleration was considered under the action of
external ponderomotive forces of electromagnetic nature [5 — 9].

In Refs. [2, 10 — 14], the motion integrals of a charged particle were obtained, and the
particle momentum was demonstrated to be written as an explicit function of the zero coordinate
§ (§ =t —z/c where t, z are the laboratory time and coordinate respectively, and c is the velocity
of light in vacuo).

In the absence of external forces acting on the particle, the particle's motion is free and obeys
the basic dynamics equation. In this study, we focused on the non-electromagnetic 2D force
action upon a particle. We intend to show that the motion integral (5) is valid for any particle
motion in free space.

The objective of this study is to analyze the dynamics of an uncharged relativistic particle in
the absence of external electromagnetic fields, i. e., E = H = 0, scalar ¢ = 0, and vector field
potentials F for the following force acting A = 0, on the particle is of the form

F= P #0, (6)
dt
where p is the relativistic momentum of the particle (see Eq. (2)).

Eventually, we show that the integral of motion is also applicable in the absence of fields
(E=H=0,0=0, A=0). We consistently derive formulas for the space-time coordinate |,
coordinate r, velocity §, momentum p, energy € and radiation intensity / =— de/dt of the particle,
depending on the motion integrals O and Q..

Finally, we demonstrate the dependence of the dynamic parameters (§, r, B, p, € and /) on
the motion integral vy.

The main goal of this work is to obtain invariant forms of the integrals of motion

y=y(r.1,0)and 0, = 0, (0, 1.)

in 1 + 1 dimensions, which are mutually expressed in terms of the coordinate n'r =n-r(z, O, v)
and proper time ¢ = ¢#(n'r, O, y) of the particle, based on the law of conservation of energy —
momentum for a relativistic particle (4).

Moreover, the aim is to search for an invariant form as the motion integrals for energy
E=E(r,t,v, Q) and momentum n-P =n-P(r, ¢, y, Q) of the particle.

An analysis of the space — time coordinate &
We introduce the space — time coordinate & [1, 2, 10 — 15] such as

g=t- 25, 7
C

where ¢ is the laboratory time, n is the normal vector, r is the laboratory coordinate, ¢ is the speed
of light, and f characterizes the direction of motion of a particle or wave and takes a value of +1
or —1 when the particle moves to the right or left, respectively, relative to the observer located at
the initial space — time point (r, ).
Differentiating (7) with respect to time ¢, we obtain
dg dt n dr

Vv
—— f——=1-fa—=1-fn-B, 8
g a ea s ®)

where B =V/c, V = dr/dt.
From Eq. (7), we can express t as follows:

t=é+f%}, )

and by differentiating (9) with respect to &, we obtain
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d_de omdr | omdr 0
e défdé f z (10)

Multiplying Egs. (8) and (10), and considering that §j_§ =1, we obtain:
t

———+—fn——=0. (11)
dt di ¢ dtdi
. .. dr drdg
By substituting E = d_ﬁz into Eq. (11), we can find out that the condition given by Eq. (8)
is satisfied, and the following equalities are true:
—:fnc(l—ﬁ} (12)
dt
oV (13)
dg 1-fn-p
dg g, d é)
—=fac—|1-—|, 14
dt f dr ( dt (14
1— fn-
ﬁ:—( /o B). (15)
dr A\
Differentiating (11) with respect to d/dt gives the following:
2 2
R (1—1fn£ -0, (16)
dt d§ a’tdi c” dt
and similarly, by differentiating (11) with respect to d/d&, we obtain
2 2
dx f dr —“]—2(1—1111ﬂ =0. (17)
d&dl dg ) dg c” dt
Adding (16) and (17) gives
2 2 2 2
I dr il pde) fdr , dx (1_lfnﬂj:o. (18)
dt® d&dt dg dtd& dg c” dt
We subsequently introduce new variables O, and Q such as
dé
L - O =12 1= fap=Z2. (19)
g 1- f B’
Egs. (19) show that Qg and Q, integrals of motion, have a one-to-one correspondence, i.e.,
0.0=00.=1 (20)
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Invariant representation of Qé and Q, in the Q/Q, and Q;Q;

From Egs. (19), we propose the following notation for Q, and Qéz

Q;Q;:Q;Q{:l’
29 SN D
1: = + A+= = A + j—,
00 00 =00 =0000,
where
1
0/ =1-n-p, 0 =1 . (22)
1
Qt_=1+n'l3: Q&j:1+n.l3'
One can see from Egs. (22) that
2 + - 1
00, =1-p" and 00, :W

are invariants and have direct and inverse representations, and that

Q; + Q: = 2 or Qi_ + Q1+ = 2Qi+Qi_'

We can express f in terms of OO, to obtain

B=n1-0'0 . (23)

Relations of special relativity in the Q;Q, and Q,Q, representations

Let us introduce the dimensionless momentum of a particle P = p/mc, and the dimensionless
energy of the particle £ = &/mc.
Thus, Egs. (2) and (3) can be rewritten as

p-_P_
1-p°
1

B ==l (25)

(24)

b

Substituting Eq. (23) into Eq. (24), we obtain the P representation of the momentum in terms

of 0/Q;, i.e,

P=n1-0/0 00 =n 00 1. (26)
and the corresponding representation for energy (following Eq. (25)) will be
E=0/0, 27)

where £ > 0.
The problem involving eigenfunctions and Q, @, O, 0., 0/0,, 0.0, ,
as well as B=n\1-Q'Q" from d/dt

We determine the eigenvalues with respect to time t. We obtain the following:

d d d
<o =aP-aBoo g0, 28)

dt dr
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where
g =-n—"0;. (29)

Similarly tain the following elgenvalues for the O, O, O, 0’0, 00O
and B=n1-0/0 :

_ dB dB o
—Qt n QgQ O (30)
_ dB _
g, =n—0;. (31
i v _ -2 ﬁ_ d_B O — 4O
sz‘“’ =( B) ke 0.0, =40, (32)
v_dp .
9 :nEQ&‘. (33)
d 2 dp ap .. . _
EQ@ 2—(1+H'B) 'HE:_HEQQQ‘@ :‘]gan (34)
_ dp -
q :_nEQg- (35)
d d
(00000 +0'q.0 -2 (36)
d +)- + - - + ZB dB
E(Qg Qz; ) = Qg Qg (qag +4: ) :mz (37)
dp 1 L g n®®
P_ _hli—oo):- Y00 )=—dt__
- =n(1-00)*—(00) J@B’ (38)
where the eigenvalue of the velocity modulus is determined by the expression
ap
ni
p——dL (39)

RY, 1- Qt+ Qt_

Substituting the values from Eq. (39) into Egs. (36) and (37), then taking into account that
B = np, we obtain:

<(0:07)=2(1-00 ). (40)

d + - +,)- : +)- !
—(oor)=2(070 -1) (g0 ) (41)
Variables &, nr and ¢ in the Q7Q; representation. We now represent Eq. (23) by the

following form: € ( )
de  d\QQ)
d(Q:Q;) df =n 1 Qz Qz . (42)

1 dr

arr

S| —
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Substituting Eq. (40) into (42), and integrating over the d (Qth‘) from 0 to Q'Q;", we obtain

nr 1 .
T:Eln(l—Qt ). (43)
From Eq. (8), we now express dt as follows:
dt:d§+fn£. (44)
c
It is known that d€ = Q dt, O, = 1 — fn-B, and hence, substituting them into Eq. (44), we obtain
(1—Q,)dt=fn£, or dezﬂ. (45)
c c
Substituting B from Eq. (23) and dr rom Eq. (42) into Eq. (45), we obtain
1d(1-00,)
dt = 5—5 (46)
(1-g'0 )
Subsequently, integrating this over d (1 -0’0 ) from 0 to Q'Q, results in
t=1 —;. (47)
J(1-070)
Finally, substituting Eqgs. (43) and (47) into Eq. (7) results in
1 1 g
azl—f—faln(l—Qt Q0); (48)
(1-0'0))
then, differentiating Eq. (48) with respect to d/dt gives a relationship between Q'O and 0,
as follows:
d .
1o p =00 =1- faB=0. )

The relationship between Q7Q and Q - Eq. (49) demonstrates the following relationship

between Q'Q; and Q;
J1-0'0 = 7(1-0). (50)
By considering Eq. (50), we can represent the following formulas:
anvl—QfQ,_:fn(l—Q,), (51)
L _pJi-00 -n(1-0Y. (5

. 1 . 1 2
%zzln(l—QI 0, ):51n[(1—QI) ] (53)
25 B . —
Ji-oor  f(-0) >4
oL Ta—oy
=) fyim[(1-0)]. (55)

Eigenfunctions and eigenvalues of Q, and Q:. We now take the derivative of & from Eq. (55)
with respect to time, i. e.,
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__, 0 do

e " (1-Q) dt’
. dg . :
and substitute T =(, into Eq. (56) to obtain
t

g, o 4)
P f(1-0) 0.0,

9,=-/(1-0) 0 =-1(0 -2+0).

where

Using the relationship

d(Q’Qi) _ th dQé _
. dt Q&+Q’7_O’
we can derive _ta as follows:
Q. _dO, (¥}
e dt (2.) -
d 2 2 2
L r0-0) (@) =r0-0) 00.

and finally, 5
9.=/(1-0) 0.= f(0.-2+0,).

Egs. (58) and (62) show that
q,+q. =0.

Differentiating Eq. (55) with respect to dié

Q__ (1_Qt )2
d& - f QI Qng’
where
1-0Y 2
p=1! QQ’) 0. =-f(0.-1) .
Using the following identity
d(g’Qi) — th QF, +Q,%:0,
g dg dg
a’Qé
we find that d_ to be
o,  (1-0)
d; :f( 0 ) QgQg :ngga
where
1-0Y 2
png( QQt) Qg_f(Qg 1) >
ptp:= 0.

, we obtain the following:

(56)

(37)

(38)

(39)

(60)

(61)

(62)

(63)

(64)

(65)

(66)

(67)

(68)

(69)
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Integrals of motion

From Eq. (5) we can introduce the dimensionless integral of motion y = yo/mc, and then using
Eq. (50) we obtain

(l—fn-B): I-fmp O _ 0, __ 1 _ (70)
Jp \Nteamb Joo g (o) VPO

Expressing O and Qé in terms of the motion integral y, we obtain:

’Y:

2y2 1+y2
== =—"' 71
Qz 1+'Y2 Qz’; 2'}’2 ( )
where
2
1-g =171 (72)
I+y

Substituting Eq. (72) into the obtained definition for laboratory time ¢ within Eq. (54), the
laboratory coordinate n'r/c in Eq. (53), and space-time coordinate & in Eq. (55), we obtain the
dependence of these parameters on the integral of motion vy:

1 1+7°
et (73)
f(l_Qt) fl_y
nr 1 a1 |(1=92Y
~=(0-2) )—zlnl[usz } 7
L ﬂz_ 1+,Y2_ l l_yzz
R ;) B

The dependences of energy and momentum on Qé and y. By considering Egs. (21) and (50),
the particle energy, as shown in Eq. (27) dependent on both Qé and vy, takes the following form:

E=0:0; =%=Q§y=%(1+yz). (76)

In the absence of an initial velocity of the particle (p = 0, y = 0), the particle’s energy is
E=1,1i.e., equal to mc’.
Following the particle momentum as given by Eq. (26), we can substitute Egs. (21) and (50)

to obtain
P=n/0;0.-1=n /<2QQ—§_1)—1=fn(Q&—1)y=§—‘y‘(1—y2). (77)

€
Subtracting the longitudinal component of momentum (as given in n-P, Eq. (77)) from the

energy E (see Eq. (76)), we obtain the integral of motion in the form
E—nP=y", (78)

where y*, vy = 1.
Adding the energy E given by Eq. (76) and the longitudinal component of the momentum n-P
into Eq. (77), we obtain the inverse integral of motion:

E+nP=vy. (79)
We then use Egs. (78) and (79) to conclude that

E-faP=y. (80)
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Assuming that the momentum P of the system is equal to the sum of the longitudinal and
transverse components, we can see from Eqgs. (25), (78) and (79) that the transverse component
of the momentum is zero for this P = 0 system.

For a freely moving particle with a sufficiently small change in energy and momentum, the
particle velocity is determined by the following expression:

dE—i(\/npz):%=B=fn(1—Q,)=fn[l_yzj~ 81

dP  dP 1+

Acceleration of an uncharged relativistic particle in a force field
and intensity of its radiation
We now investigate the dynamics of a relativistic charged particle in a force field (following

Eq. (6)), i. e.,
n =2 (Joro:-1)=le:e )0 p=rp. ®)
where
r=\(0:0. -1)0:0; =P\J0:0; = PE:

n-P, :\/(QgQg—l)QgQg =P,/0; 0. =PE. (84)
Differentiating Eq. (82) with respect to time and using Eq. (25), we obtain the radiative
friction acting on an uncharged particle as follows:

4P

rad dtz

=(2+3P")P°P. (85)

The radiation intensity of an uncharged particle is determined from the total energy (see Eq.
(27)), and without considering the radiative friction force in Eq. (85), the radiation intensity takes

the form
dE d | = e e 2\
I:__dt :_dt(\[ngQg ):_(QgQg _1) =-P :_8];3 (1—Y ) i (86)

where 1> 0.

Generalization of the obtained results

To generalize the above results to electrons accelerated by the transverse electromagnetic field
of an incident laser pulse on the frontal surface of the target and estimate the temperature of fast
electrons, similar to the authors of Ref. [16], we substitute the expression for the amplitude of an
electron oscillating in a field of a plane monochromatic wave, i. e.,

22
E
P =00 -1=-120 (87)
g =¢ m2 Cz (02
and obtain a formula for the kinetic energy of an electron oscillating in the transverse field of an
incident light wave as follows,

22 \? 2
K, =mc 1+( q°E, ] _1 =mc2[ T L 1], (88)

mc’ o’ ¢ 1.37-10°

where m , g, is the electron mass; ¢, km/s, is the speed of light; £, V/m, is the amplitude of the
electric field of the incident electromagnetic wave; o, s’!, is the carrier frequency; I, W/cm?, is
the intensity of the incident wave; A, um, is the wavelength.
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A similar formula has been used to theoretically estimate the temperature of fast electrons on
the frontal surface of the target and to analyze experimental results [17 — 20].

Further, it is of interest to use this method to describe the dynamics of a relativistic particle
in stationary electrical, magnetic and electromagnetic fields [1 — 23], and to study the Doppler
effect of a particle displacement in high-intensity fields.

Conclusion

In this study, we have obtained the direct and inverse integrals of the particle motion and
demonstrated the advantage of using these approaches to investigate the dynamics of relativistic
particle dynamics. It was demonstrated that the relativistic root can be represented by the
form /1-p? = '{Qth_a and further calculation of the arbitrary partial in Q" and Q, considerably
simplifies calculations in relativistic particle dynamics. The total energy of a particle is related
to its momentum (25) through QQ; also simplifies the calculations since the total energy and
momentum can be represented as E :,ng o and P=n,/ g 0. -1, respectively. It was shown
that the energy (76) and momentum (77) could be separately eXpressed in terms of the integral
of motion vy, and their difference gave the direct integral of motion (78), while the sum did the
inverse integral of motion (79). Additionally, a relationship between QQ; and Q, was obtained.
A detailed analysis is given for the space-time coordinate § and its dependence on Q;Q;, O, and
the integral of motion y.

Furthermore, we demonstrated that as |[V| — ¢, t — 0, to interpret the dependence of the
physical quantities t (47) and n'r / ¢ (43) on |B|, it is necessary to apply the following gauge
transformations, — ¢ — f and —n'r /¢ — n-r /c, its dependence on Qg Qg . The radiation intensity
of a particle in the far-field was obtained, and its dependence of y on Qg O, was shown. The
results appeared from the special theory of relativity. This approach can also be generalized for
tensor use, allowing a more detailed description of the dynamics of relativistic particles in a
medium.

The proposed approach has all the limitations of the special theory of relativity.

Further, the generalization of this approach to the Lagrangian and Hamiltonian formalism is
significant.

The future scope of this work will be to investigate the spectral-angular characteristics of
particle radiation and particle dynamics in a force field in the presence of radiative friction forces.
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Annoramus. B cratbe paccMaTpMBAIOTCS UMCJICHHBIC aAJTOPUTMBI  JUIST  OTIPEACTICHUS
KO3(POUIIMEHTOB MHOTOWICHOB € (PUKCUPOBAHHBIM CTapUIUM KO3(M(MUIIMEHTOM, KOTOpbIE
00ecrneunBalOT Ha 3aJaHHOM WHTEPBAI€ MUHUMAJIBHOE OTKJIOHEHUE OT HyJIS B MUHUMAKCHOU
HOpPMeE C 3aJaHHOM BeCOBOM (PYHKIIMEH. YKa3aHHbIE MHOTOWICHBI CTY>KAT ITOJIe3HBIM MHCTPYMEHTOM
BO MHOTUX YMCJEHHBIX METO/aX, B YaCTHOCTU B Tay-Metoze JlaHiolla, obecreunBaroniero
HaxOXIEHWEe  MPUOIMKEHHOTO  YUCJIEHHO-AaHAIMTUYECKOTO  PEIIeHUSI  OOBIKHOBEHHBIX
I depeHINATbHBIX YPaBHEHUI ¢ Koa(duimeHTaMu B BHIE MHOTOYWIEHOB OT HE3aBUCUMOM
nepeMeHHOI. YaCTHBIM CIlydyaeM TaKUX MHOTOWICHOB SIBJISIIOTCSI XOPOILIO N3BECTHBIE MHOTOUYJIEHBI
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TaKue MHOTOWIEHBI MOXHO OMPEAETUTh U TadyJIUPOBATh TOJIBKO YUCIEHHO.
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o ) Introduction ) o
Approximations of functions that are optimal by the minimax (uniform) norm offer significant

advantages over the simpler approximation of functions by the least squares method [1]. Expansion
of a function into a truncated series consisting of polynomials of least deviation from zero is com-
monly used to construct such approximations [2, 3, 5—7]. In addition, the polynomials of least
deviation from zero are useful for making an optimal choice of collocation points for interpolation
of functions by polynomials (these points are zeros of the corresponding polynomials [1]), as well
as for constructing approximate solutions for linear ordinary differential equations (ODE) with
coefficients in the form of polynomials with respect to an independent variable [1, 2, 4].

Unfortunately, there are not many polynomials of least deviation from zero at a given interval,
for which there is an explicit algebraic representation in analytical form. In this paper, we con-
sider a refined version of a rapidly convergent numerical algorithm for calculating the coefficients
of polynomials of least deviation from zero over a given interval with a given weight, which was
partially discussed in [8].
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Polynomials of least deviation from zero

The problem on constructing a polynomial of a given degree that deviates least from zero in
a given interval with a given weight is formulated as follows. Let there be a continuous function
fix) and a finite interval [a, b] for which a continuous weight function g(x) is strictly positive in
this interval; however, the ends of the interval where the function ¢(x) can vanish' may be the
exceptions. It is required to find a polynomial of degree n of the form

px)=a,tax+ax’+..+a x"'+ax' (1)

with previously undetermined coefficients a, a,, a,, ..., a,_, and the leading coefficient a = 1,
which is the solution to the optimization problem

max |g(x)p(x)| — min. (2)

Here, maximization is performed with respect to the variable x € [a, b], and minimization with
respect to the coefficients a, a,, a,, ..., a,_,. Such a polynomial is called the polynomial of least
deviation from zero in the interval [a, b] with the weight g(x).

First-kind Chebyshev polynomials taking the following form provide the smallest deviation
from zero in the interval [—1, +1] with the weight g(x) = 1:

T (x) = cos[n arccos(x)];

the polynomials are scaled using a 27" multiplier so that the leading coefficient of the polyno-
mial is equal to unity. Scaled second-kind Chebyshev polynomials of the second kind taking the
following form provide the smallest deviation from zero in the interval [—1, +1] with the weight
a0 = (1= 2%

U (x) = sin[(n + 1) arccos(x)] / (1 —x*)">.

Polynomials of degree n, providing the smallest deviation from zero in the interval [0, 1] with
the weight g(x) = x, are obtained by separating a multiplier in the form of a weight function
from first-kind Chebyshev polynomials of degree n + 1, for which such an argument substitution
X — ax + b should be performed that the interval [x, + 1] of argument values be mapped to the
interval [0, 1], where

x = cos[n(2n + 1)/(2n + 2)]

is the minimum zero of the function 7 (x).

Polynomials of degree n, providing the smallest deviation from zero in the interval [0, 1] with
the weight g(x) = x(1 — x), are obtained by separating a multiplier in the form of a weight func-
tion from first-kind Chebyshev polynomials oof degree n + 2, for which such an argument sub-
stitution x — ax + b should be performed that the interval [x,, x ] of argument values is mapped
to the interval [0, 1], where

x,= cos[n(2n + 3) / (2n + 4)] and x_= cos[n/(2n+4)]

are the minimum and maximum zeros of the function 7 ,(x).

Other examples of polynomials of least deviation from zero are given in monographs [6, 7],
but in general, very few such polynomials for which there are explicit algebraic expressions
are known.

Chebyshev criterion

The fundamental properties of polynomials of least deviation from zero are determined by the
following statement.

I A weight function with zeros in the interval [a, b] requires that the Chebyshev maxima and minima (and the
test points for the numerical algorithm) do not coincide with the zeros of the weight function, and the signs of
alternating maxima and minima change in accordance with the sign of the weight function. Furthermore, the
interval [a, b] can be infinite on the right and/or on the left-hand sides, but the weight function g(x) should tend
to zero at infinity no slower than the power function 1/x* [5—7].
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Statement 1 (Chebyshev criterion for polynomials of least deviation from zero). In order for a
polynomial p(x) of degree n with the leading coefficient equal to unity to be a solution to problem (2), it
is necessary and sufficient that there exist such a set of n + I points x, < x, <x, < ... <Xx belonging to
the interval [a,b], and such a number ¢(positive or negative) that the following conditions are satisfied:

—le| £ g(x)p(x) < |¢| for x € [a, b], 3)

g(x)p(x) = (-fefork=0,1,2, ..., n. “)

This criterion is a special case of a more general statement about uniform approximations
by rational functions, considered by Pafnuty Chebyshev in his mémoire [17] (see also [6, 7]).
The mémoire was not published, so it is difficult to establish the exact date when this result was
obtained. Notably, Chebyshev also turned to the problem of the best uniform approximation by
polynomials in his earlier works (see, for example, [16]), frequently revisiting the statements for-
mulated in [17] later (see, for example, [18]).

Below we present the modern proof of the Chebyshev criterion for polynomials deviating least
from zero, divided for convenience of presentation into several auxiliary statements 2—6: lower
and upper bound estimate of norm (2), existence of optimal solution, sufficiency of Chebyshev
criterion, necessity of Chebyshev criterion, uniqueness of solution.

Evidently, provided that conditions (3), (4) are satisfied, the equality max |g(x)p(x)| = g
holds true. The points x, < x, < x, < ... < x _ of the interval [a, b] with alternating positive
minima and negative maxima equal in absolute value to the maximum absolute value of the
function considered are called the Chebyshev alternation. According to Chebyshev’s alternation
theorem ([6, 7] and [16—20]), the condition under consideration is necessary and sufficient for
the polynomial p(x) to be a solution to optimization problem (2), so that such a solution always
exists and is unique.

a)

Fig. 1. Chebyshev polynomials 7 (x) for n = 5 (a), 8 (b) and 16 (c),
deviating least from zero in the segment [—1, +1]
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Fig. 1 shows graphs of first-kind Chebyshev polynomials [1—3], illustrating that this condition
is satisfied in the interval [—1, +1] with weight g(x) = 1.

In accordance with conditions (3), (4) for an optimal polynomial p(x) with a coefficient at the
highest degree equal to unity, there is a set of n + 1 test points x, in which the deviation from
zero g(x)p(x) has alternating local negative minima and positive maxima, equal to *le|, and the
values of these minima and maxima are global in the interval [a, b].

This criterion is a special case of Chebyshev’s theory of minimax approximation using rational
functions [6, 7], however, the proof of the corresponding statements is simplified for polynomials
of least deviation from zero.

Statement 2 (de la Vallée Poussin theorem [6, 7, 21—23]). If the function q(x)p(x) takes values
Ap» Xy ooy My, different than zero with alternating signs, where N > n + 1, at N consecutive points
x, <x, <...<x,_, of the interval [a,b] for some polynomial p(x) of degree n with the leading coefficient
equal to unity, then the following relation holds true for any other polynomial r(x) of degree n with the
leading coefficient equal to unity:

max |g(x)r(x)| = min {r,, ], ... [}
Proof. Suppose there is a polynomial ~(x) for which the condition
max |g(x)r(x)| < min (A, A, ..., L, ) is satisfied. We assume that the values of g(x )p(x,) in the

sequence x, are strictly positive for even points, and strictly negative for odd points. (The reason-
ing is similar when the values are positive for odd points and negative for even points). This means
that the following condition is satisfied at even points x,:

qx)r(x) <[&]=q(x)p(x)),
and the following condition is satisfied at odd points Xx,:
Q(xk)r(xk) > _|>\'k| = ‘](xk)P(xk)-

As a result, the quantity g(x)[p(x) — n(x)] is strictly positive at even points x, and strictly neg-
ative at odd points x,. The values of g(x,) do not vanish and, therefore, are strictly positive. The
polynomial p(x) — r(x) of degree n — 1, which is not identically zero, alternately takes positive
and negative values for at least » + 1 points and, therefore, has at least n zeros. Consequently,
the polynomial #(x) for which

max |g(x)r(x)| <min (A, [A,], ..., [ D),

does not exist.

Statement 2 is proved.

Remark. De la Vallée Poussin theorem allows to obtain a lower-bound estimate for solving
optimization problem (2). If &, &, ..., A,_, are local maxima and minima of the function g(x)
r(x) with alternating signs, then such a structure is called the de la Vallée Poussin alternation; it
gives not only the lower-bound estimate for the solution to optimization problem (2), but also the
upper-bound estimate, equal to max {x |, . [, ..., [\, [}-

Statement 3. There is a polynomial p(x) that provides a solution to optimization problem (2).

This statement is important because it excludes the case when there are polynomials p ,(x) with
progressively decreasing values P, = max |g(x)p, (x)|, while the minimum of this quantity is never
reached in the set of polynomials of fixed degree. In particular, there is no solution to optimiza-
tion problem (2) without imposing an a priori restriction on the degree of the polynomial p(x).

Proof. The values of the quantities P, = max |g(x)p (x)| are bounded from below by zero, so
there is an exact lower bound Pfor the values of P, in the set of polynomials. According to the
definition of the exact lower bound, there is a sequence of polynomials p,(x) of degree n:

= 2
px)=a,ta x+ta, X+ . +a_

for which P< P < 2P and lim P, = P with k—co.

Consequently, the values of the polynomials p,(x) in the interval [a + 5, b — 3] (where & is suf-
ficiently small) starting from some number k are bounded from above and from below (an offset
had to be made from the ends of the interval to take into account the case when the continuous
weight function g(x) at the ends of the interval can equal zero). It follows from the Lagrange
formula [15] for a polynomial p(x) of degree n, taking the values y, at the given n + 1 points x,,
of the form
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p= X I =5

Jj=l,n+l i=ln+l,i#j

that when the values of the polynomial y, are bounded from above and from below at n + 1 fixed
points x,, each individual coefficient of the polynomial is also bounded from above and from
below. According to the Bolzano—Weierstrass theorem (lemma) on the limit point, each infinite
bounded sequence of points in the space R has an infinite subsequence with a limit. Therefore, a
subsequence with a limit for each of the polynomial coefficients can be selected in the considered
sequence of polynomials p,(x) (represented as vectors of length n + 1, consisting of the polyno-
mial coefficients bounded from above and from below).

In other words, there is a sequence of polynomials p,(x) for which lim P, = P for k — o, and
the coefficients of the polynomials p, (x) have limit values b = lim a, ,, IpU k — o0, Ev1dent1y, this
condition also holds true for the higher coefficients of the polynomlals p,(x), by definition equal
to unity.

Consider a polynomial #(x) with the coefficients bj:

r(x)=b,+bx+bx’+..+b x"'+x".
Since bj= lim s the following condition is satisfied for any fixed value of x:
lim p (x) = r(x) for k—o,

so that convergence to the limit is uniform over the considered finite interval of values of x. It
follows from the inequality

max |g(x)r(x)| = max |g(x){p,(x) + [r(x) - p )]} =

< max |g(x)p,(x)| + max |g(x)|-max [r(x)-p,(x)|

that max |g(x)r(x)| = P. Indeed, max |g(x)r(x)| cannot be less than P; at the same time, the first
term on the right-hand side of the inequality tends to P for k — oo, and the second term tends to
zero. Thus, quantity (2) reaches its lower bound P for the polynomial #(x).

Statement 3 is proved.

Statement 4. [f conditions (3), (4) of the Chebyshev criterion are satisfied for the polynomial p(x),
then the optimal value for the right-hand side of optimization problem (2) is equal to |¢|, and the
polynomial p(x) (possibly one of many) ensures that this optimum is achieved.

Proof. The condition max|g(x)p(x)| = l¢| is satisfied for a polynomial p(x) satisfying the
Chebyshev criterion, so that the solution of optimization problem (2) does not exceed |e|. However,
since the Chebyshev alternation is a special case of the de la Vallée Poussin alternation, then,
according to the de la Vallée Poussin theorem (see Statement 2), the solution to optimization
problem (2) cannot be less than |¢|. Therefore, the solution of optimization problem (2) is equal
to |e/, and the polynomial p(x) ensures that this optimum is achieved.

Statement 4 is proved.

Statement 5. The polynomial p(x) providing a solution to optimization problem (2) must satisfy the
Chebyshev criterion (see Statement 1).

Proof. Consider the behavior of the function F(x) = g(x)p(x) in the segment [a, b]. The
function ¢g(x) can vanish only at the ends of the interval, so the number of zeros of the function
F(x) within the interval certainly does not exceed n, and all zeros are isolated points.

Lety, y,, ..., ¥, be an ordered set of zeros of odd multiplicity for this continuous function (that
might not contain a single point). The points y,, y,, ..., y, divide the segment [a, b] into m + 1
intervals, so that the function F(x) takes alternately a positive or a negative value in each of them.
If the function F(x) has no zeros, then the entire segment [a, b] is an interval where the function
F(x) is either positive or negative.

For intervals with positive values of F(x), we select a point with the maximum value of the
function in this interval (it might not be the only one in this interval), and for intervals with
negative values of F(x), we select a point with the minimum value of the function in this interval.
We obtain a set of points y,, y,, ..., y,, dividing the segment [a, b] into m + I intervals, where the
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function F(x) preserves its sign, but changes it upon intersecting the interval boundary. The set
of points x;, x,, x,, ..., X _, X __,, belonging to these intervals, which do not coincide with the ends
of the intervals, consists of alternating positive maxima and negative minima A, A, A,, ..., A, of
the function F(x).

Let » = max|p|. If the maximum is equal to X in any interval, and the minimum modulus is
less than A in the adjacent (subsequent or preceding) interval, then this interval is attached to the
current interval together with the subsequent interval with a positive maximum, regardless of its
value (Fig. 2,a). The resulting interval has the following property: such a positive constant can
be subtracted from the function F(x) that the positive maximum of the function in the interval
decreases, but the negative minimum modulus of the function in the interval does not increase
sufficiently to exceed the new positive maximum.

Similarly, if the minimum is equal to —A in some interval, and the maximum is less than A
in the neighboring interval, then this first interval is attached the current interval together with
the subsequent interval containing a negative minimum (see Fig. 2,b). A positive constant can be
added to the function F(x) for this interval, which would reduce the negative minimum modulus
of the function in the interval and simultaneously increase the positive maximum of the function
in the interval so as not to exceed the new negative minimum modulus.

a) b)
F F

1.0 1.0

0.5 0.5

-0.5 -0.5

Fig. 2. Procedure for combining segments with alternating maxima and minima to construct
the Chebyshev alternation (the length of the combined segments is marked by the extension lines):
single or several sequentially located minima lie above the minimum level of the function
F(x) (a); single or several sequentially located maxima lie below its maximum level (b).

The extrema are shown by arrows

Ultimately, a set of NV intervals is obtained in the interval [a, b] for a given polynomial p(x),
containing points x, X, X,, ..., X,_, with alternating positive maxima and negative minima of the
function F(x) equal to *¢, where ¢ = max |g(x)p(x)|. On the other hand, if N is greater than or
equal to n + 1, then such a polynomial p(x) satisfies the Chebyshev criterion and, in accordance
with statement 2, is the solution to optimization problem (2).

Now let N be less than or equal to n. At the stage when the intervals were combined, the
boundaries of the new intervals were determined, i.e., a set of points y, y,, ..., y,_,, where the
function F(x) vanishes and changes its sign. There are also constants 5, > 0 and a universal
constant 5 = min 9,. These constants can be subtracted from the function F(x) in intervals with
positive maxima or added to the function F(x) in intervals with negative minima, reducing the
minimax norm in the corresponding interval.

Let the function F(x) take positive values in the first interval (the reasoning is similar if the
function F(x) takes negative values in the first interval). Consider the function Q(x), which is the
product of a polynomial of degree no higher than » — 1 and the weight function g(x):

O) = (), =X, =x) = - ;= %)
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The function Q(x) is strictly positive in the intervals where there is a Chebyshev maximum
of the function F(x), and strictly negative in those where there is a Chebyshev minimum of this
function.

Let R = max |Q(x)|. If we subtract the function sQ(x) with a sufficiently small positive factor s
from the function F(x) (for example, we can choose s = (5/R)), then this should safely reduce the
positive maxima of the function F(x) and reduce its negative minima, thus also serving to reduce
max |F(x)|. Therefore, the considered polynomial p(x) cannot serve as a solution to optimization
problem (2), since an even smaller value for max |F(x)| can be obtained to replace the current
polynomial p(x) of degree n (its leading coefficient is unity) with a new polynomial ~(x) of degree
n, where the leading coefficient is also equal to unity:

G(x)= F(x) — (8/R)Q(x) = g(x)p(x) — (3/R)q(x)(y,—x) - - (v, , = X) =
=q()[p(x) = O/R) (v, = x) - - (v, = V)] = g (x),

max |G(x)| < max |F(x)|.

Thus, the optimal polynomial of degree n, considered in statement 3, must satisfy the
Chebyshev criterion.

Statement 5 is proved.

Statement 6. The polynomial p(x) satisfying the Chebyshev criterion and providing a solution to
optimization problem (2) is unique.

Proof. Let there be two polynomials p(x) and n(x) of degree n, whose higher coefficients are
equal to unity and which are the solution to optimization problem (2). Since the polynomials p(x)
and r(x) are not identically zero, the expressions g(x)p(x) and g(x)r(x) have non-zero maxima and
minima in the interval [a, b].

According to statement 5, each of the polynomials p(x) and r(x) satisfies the Chebyshev crite-
rion, and the value ¢ # 0 is the same for them. Polynomials of the form

s(x,0) = (1 — a)p(x) + ar(x)

are polynomials of degree » with a unit coefficient for the highest degree. These polynomials are
also solutions to optimization problem (2) for 0 < a< 1: the chain of inequalities

lq()s(x,0)] = [g)[(1 = 0)p(x) + ar()]| = (1 = 0)|g(x)p(x)| + alg(x)r(x)| < [g]

implies that max |g(x)s(x,a)| < |e|, and since the case max |g(x)s(x,a)| < |e| is impossible because |e|
is the solution to optimization problem (2), we obtain that max |g(x)s(x,a)| = |el.

Let x,, x,, ..., x , be Chebyshev inflection points with alternating maxima and minima of
the function g(x)s(x,0), equal to Fe. If x,_is the point of the negative minimum of the function
q(x)s(x,0), equal to —e|, then the conditions

q(xk)s(xk,a) = (1 - a)Q(xk)p(xk) + QQ(xk)’”(xk)) = _|8|’
q(x)p(x,) = —el, q(x)r(x) = —fe[, 0 <a <1
imply that the case when
‘I(xk)p(xk) = _‘8‘ and q(xk)r(xk) = _|8|’

is the only possible one.
Similarly, if x, is the point of the positive maximum of the function g(x)s(x,a), equal to [e],
then the conditions

q(x)s(x,0) = (1 = a)g(x)p(x,) + ag(x,)r(x,)) = e,

q(x)p(x,) < [el, g(x)r(x) <le, 0 <a <1,
imply that
q(x)p(x,) = le and g(x)r(x,) = [¢].
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Since the values of the polynomials p(x) and #(x) of degree n with the leading coefficient equal
to unity are the same at n + 1 different points x,, x,, ..., x ,,, these polynomials are identically
equal to each other.

Algorithm for constructing a polynomial of least deviation from zero

An algorithm for numerically constructing polynomials of least deviation from zero, which is
a modified and optimized Remez algorithm [9—14], follows from the above Chebyshev criterion
(Statement 1).

Step 1. The initial set of points x, < x, < x, < ... < x belonging to the interval [a, b] is
chosen arbitrarily.

Step 2. For the current set of points,

a<x <x<x<..<x<bh
— 70 1 2 n—

a polynomial p(x) of degree n is constructed for which the conditions
g(x)p(x) = (1) fork=0,1,2, .., n

are satisfied.

Evidently, such a polynomial exists, is defined uniquely and can be calculated explicitly by the
Lagrange formula [15].

Step 3. The roots belonging to the interval [a, b] are found for the polynomial p(x). Since the
values of the polynomial p(x) have different signs at the ends of the intervals [x,, x,_ |, there is at
least one root of the polynomial p(x) inside each such interval. There are exactly » such intervals,
so there is exactly one root in each of the intervals [x,, x,,,], and all the roots of the polynomial
p(x) are real, belong to the interval [a, b] and are not multiples. It is not difficult to find these
roots using a suitable numerical method.

Step 4. The list of roots

a<y<y,<.. <yn<b,

belonging to the interval [a, b], which were found in Step 3, are supplemented by the beginning
and end of the interval y,= a and y, = b. Since the polynomial p(x) of degree n preserves the
sign in the intervals [y,, y,, ], either a global maximum (for positive values of the polynomial) or
a global minimum (for negative values of the polynomial) exists in each of the intervals [y,, v, 1]
for the function g(x)p(x). If the function g(x) varies slowly enough that it can be assumed to be
constant in a narrow interval [y, y,.,] (a typical case), then there is exactly one local maximum
or minimum in each of the intervals [y,, y,, 1, thus coinciding with the global maximum or min-
imum in this interval, since the derivative of the polynomial p(x) has degree » — 1 and therefore
cannot have more than n — 1 zeros.

Step 5. Let a < z7,< z,< z,< ... < z,< b be a list of alternating positive maxima and negative
minima of the function g(x)p(x), which were found in Step 4. Let us consider the values

q(z)p(z) = (-1)e, withk=0,1,2,....n

in these points, which, according to Step 4, must be either positive or negative extrema for
intervals [y,, y,.,] with purely positive or purely negative values of the function g(x)p(x). If the
condition ¢ _~ const is satisfied within the given accuracy, then a polynomial p(x) is obtained,
deviating least from zero and satisfying the Chebyshev criterion. At the same time, it follows from
the de la Vallée Poussin theorem on the best approximation of a function by polynomials (see the
Statement 2) [6, 7] that the exact optimum for problem (2) lies in the range between minle| and
maxle,| (adjusted for the current multiplier before the leading coefficient of the polynomial replac-
ing unity). If the values of ¢, are considerably different from each other, we replace the test points

a<x <x<x<..<x<bh
— 70 1 2 n—
with the points
a<z<z<z<..<z<bh
— 70 1 2 n—

and return to Step 2.
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Step 6. The remaining step is to normalize the polynomial p(x) so that its leading coefficient
becomes equal to unity. Since the polynomial p(x) has n roots, and the polynomial itself is not
identical to zero, its leading coefficient cannot be zero and, therefore, such normalization can
be performed. An additional useful result is applying a list of # real roots of the polynomial p(x)
located in the interval [a, b] (found in Step 3) to the polynomial.

The algorithm has a geometrical convergence rate in the following sense: there are numbers
C >0and 0 <A <1 for any continuous weight function and for any degree n, for which

max [g(x)p (x)| <1+ CN,

where i is the iteration number.

Convergence of the given algorithm is proved similarly to that of the Remez algorithm in
monograph [11]. Numerical experiments established that our algorithm converged very quickly
in all practically verified cases.

Fig. 3 illustrates the verification of the algorithm’s performance for the case

— — — 13 — 2 3 4 5
a=0,b=1,¢q(x)=x,px)=a,tax+ax’+ax’+ax*+x.

Evidently, it is already the third iteration that provides a completely acceptable deviation from
zero. The algorithm finally converges in the fifth iteration.
The solution is a polynomial with the coefficients

a,=-0.018464, a, = 0.712942, a, = ~2.851981,
a,=4.650795, a, = -3.493237

The deviation from zero is 5.5-1073. Fig. 4 shows a comparison between the deviations from
zero of the polynomial g(x)p(x) and the first-kind Chebyshev polynomial of the same degree.

a) b)
g 'y g 'y

40000 10
20000 5 A
0 X >
0 0% 0

0.2 0.4 0.6 0.8 1.0 02 0.4 0.6

-20000 -5

-40000 -10

) d)
gy

g1
1.0 10
0.5 0.5
0.0
02 0.4 6 .8 I X
0.5
-1.0

Fig. 3. Iterations g(x) = g(x)p(x) for calculated fifth-degree polynomial p(x) of least deviation
from zero in the interval [0, 1] with weight g(x) = x%: initial state after Step 1 of algorithm (a),
as well as the first (b), second (c) and third (d) iterations
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Fig. 4. Oscillations of function g(x) = g(x)p(x) of least deviation

from zero in the interval [0, 1] at # = 5 and g(x) = x* (solid line)
Scaled Chebyshev polynomial of degree 5 + 3 = 8, shifted from the interval [-1, +1]
to the interval [0, 1], which has 1 as the leading coefficient, is shown by a dashed line

Since the weight function g(x) can vanish at some of the ends of the interval [a, b], the test
points selected at Step 1 must lie strictly within the interval [a, b] to ensure that Step 2 can
be taken:

a<x,<x<x,<..<x<b. (5)

Apparently, if g(a) = 0 or g(b) = 0 and requirement (5) is preserved, the points z, satisfy the
following condition at step 5:

a<z <z <z<..<z<b
0 1 2 n 2

consequently, condition (5) is preserved both in the next iteration and in all subsequent ones. For
this reason, it is sufficient to ensure that condition (5) is satisfied at the first step of the algorithm.

To improve the performance of the algorithm at Step 1, it is recommended to choose
either the zeros of the first-kind Chebyshev polynomial of degree n + 1, or the minima and
maxima of the second-kind Chebyshev polynomial of degree n, shifted and scaled from the
interval [—1, +1] to the interval [a, b], as the starting points in (5). It is recommended to
use the condition g(x,)p(x,) = (—1)*[(b — a)/4]" instead of the condition g(x)p(x) = (—1)
kat Step 2 to avoid unnecessarily large coefficients for the polynomial p(x). This choice of
scale corresponds to the oscillations of the first-kind Chebyshev polynomial of degree n (least
deviating from zero in the segment [—1, +1] with the weight g(x) = 1), recalculated from the
interval [—1, +1] to the interval [a, b] and scaled so that the leading coefficient is equal to
unity?.

It is not recommended to use a direct solution of the system of linear equations
q(x)p(x,) = (—1)* with respect to unknown coefficients a to find the polynomial p(x), taking
the given values at the given points, at Step 2. The matrix of such linear equations for large
n (the Vandermonde matrix) is characterized by a high condition number, which is why the
solution of the equations is very sensitive to errors in rounding floating-point numbers [15].
The Lagrange formula [15] for a polynomial of degree n, taking given values at given n + 1
points, is free from such instability. Aitken’s iterative process [15] can be used in practice
instead of the explicit Lagrange formula for large degrees of the polynomial, allowing to
sequentially add a new degree and a new interpolation point to a pre-existing interpolation

2 Strictly speaking, this estimate is not entirely accurate, since it does not take into account the form of the weight
function ¢(x). In particular, » = 5 and ¢(x) = x* for the example considered, so g(x)p(x) is an eighth degree
polynomial, and the scale of oscillations for Chebyshev polynomials of degree n = 8 instead of # = 5 should be
considered. The refined estimate of the oscillation amplitude has the form (4/(b — a))", where m is the effective
degree of the weight function ¢(x) (it can be found by approximating g(x) by a minimax norm polynomial with a
unit weight function).
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polynomial. However, it seems to be best to use one of Newton’s finite difference schemes
[15] instead of the explicit Lagrange formula at Step 2. Since the algorithm only requires that
the value of the polynomial p(x) be calculated at a given point x, there is no need to recalcu-
late the form of Newton’s finite differences into a polynomial represented explicitly (1) before
the algorithm stops.

We should also note that all calculations should be performed with high accuracy if possible,
since rounding errors introduced at intermediate stages can distort the calculation results to an
unacceptable degree, causing the algorithm to become unstable.

The Wolfram Mathematica 11 software system was used to perform the calculations [24].
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