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NuMERICAL SIMuLATION OF THE RESONANCE-TuNNEL  

STRuCTuRE BASED ON THE SCHOTTKY BARRIER  

AND A GaAs/AlGaAs HETEROjuNCTION 

A.S. Abrosimov, V.N. Agarev 

Lobachevsky State University of Nizhny Novgorod,  

Nizhny Novgorod, Russian Federation

The resonance tunneling diode has been widely studied because of its importance 
in the field of nanoelectronic technology and its potential applications in very high 
speed/functionality devices and circuits. Even though much progress has been made 
in this regard, the most popular structure of these diods consists of barriers created 
by heterojunctions only. In this paper, we present numerical simulation results for a 
two-barrier resonance-tunnel structure consisting of the Schottky barrier and a GaAs/
AlGaAs heterojunction. We considered its potential application to the resonance-
tunnel diodes working at room temperature. The configuration of this structure was 
optimized using numerical simulation methods. A current voltage characteristic was 
simulated by the example of the optimized structure, and the influence of the thermal 
current on the obtained dependence was analyzed.

Key words: numerical simulation; resonance-tunnel structure; Schottky barrier; heterojunction

Citation: A.S. Abrosimov, V.N. Agarev,  Numerical simulation of the resonance-tunnel structure based 
on the Schottky barrier and a GaAs/AlGaAs heterojunction, St. Petersburg Polytechnical State University 
Journal. Physics and Mathematics. 11 (1) (2018) 5 – 12. DOI: 10.18721/JPM.11101

Introduction

Resonant tunneling diodes based on 
nanoscale semiconductor heterostructures have 
an N-shaped current-voltage characteristic (I–V 
curve) with a negative differential resistance 
region and short response times of the tunneling 
process (lasting on the order of 10–13 s). For 
this reason, these diodes show great potential 
for applications in high-speed terahertz devices 
and digital devices with switching times on 
the order of 10–12 s or less. Iogansen was the 
first to propose using the effect of resonant 
electron tunneling in layered thin-film metal–
insulator structures for creating electronic 
interferometers, thin-film diodes, triodes, etc. 
[1 – 3].

Investigation of resonant tunneling structures

Ref. [4] studied the I–V curve of an 
Al

1−xGa
x
As/GaAs/Al

1–x
Ga

x
As structure with 

different barrier thickness to quantum well 
ratios. Resonant current was observed only at low 
temperatures (77 K and below) for all structures 
under consideration; all effects associated with 
tunneling disappeared at room temperature. 
The authors explained this by thermal smearing 
of the local levels in the quantum well and by a 
low barrier which electrons whose energies are 
relatively high energies for room temperature 
pass through easily.

On the other hand, a decrease in temperature 
to 4.2 K does not lead to the expected ‘sharpened’ 
tunneling, which is probably due to scattering 
by structural fluctuations and impurities; this 
scattering also results in a broadening of the 
local levels.

A current peak caused by the resonant 
tunneling effect is observed on the I–V curve 
at 77 K, while the curve’s simulated shape 
agrees with the experimental one. This feature 
disappears at room temperature.
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Four factors influence the magnitude of 
the tunneling current [5]: the thickness of the 
barrier, the width of the well, the height of the 
barrier and the concentration of impurities in 
the contact region. While the first three factors 
determine the height of the peak and the 
behavior of the dependence of the transparency 
coefficient on the electron energy, the fourth 
one determines the energy distribution of 
these electrons at the input to the two-barrier 
structure.

The I–V curve of a resonant-tunnel diode 
is also affected by its material. For example, 
the height of the i

max
 peak for InAlAs/InGaAs 

structures is almost an order of magnitude higher 
than for AlAs/GaAs, with approximately the 
same i

max
/i

min 
ratio [6]. Multi-barrier structures 

have also yielded good results. The electron 
energies in such a system containing a sequence 
of monotonically narrowing quantum wells are 
the same at equivalent levels of all wells [7]. This 
is achieved by tailoring the widths of the wells so 
that the value of the potential difference applied 
to the structure is equal to the height difference 
between the ground level of the narrowest 
quantum well and the Fermi level.

A sharp resonance peak is observed on the 
I–V curve of the structure at sufficiently low 
barrier permeability, when level splitting due 
to overlapping of electron wavefunctions in 
adjacent wells is small. This peak is formed by 
electrons whose energy lies in a narrow range 
near the ground state energy of the narrowest 
quantum well.

Simulation procedure

 In this paper, we have investigated a two-
barrier resonant tunneling structure where the 
Schottky barrier, which is natural for metal–

gallium arsenide (GaAs) contact and caused by 
surface states, is necessarily present (Fig. 1). Its 
height for various metals is about 0.8 eV [8].

The second barrier is a GaAs/AlGaAs 
heterojunction, which can have different heights 
(depending on the aluminum fraction). The 
thickness of the AlGaAs layer responsible for 
the heterojunction barrier width is also varied.

We assumed that the carrier density n 
reached 1019 cm-3 for the simulated structure. 
The Schottky barrier with such an impurity 
concentration has the smallest thickness, and 
this concentration is technologically obtained 
with the least number of implantation defects.

Within our model, the region of the Schottky 
barrier is a depleted layer, so the distribution of 
external potential is assumed to be linear, with 
its maximum at the point x = 0, and its zero 
at the metal–semiconductor interface (Fig. 2). 
The external voltage falls between the Schottky 
barrier (this is a metal–GaAs transition, which 
is a collector) and the heavily doped GaAs 
region which serves as the second contact. 
The structure’s emitter is located on the left, 
on the side of the heterojunction barrier, and 
the collector is on the right, the side of the 
Schottky barrier (see Fig. 1).

In practice, it is possible to create resonant 
tunneling diodes with heterojunction barrier 
heights up to 0.4 eV. This limit is due to re-
combination centers emerging in a semicon-
ductor, and, as a consequence, high noise on 
the I–V curve of the structure.

In this study we have analyzed resonant 
tunneling structures with barrier heights from 
0.3 to 0.4 eV. The current in these structures 
was calculated as created by electrons moving 
from the emitter to the collector [5]; as a re-
sult, its density followed the expression

Fig. 1. Schematic of a resonant tunneling structure
GaAs collector metal (Schottky barrier); GaAs/AlGaAs heterojunction (the second barrier);  

E and C are the emitter and the collector, respectively
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where E is the energy; V is the voltage applied 
to the structure; D(E) is the transmission 
coefficient; E

F
 is the energy of the Fermi level; 

T is the temperature;  
k

B 
is the Boltzmann constant; e and m* the 

electron charge and effective mass. 
The E

F
 value is determined from the solution 

of the electroneutrality equation

F
1/2

B1 F

B

,

1 exp

d
c

d

N E
N F

k TE E

k T
−

 
=  

 −  + β  
 

where β  is the spin degeneracy factor ( 1 / 2);β =  
N

d
 is the donor impurity concentration  

(N
d 
= 1019 cm–3 in the present study, it is taken 

for the GaAs layer adjacent to the Schottky 
barrier); N

c
 is the effective density of states in 

the conduction band; F
1/2

 is the Fermi integral 
with the index 1/2; E

d
 is the energy of the do-

nor level. 
The donor level in gallium arsenide is cre-

ated by silicon with a depth of –6 meV rela-
tive to the bottom of the conduction band. We 
obtained the D(E) dependence by the method 

proposed in [9], by solving the Schrödinger 
equation in the one-electron approximation 
without scattering effects taken into account.

Let the two-barrier structure be located at 
distances from 0 to L; then the wave function 
is taken from the Schrödinger equation:

2

2 *
( ( )) 0,

m
E U x′′ψ + − ψ =



where m* is the effective electron mass (for 
simplicity, it is assumed to be the same in the 
entire region under consideration).

The solution of the equation in the outer 
regions are functions of the following form:

0,x ≤  ;ikx ikxe re−ψ = +

,x L≥  ( ),ik x Lde −ψ =

where r and d are the amplitudes of reflection 
and transmission, respectively; k is the wave 
vector magnitude.

The reflection and transmission coefficients 
follow the expression

2 2
, ,R r D d= =

The boundary conditions are obtained from 
functions (4):

(0) 1 ,rψ = +  ( ) ,L dψ =

(0) (1 ),ik r′ψ = − ( ) .L ikd′ψ =

Let us express the amplitudes r and d 
through functions (0)ψ  and ( );Lψ  the bound-
ary conditions can be then written as

(0) (0) 2 ,ik ik′ψ + ψ =

( ) ( ) 0.L ik L′ψ − ψ =

Fig. 2. The energy diagram of the structure with an external voltage of 0.1 V applied

(1)

(2)

(3)

(4)

(5)

(6)

(7)
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Equation (3) together with conditions (7) 
determine the problem in the inner region at 
distances from 0 to L. Solving this problem 
and finding ( ),xψ  we can find the reflection 
and transmission coefficients in the following 
form:

2 2 2 2
( ) , (0) 1 .D d L R r= = ψ = = ψ −

Let us take the structure’s total length L 
for unity, then the Schrödinger equation takes 
the form

( ( )) 0,U x′′ψ + ε − ψ =

where the energy ε and the potential U(x) are 
counted in units 2 2/ 2 .mL  

Let us divide the section from 0 to L into 
N regions of length a. Then L = Na; if L = 1, 
then а = 1/N. 

For an arbitrary point inside the region, 
equation (9) can be written in a discrete form:

1 1 0,n n n n+ −ψ + ψ + ε ψ =

22 ( ).n na Vε = − + ε −

For the first of boundary conditions (7), let 
us replace the wave function derivative with its 
discrete equivalent

1 1(0) ( ) / 2 .a−′ψ ≈ ψ − ψ

Then the boundary condition and the 
Schrödinger equation for x = 0 have the form

1 1 02 4 ,ika ika−ψ − ψ + ψ =

1 1 0 0 0.−ψ − ψ + ε ψ =

Adding up the two equations of (12) and di-
viding this sum by 2, we obtain the first bound-
ary condition:

0
1 0 2 .

2
ika ika

ε 
ψ + + ψ = 

 

For the second boundary condition (x = 
N), we similarly find:

1 1 2 0,N N Nika+ −ψ − ψ − ψ =

1 1 0,N N N N+ −ψ − ψ + ε ψ =

and from this we obtain this condition in the 
form

1 0.
2
N

N Nika−
ε 

ψ + + ψ = 
 

Thus, the problem consists in solving the 

system of equations (10), (13), and (15).
The tridiagonal system of equations (10) is 

solved by the modified sweep method [10].

Results and discussion

At the first stage of the simulation, the 
resonant tunneling structure was optimized 
based on the transmission coefficient D(E) 
depending on the width and height of the GaAs/
AlGaAs heterojunction barrier; we selected the 
geometric parameters (height and width) of this 
barrier with which the transmission coefficient 
took the greatest value, at least 70 %.

An example of the simulation result is 
shown in Fig. 3. Notice that the barriers in this 
structure are rather wide (up to 11 nm) and the 
width of the peaks on the D(E) dependence 
does not exceed several tens of millielectronvolts 
(specifically, it was varied from 0.01 to 20 meV). 
The D(E) dependences we have obtained did 
not take into account the scattering effects in 
solving the Schrödinger equation in the one-
electron approximation with the help of the 
above-described numerical method.

 The highest transmission coefficients 
were observed in structures with Schottky 
barrier heights of 0.30 – 0.35 eV and widths of  
6 – 9 nm. The transmission coefficient was 
more than 95 % in some of these structures. 
Additionally, resonant tunneling with peaks  
of 10 % or higher was observed for all 
configurations of the heterojunction barrier.

Fig. 4 shows examples of the dependence 
of the maximum value of the transmission 
coefficient on the external voltage with varying 
barrier width (from 6 to 11 nm) and fixed barrier 
height (0.4 eV). As the width of the barrier 
decreased, the height of the peaks increased; 
the form of the dependence changed from 
decreasing at the maximum width to increasing 
(up to the value of the transmission coefficient 
over 90 %).

An examination of the selected models of 
resonant tunneling structures revealed that the 
transmission coefficient value depends more 
on the height of the heterojunction barrier 
than on its width. The transmission coefficient 
values determine the simulated behavior of 
the I–V curve of the resonant tunneling diode  
(see Eq. (1)); however, while analysis of these 
coefficients is important, it does provide a 

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)
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complete picture of the optimization. For this 
reason, we also simulated the I–V curves of these 
structures at two temperatures: 100 and 300 K.

Fig. 5 shows the I–V curves of a resonant 
tunneling structure with a barrier height of 
0.3 eV and a thickness of 6 nm; the highest 
and broadest current peak is observed at these 

parameters. The calculated I–V curves were 
obtained at 100 and 300 K.

It can be seen from the dependences that 
the current density peak reaches a value that 
is acceptable for experimental observation (up 
to 108 A/m2) at 300 K. The current density 
for the resonant tunneling structures under 

Fig. 3. Transmission coefficient versus energy with a heterojunction barrier  
width of 6 nm and height of 0.3 eV (the result of simulation)

Fig. 4. Dependences of the maximum transmission coefficient on the external voltage  
with a variation in the heterojunction barrier width, nm: 11 (curve 1), 10 (2), 9 (3), 7 (4), 6 (5); 

barrier width was 0.4 eV
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consideration has two components at nonzero 
temperatures, the thermal and the tunneling 
one. The tunneling current has been discussed 
above, and the thermal current is expressed by 
the following formula:

1/2

B

B

B

exp
2 *

exp 1 .

therm

k T e
j ne

m k T

eV

k T

 ϕ 
= − ×  π   

  
× −     

As a result, the current density J is expressed 
by the sum

therm tunnelJ j j= +

where j
tunnel

 is the tunneling current density (1). 
Due to the high Schottky barrier  

(φ = 0.8 eV), the thermal current injected 
through it is extremely small compared to the 
tunneling current. The thermal component at 
room temperature (300 K) is two orders of 
magnitude lower than the tunneling one.

The I–V curves shown in Fig. 5 were 
obtained without taking into account the effects 
of electron scattering. The main contribution 
to the current is made by resonant tunneling 
through the second level (see Fig. 3), for which 
the transmission coefficient peak is much wider 
and higher.

However, electron scattering in doped 
gallium arsenide can significantly affect the 
values of the transmission coefficient and 
current. This effect can be estimated by 
assuming that the transmission coefficient peak 
is described by the Lorentz formula [11]:

(16)

(17)

Fig. 5. I–V curve of a resonant tunneling structure with the heterojunction barrier  
width of 6 nm and the height of 0.3 eV at temperatures of 100 K (a) and 300 K (b)

а)

b)
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2
1 2

2 2 2
1 2

4
( ) ,

( ) 4( )p

b

t

D D E
D E

D D E E E

∆
=

+ ∆ + −

where D
1 

and D
2
 are the coefficients of 

transmission through the first and the second 
barrier; ∆E

t
 is the total width of the peak; ∆E

b
 

is the peak width without taking into account 
the scattering processes, E

p
 is the position of 

the maximum peak value.
The full width of the peak 

∆E
t 
= ∆E

b 
+ ∆E

r
,

where ∆E
 r
 is the width of the peak caused by 

relaxation processes; /r rE∆ = τ  (τ
r
 is the 

momentum relaxation time). 
If we assume that electron mobility in doped 

gallium arsenide is µ  = 0.4 m2/(V·s) at 300 K, 
then rτ  

= 1.5·10–13, rE∆  = 4.4 meV.
Thus, the influence of scattering processes 

manifests in a decrease in the height of the 
transmission coefficient peak by 4.4 times and 
in its broadening by 2.1 times. This should lead 
to a significant decrease in the tunneling cur-
rent (current should decrease due to a decrease 
in the height of the resonant peak, but this de-
crease should be partially compensated by its 
broadening).

To estimate the effect of scattering on neg-
ative differential conductivity (NDC), we can 
assume that its maximum value g

max
 is propor-

tional to the ratio 2 2/ ,b tE E∆ ∆  and then g
max

 
will decrease by 4.4 times.

The above estimates prove that the effect of 
scattering in the structure under consideration 
reduces the peak current on the I–V curve by 
several times and expands the NDC region, 
making the current decay slower compared 
with the I–V curve in Fig. 5

However, NDC at normal temperature and 
the simplified technology (compared with a 
two-barrier heterostructure) are still important 
for practical applications, in comparison with a 
two-barrier heterostructure.

Conclusion

The paper presents the results of numerical 
simulation of promising resonant tunneling 
structures. We have established that tunneling 
effects in these structures persist at high 
temperatures up to room temperature, while 
the position and shape of the current density 
peak change with the configuration, i. e., the 
height and width of the GaAs/AlGaAs barrier 
of the resonant tunneling structure.

(18)
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PROPERTIES OF THE SEMICONDuCTOR STRuCTuRE  

wITH A p–n-juNCTION CREATED IN A POROuS SILICON FILM  

uNDER LASER RADIATION

V.V. Tregulov1,  V.A. Stepanov1, N.N. Melnik2

1Ryazan State University named for S.A. yesenin, Ryazan, Russian Federation; 

2Lebedev Physical Institute, Russian Academy of Science, Moscow, Russian Federation

The possibility of formation of a p–n-junction in a film of porous silicon by 
means of pulse laser radiation have been shown. Methods of Raman spectroscopy and 
photoluminescence spectroscopy were used to investigate features of transformation 
of a microstructure of a film of porous silicon under the influence of laser radiation. 
It was established that influence of a single laser impulse lasting 18 ns with the 
wavelength of 355 nanometers and energy of an impulse in the range of 85 – 200 mJ  
lead to disappearance of an amorphized phase and an increase in the sizes of crystallites 
in a film of porous silicon. In the paper it was shown that the p–n-junction was 
formed under the influence of laser radiation inside the largest silicon crystallites of 
a porous silicon film. To study the features of the electrophysical characteristics of 
the obtained semiconductor structure, methods for measuring the current-voltage and 
the capacitance-voltage characteristics were used. The obtained p–n-junction was 
sharp. The mechanisms of current flow had a complex character and were mainly 
determined by the processes of generation and recombination of carriers in the space-
charge region of the p–n-junction involving the energy levels of the traps. 

Key words: porous silicon film; p–n-junction, laser radiation; Raman scattering; photoluminescence

Citation: V.V. Tregulov, V.A. Stepanov, N.N. Melnik,  Properties of the semiconductor structure with 
a p–n-junction created in a porous silicon film under laser radiation, St. Petersburg Polytechnical State 
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Introduction

Silicon photo diodes with nanosecond speed 
can be created on the basis of a heterojunction 
between a por-Si film and a single crystal [2]. 
Currently, developing methods for fabricating 
semiconductor structures with por-Si films 
for improving the technical and economic 
characteristics of semiconductor devices created 
on the basis of these films is an important 
problem.

Some properties of a semiconductor structure 
with a p–n-junction created in a por-Si film 
under laser radiation have been investigated 
in this study. This film contained phosphorus 
impurity. The por-Si film was saturated by 
phosphorus during its growth [3]. This method 
allows reducing the number of technological 
operations in comparison with the traditional 
technological scheme [1], and decreases the 
prime cost of the end products which is very 
important for production of photo-electric 
converters of solar energy.  Using a laser beam 
scanning on a substrate surface, it is possible 

to form a p–n-junction with a rather complex 
topology without resorting to photolithography. 
It should be noted that the possibility of forming 
a p–n-junction in silicon under laser radiation 
was shown in the monograph [4].

Experimental samples

The semiconductor structure was made 
as follows.  A por-Si film was grown on the 
surface of a silicon single-crystal plate of p-type 
with a specific resistance of 1 Ohm·cm and a 
(100) orientation of the surface. The anode 
electrochemical etching method was used 
in galvanostatic mode at a current density of  
20 mA/cm2 for 10 min. An electrolyte consisting 
of HF, C

2
H

5
OH and H

3
PO

4
 (1 : 1 : 1 ratio) was 

applied. The resulting por-Si film contained 
phosphorus impurity. The electrolyte was then 
washed off the film surface and the samples 
were dried.

The surface of the prepared por-Si film 
was exposed to polyharmonic emission by an  
LS-2147A (Nd:YAG) laser. Ablation of samples 
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was carried out by a single 18 ns pulse at a 
wavelength of 532 nm with the energy ranging 
from 100 to 240 mJ and at that of 355 nm with 
the energy ranging from 60 to 200 mJ. 

In order to measure the electrophysical 
characteristics, indium ohmic contacts were 
soldered to the por-Si film irradiated, and to 
the back surface of the sample. Before forming 
the ohmic contacts, short-term etching of the 
samples under investigation was carried out in 
the water HF solution (10 %) to remove the 
superficial oxidized por-Si layer. The samples 
intended for optical measurements were not 
subjected to such etching.

Experimental results and discussion

The superficial thermo-electromotive 
force (thermo-emf) measurement after the 
partial removal of a por-Si layer showed 
n-conductivity of the samples exposed to laser 
radiation of their surface with λ = 355 nm and 
an energy of 85 – 200 mJ and  p-conductivity 
of the samples exposed to laser radiation with  
λ = 532 nm. Thus, in the first case a p–n-
junction was formed. Because of this, further 
studies were carried out with the samples 
irradiated by the laser wavelength of 355 nm.

The etching in the water HF solution for 
1 h led to the removal of the n-type layer. 

Therefore, the p–n-junction formed in the 
largest silicon crystallites of the por-Si film.

In order to investigate the microstructure 
features of the por-Si film, Raman scattering 
(RS) and photoluminescence (PL) were used for 
the samples irradiated by the laser wavelength 
of 355 nm with the impulse energy of 85 mJ 
and 200 mJ and for the unirradiated samples.

RS and PL in the por-Si film were excited 
by the argon laser emission with a wavelength 
of 488 nm. Excitation spectra were recorded 
using an U-1000 spectrometer (Jobin Ivon) 
in standard geometry, i. e., when the laser 
beam and the reflected one of diffused light 
were directed along a normal to the sample’s 
surface.

RS spectra of the por-Si films for the samples 
irradiated and unirradiated by laser emission 
are shown in Fig. 1. For comparison, the figure 
also shows the spectrum of single-crystal silicon 
which was used as a substrate for preparation of 
the samples under consideration.

The first-order RS spectral line for the por-
Si film  which was not subjected to radiation 
has considerable broadening and is noticeably 
shifted to the low-frequency region relative 
to the frequency of 521 cm–1 in comparison 
with the spectrum of single-crystal silicon  
(Fig. 1). It can be attributed to the effect of 

Fig. 1. RS spectra for por-Si films: exposed to laser radiation at a wavelength of 355 nm (1, 2)  
with E = 85 mJ (1) and 200 mJ (2); the spectra for unirradiated (3) and for single-crystal silicon (4) 

samples are added for comparison
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spatial restriction of phonons in ensembles 
of silicon crystallites with sizes of several 
nanometers [5, 6]. The considered RS curve 
also exhibits a wide band in the region of 480 
cm–1 specific to the existence of an amorphous 
phase in por-Si films [5]. 

The average diameter of silicon crystallites 
in por-Si film before laser irradiation is 2.2 
nm; it is estimated by the shift value and the 
broadening of the RS spectral line of the first 
order according to the technique presented in 
Ref. [6].

Laser irradiation at the wavelength of 355 
nm with the energy of 85–200 mJ  causes the 
sharp narrowing of  the first-order RS line in 
the spectrum of the por-Si film and a decrease 
in the shift relative to the frequency of 521 cm–1 
(see Fig. 1). The average diameters of silicon 
crystallites in por-Si film estimated according 
to technique [6] are 9.5 nm for the sample 
irradiated with the impulse energy of 85 mJ 
and 17.0 nm for that irradiated with 200 mJ. 
It follows from the analysis of RS spectra (see 
Fig.1) that ablation of the por-Si film by the 
laser leads to disappearance of a wide spectral 
band in the region of 480 cm–1.

The form of PL spectra for the samples 
laser-irradiated and unirradiated is typical for 
por-Si films (Fig. 2).

Laser radiation of a por-Si film’s surface 
led to an essential decrease in PL intensity 
(Fig. 2) compared with the state of the initial 

sample. Besides, there was no correlation 
between the sizes of silicon crystallites and 
the peak positions in PL spectra determined 
by the quantum-dimensional effect in the 
por-Si film. The maxima of spectral lines for 
samples with large sizes of silicon crystallites 
had to shift considerably to the long-wave 
region, however, it was not observed in our 
experiments. According to Ref. [7], a similar 
situation can take place in por-Si films when 
radiation-recombination processes considerably 
affect the superficial states of silicon crystallites. 
The decrease in PL intensity with laser energy 
growth can be connected with an increase in 
the concentration of defects on the surfaces 
of silicon crystallites which are the centers of 
nonradiative recombination.

To study the electrophysical processes in 
the investigated semiconductor structure with 
the p–n-junction, the current-voltage and 
the capacitance-voltage characteristics were 
measured at room temperature.

The above-mentioned curves for the 
samples obtained under irradiation at 
energies ranging from E = 85 – 200 mJ were 
identical in character. Because of this, only 
the characteristics of the sample obtained at  
E = 85 mJ are discussed further. Measure-
ments were taken by means of E7-20 digital 
measuring instrument. When measuring current-
voltage and capacitance-voltage characteristics 
a negative voltage application to the por-Si at 

Fig. 2. PL spectra for por-Si films: exposed to laser radiation at a wavelength  
of 355 nm (1, 2) with E = 85 mJ (1) and 200 mJ (2); unirradiated (3)
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the contact corresponds to the forward bias.
Direct branches of the current-voltage curves 

on a double logarithmic scale (Fig. 3, a) can 
be divided into three regions of approximately 
linear dependences which can be presented by 
the power relationship

I ~ Um 

where I is the current, U is the voltage shift, m 
is the exponent characterizing an inclination 
of the respective straight line [8]. Such a 
dependence is used describing the current flow 
mechanisms within the model of space-charge-
limited currents (SCL).

The known expression for a p–n-junction 
holds for the first part of the direct branch of 
the current-voltage curve:

I ~ exp(qU/nkT),

where q is the elementary charge; n is the non-
ideality factor, k is the Boltzmann constant, T 
is the absolute temperature [9]. 

The value of the factor n is 1.7, therefore, 
the current flow corresponding to this part of 
the current-voltage characteristic is determined 
by recombination of carriers in the space charge 
region of the p–n-junction.

The second part of the direct branch of the 
current-voltage characteristic is described by 
expression (1) and is explained within the SCL 
model by the trap square law as m = 2 [8]. In the 
third part of the curve (Fig. 3), the condition 
1 < m < 2 holds. Within the framework of the 
SCL model, this behavior can be explained by 
the depletion of the traps’ level whose recharge 

is determined by the process expressed by the 
second part of the curve. On the other hand, the 
third part of the straight branch of the current-
voltage characteristic can be explained by the 
tunneling of charge carriers inside the por-Si 
layer between the traps’ levels on the silicon 
crystallites surface through the SiO

x
 barriers. 

Such mechanism of the current flow for the 
forward bias, according to Ref. [10], can take 
place in structures with a p–n-junction and 
por-Si film.

As for the reverse bias, the current-voltage 
characteristic has the form typical for the so-
called “soft” breakdown (Fig. 3, b). This is 
usually explained by an avalanche breakdown 
involving a sufficiently large number of defects 
with deep energy levels [9].

The capacitance-voltage characteristic of the 
structure under study is shown in Fig. 4. It was 
measured in the frequency range between 1 kHz 
and 1 MHz. An increase in capacitance with 
decreasing frequency for forward and reverse 
biases indicates the presence of traps with 
deep energy levels and surface states on silicon 
crystallites in the por-Si film in the p-region of 
the semiconductor structure under study. 

The high-frequency capacitance-voltage 
characteristic (1 MHz) in the region of 
positive values of U, represented in C –2 (U) 
coordinates, is linear (Fig. 4, b); hence, the 
p–n-junction is sharp. A sufficiently large value 
of the diffusion potential of the p–n-junction 
(1.87 V), determined from the characteristic 
in Fig. 4, b, can be explained by the effect of 
an incompletely removed por-Si surface layer 

(1)

(2)

Fig. 3. Current-voltage characteristics of por-Si films at direct (a) and reverse (b) biases;  
the parts of the curve are numbered 1 to 3 for discussion

а) b)
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oxidized as a result of laser radiation during the 
formation of the p–n-junction. The impurity 
concentration in the base region of the p–n-
junction, determined from the slope of the 
characteristic in Fig. 4, b, was 1.6·1016 cm–3. 
This value practically coincides with that of the 
acceptor impurity in the initial silicon p-type 
plate on which the por-Si film was formed.

Summary

Thus, irradiation of a por-Si film contain-
ing a phosphorus impurity with a single 18 ns 
laser pulse at λ = 355 nm and with E = 85  – 
200  mJ results in the formation of a p–n-junc-
tion within the largest silicon crystallites. As a 
result of laser irradiation, the microstructure of 
the por-Si film undergoes significant changes: 
its amorphized phase disappears, and only the 
largest silicon crystallites remain. Furthermore, 

as the energy of the laser pulse increases, the 
silicon crystallites grow in size. Simultaneously, 
surface states are forming on the surfaces of the 
crystallites which are the centers of nonradia-
tive recombination.

Perhaps, a partial recrystallization of the 
por-Si film occurs as a result of laser radia-
tion. The resulting p–n-junction is sharp. The 
mechanisms of current flow are complex in na-
ture and are mainly determined by the process-
es of recombination and charge carrier genera-
tion involving deep energy levels in the space 
charge region. 

The obtained results can be useful in the 
engineering of optical sensors and photovoltaic 
solar energy converters.

The work was supported by Ministry of 
Education and Science of Russian Federation (grant 
3.9506.2017/BCH).

Fig. 4. Capacitance-voltage characteristics at various frequencies f of the measuring signal (a)  
and one of them in the coordinates of C–2,U (b); f , kHz: 1 (1), 10 (2), 100 (3), 1000 (4)  

а) b)
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ELECTRET EFFECT IN BIODECOMPOSED POLYLACTIDE FILMS FILLED 

wITH NANOSCALE MAGNESIA 
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In the paper, the results of studies in the charge relaxation mechanism in polylactide 
films with nanoscale hydrophilic filler (magnesia) have been obtained using thermally 
stimulated depolarization current (TSDC) and thermally stimulated surface-potential 
decay (TSSPD) methods. The loading of the hydrophilic filler (magnesia) was shown 
to result in the polymer conductance reduction, i. e., in the improvement of the 
electret properties of the composite. The optimal content of magnesia (4%) responsible 
for the highest electret state stability in polylactide films was determined. The values 
of the effective frequency factor and the activation energy of the deep traps for the 
injected charge being inherent to the polymer matrix were estimated by regularization 
technique. The obtained results demonstrate the capability of making active (long 
time retaining the organoleptic properties of the products) and biodegradable (solving 
the problem of recycling) packaging materials based on composite polylactide films 
with magnesia as a filler.

Key words: polylactide; hydrophilous filler; biodecomposed film; electret state; charge-dipole 
complex

Citation: A.P. Platko, Yu.I. Sotova, Yu.A. Gorokhovatskiy, E.A. Karulina, M.F. Galikhanov,  Electret 
effect in biodecomposed polylactide films filled with nanoscale magnesia, St. Petersburg State Polytechnical 

University Journal. Physics and Mathematics. 11(1) (2018) 19 – 24. DOI: 10.18721/JPM.11103

Introduction

Synthetic polymers have found wide 
application as a packaging material for food 
products. Recycling these polymer materials 
after use in packaging is a pressing problem 
since incineration leads to release of toxic 
gases and decomposition in soil can take over 
hundreds of years.

One way of solving this problem is 
using biodegradable polymers. To date, the 
most promising material for this purpose is 
polylactide (PLA), a polymer whose monomer 
(lactide C

3
H

4
O

2
) is obtained from lactic acid. 

It has been established that if a stable electret 
state is formed in a polymer film, the packaging 
made of this material preserves the organoleptic 
properties of the products for a long time  
[1 – 3]. Such packaging is referred to as 
active [4, 5]. It is known that PLA’s electret 
state is not sufficiently high in its initial form  
[6 – 8] but introducing various fillers, in 
particular, Aerosil SiO

2
, into the polymer makes 

it possible to significantly improve the stability 

of the electret state in PLA-based films [9].
It should be noted that Aerosil is rather 

expensive to produce, which in turn raises the 
cost of products packed in PLA films with the 
Aerosil filler. For this reason, it is of interest 
to investigate the effect of other fillers on the 
stability of the electret state in PLA-based 
composite films. In this study, magnesium oxide 
was chosen as the filler. It is a hydrophilic filler 
like Aerosil but its production is cheaper [10].

Thus, the purpose of this study is to establish 
the nature of the electret state in composite 
PLA-based films with magnesium oxide as a 
filler (PLA + MgO system).

Experimental procedure

In this paper, we investigated PLA and 
PLA + MgO films, obtained by pressing in 
accordance with GOST 12019-66 at the Kazan 
National Research Technological University. 
The thickness of the films was 100–200 μm, 
the mass fraction of magnesium oxide varied 
and amounted to 0 %, 2 %, 4 %, and 8 %.
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The electret state in the films under 
investigation was achieved by exposing the film 
to a positive or negative corona discharge field 
for 5 min at room temperature. The stability 
and nature of the electret state were studied by 
methods of thermally stimulated depolarization 
currents (TSDC) and thermally stimulated 
surface potential decay (TSSPD).

The TSSPD method is based on recording 
the temperature dependence of the surface 
potential of samples under linear heating. The 
TSDC method is based on measuring the short-
circuit current in samples under linear heating. 
(The electret state is formed in the samples in 
advance in both cases.)

Fig. 1 shows the TSSPD curves for PLA 
and (PLA + MgO)-based films with different 
filler contents, with the electret state induced 
by negative and positive corona charging.

It can be seen from the obtained curves 
that when the MgO filler is added, the stability 
of the electret state in composite PLA films 
increases and reaches its maximum at a mass 
fraction of MgO of 4% (curves 3 in Fig. 1).  
A further increase in filler concentration 
leads to a decrease in the stability of the 
electret state in composite PLA films with a 
hydrophilic nano-sized MgO filler (Fig. 2). 
The temperature stability of the electret state 
was estimated by processing the TSSPD curves 

Fig. 1. TSSPD curves for films based on the initial PLA (1) and the PLA with filler  
(magnesium oxide) (2 – 4) for negatively (a) and positively (b) polarized corona electrode.  

The MgO concentrations, %: 2 (2), 4 (3), 8 (4)

а)

b)
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(see Fig. 1): their temperature inflection points 
were determined.

For clarity, Fig. 3 shows a separate 
comparison of the TSSPD curves for composite 
PLA + 4 % MgO films with the electret state 
induced at different polarities of the corona 
electrodes.

It can be seen that the character of potential 
decay depends on the sign of the corona electrode 
polarity: a positively polarized electret state is 
more stable with positive polarity than with the 
negative one. This suggests that the decrease in 

the surface potential is governed by the release 
of the charge captured under electretization 
from near-surface traps. Evidently, the energy 
depth of the traps is greater for positive than for 
negative charge carriers.

The increase in the stability of the electret 
state with the filler added can be attributed to 
the presence of so-called charge–dipole cen-
ters in the polymer. The latter are formed as 
a result of the interaction of water molecules 
with polymer chains, which, on the one hand, 
have a dipole moment (i.e., they are capable of 
participating in dipole polarization), and, on 
the other hand, serve as traps for charge carri-
ers (and thus determine the volume conductiv-
ity of the film) [11]. Since magnesium oxide is 
a hydrophilic filler, it can capture some of the 
water molecules, thus leading to a decrease in 
the concentration of charge-dipole centers in 
composite PLA films compared to the initial 
PLA (without filler), and, as a consequence, 
to a decrease in conductivity and a respective 
increase in the stability of the electret state.

The non-monotonic dependence of the 
temperature stability of the electret state of 
composite polylactide films on the percentage 
of the MgO nanoscale hydrophilic filler can 
be explained by the presence of two compet-
ing bulk conductivity mechanisms. On the one 
hand, as mentioned above, bulk conductiv-
ity decreases with increasing filler concentra-

Fig. 2. Curves of temperature stability  
of the electret state (the temperature  

of the inflection point of the TSSPD curve)  
as a percentage of the MgO filler in composite 

PLA films; the curves were obtained with positive 
(1) and negative (2) corona discharges

Fig. 3. TSSPD curves of composite PLA + 4 % MgO films obtained under negative (1)  
and positive (2) corona discharges
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tion due to a decrease in the concentration of 
charge–dipole centers, which means that the 
stability of the electret state increases; on the 
other hand, bulk conductivity can increase due 
to increasing probability of conducting clusters 
forming over the filler particles, which, accord-
ingly, should lead to a decrease in the stability 
of the electret state. Thus, there should be an 
optimal value of the MgO filler concentration 
in PLA-based films ensuring the greatest stabil-
ity of the electret state in the films. In our case, 
the optimal concentration is 4 %.

Fig. 4 shows the TSDC curves of composite 
PLA + 4 % MgO films with the electret state 
induced by positive and negative corona dis-
charges.

Two peaks are observed on the TSDC 
curves in composite PLA-based films. A low-
temperature peak near 40 °C is associated with 
heterocharge relaxation (the orientation of 
charge-dipole centers in our model). The height 
of this peak, if compared with the data on the 
initial PLA films, is two orders of magnitude 
smaller [6]. This result agrees with the assumption 
that introducing a nanoscale hydrophilic MgO 
filler lowers the concentration of charge–dipole 
centers (the effect of MgO is similar to that of 
Aerosil SiO

2 
described in the paper).

High-temperature peaks on the TSDC 
curves in composite PLA films correspond 
to homocharge relaxation. This suggests that 
these peaks are due to charge ejection from 
deep near-surface traps. The curves in Fig. 4 
indicate that the depth (activation energy) of 
traps is less for negative charge carriers than 
for positive ones. This result is consistent with 
the TSSPD data. The calculated values of trap 
activation energy were W = 0.84 ± 0.03 eV 
for positive charge carriers and W = 0.76 ± 
0.03 eV for negative ones (the frequency factor 
was equal to 1011 s-1 in both cases). Since the 
temperature position of the high-temperature 
peaks in composite PLA + 4 % MgO films 
coincides with the temperature position of 
similar peaks in the initial PLA films (see [6]), 
it can be concluded that the traps determining 
the potential stability of the electret state are 
inherent for the PLA polymer matrix.

The results obtained by TSDC in composite 
films based on PLA and MgO filler are similar 
to the TSDC dependences previously studied in 
composite PLA films filled with aerosil SiO

2
 [6], 

the only difference being that the optimal (from 
the standpoint of the electret state stability) 
concentration was 2 % for the Aerosil filler, 
while for magnesium oxide this value is 4 %.

Fig. 4. TSDC curves in the corona electret system of a composite PLA + 4 % MgO film;  
the films were obtained under positive (1) and negative (2) corona discharges
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Conclusion

A hydrophilic nanosized MgO filler can be 
proposed as a cheaper alternative to the Aerosil 

SiO
2 
filler, improving the stability of the electret 

state in biodegradable PLA-based composite films 
used to create an active packaging material.

Received 18.01.2018, accepted 24.01.2018.
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MöSSBAuER EMISSION SPECTRA OF STANNuM DAuGHTER  

ISOTOPES MEASuRED uNDER CONDITION OF A DYNAMIC  
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AND ANTIMONIuM DAuGHTER ONES
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The information on a valence and a coordination states of the 119mSn daughter 
atoms formed in the cationic and anionic lattice sites of the crystalline lead telluride 
PbTe and the glassy arsenic telluride As

2
Te

3 
from the 119Sb and 119mTe parent isotopes 

has been obtained using the emission Mössbauer spectroscopy with the 119mTe parent 
isotopes being in a dynamic radioactive equilibrium with the 119Sb daughter ones. It 
was found by calculation and experimentally that the proportion of various valent 
and coordinate states of tin atoms in the crystal and the glass depended on the 
preparation moment of Mössbauer sources. Moreover, the displacement of a part of 
the 119Sb daughter atoms from lattice sites of the 119mTe parent isotopes as a result of 
a radioactive decay was established when bringing into agreement with experimental 
data.

Key words: dynamic radioactive equilibrium; Mössbauer emission spectroscopy; isotope; telluride; lead; 
arsenic
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Introduction

Mössbauer emission spectroscopy on the 
119mSn tin isotope with parent 119Sb antimony 
and 119mTe tellurium nuclei is widely used to 
study the state of impurity atoms in crystalline 
lead chalcogenides and glassy chalcogenides of 
arsenic and germanium [1 – 11]. Depending 
on the chemical nature of the parent isotope, 
daughter tin atoms can stabilize either at 
chalcogen sublattice sites (if the 119mTe isotope 
is used) [2, 3, 5, 7, 8], or at sites not determined 
in advance (if the 119Sb isotope is used) [1, 4, 
6 – 11].

In this paper we have measured the 119mSn 
Mössbauer emission spectra for sources based 
on crystalline lead telluride PbTe and glassy ar-
senic telluride As

2
Te, containing simultaneous-

ly parent 119mTe and 119Sb isotopes. The spectra 
allowed to obtain data on the state of parent 
impurity atoms of tellurium and antimony, and 
daughter impurity atoms of tin.

Experimental samples and procedure

It follows from Fig. 1 that the decay of par-

ent 119mТе atoms occurs with the formation of 
radioactive daughter 119Sb nuclei. By the time 
dynamic equilibrium (the maximum concen-
tration of the 119Sb isotope) is established, a 
mixture of radioactive atoms of tellurium (de-
noted as 119mТе-1) and antimony (denoted as 
119Sb-1) is formed.

The fraction of 119mТе-1 atoms in the initial 
content of 119mTe is 0.575, while the fraction of 
119Sb-1 atoms is 0.195. This mixture was fused 
with glassy arsenic telluride As

2
Te

3 
or crystalline 

lead telluride PbTe in vacuum-sealed quartz 
tubes. The estimated concentration of impurity 
atoms did not exceed 1017 cm–3. The As

2
Te

3 

melt was air-quenched; the glassy state was as-
sessed by such criteria as conchoidal fracture, 
the absence of lines on the X-ray powder pat-
terns, the absence of inclusions and inhomo-
geneities on polished surfaces observed under 
an MIM-7 metallographic microscope and 
an MIK-1 IR microscope. The initial PbTe 
samples were n-type (with an excess of lead,  
n ≈ 5∙1018 cm–3) and p-type (with an excess 
of tellurium, p ≈ 1018 cm–3). The quantitative 
composition of glasses and crystals was moni-
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Experimental results and discussion

Lead telluride. The experimental Mössbauer 
spectra of the 119mSn isotope for n-PbTe :  
(119Sb + 119mTe) (n-type lead telluride) and 
p-PbTe : (119Sb+119mTe) (p-type lead telluride) 
samples are a superposition of two lines  
(Fig. 2).

One of these lines has an isomer shift of 
2.31(2) mm/s; it is typical for isomer shifts of 
the 119Sn Mössbauer spectra of intermetallic tin 
compounds, and, accordingly, this line should 
be attributed to 119mSn0 centers formed after the 
chain of decays

119mTe-1 → 119Sb-2 → 119mSn

at tellurium sublattice sites (spectrum I).
The second line has an isomer shift of 

3.42(2) mm/s; it corresponds to tin telluride 
and, consequently, this line can be attributed 
to divalent 119mSn2+ centers formed after the 
decay of 119Sb-1 atoms at lead sublattice sites 
(spectrum II).

The intensity of the 119mSn0 spectrum in 
the tellurium sublattice for the p-type sample 
increases with time that has elapsed since 
the synthesis of Mössbauer sources (this time 
variable shall be referred to as the source age 

tored by X-ray fluorescence analysis.
The 119mTe isotope was obtained by the re-

action

117Sn(α, 2n)119mTe.

The anion exchange procedure was used to 
separate the carrier-free 119mTe sample [5].

The 119mSn Mössbauer spectra were mea-
sured with an SM-2201 spectrometer at a tem-
perature of 80 K with calcium stannate CaSnO

3
 

(tin density of 5 mg/cm2) as an absorber. The 
typical Mössbauer spectra of PbTe : (119Sb + 
119mTe) and As

2
Te

3 
: (119Sb + 119mTe) samples are 

shown in the figures below.
A series of emission spectra of 119mSn was 

recorded for each source with the acquisi-
tion lasting for 9.5 h in the interval from the 
end of sample alloying to 190.5 h. Evident-
ly, parent 119Sb-1 atoms (the decay constant  
λ

Sb
 = 5.05∙10–6 s–1) make the main contri-

bution to the Mössbauer spectra of PbTe :  
(119Sb + 119mTe) and As

2
Te

3 
: (119Sb + 119mTe) 

samples in the initial period of measurements, 
whereas the intensity of the spectrum from par-
ent 119Sb-2 atoms increases with the accumula-
tion of second antimony 119Sb-2 formed during 
the decay of 119mTe-1 (λ

Te
 = 1.70∙10–6 s–1).

Fig. 1. Diagram of decay of parent 119mTe and 119Sb isotopes.
The decay periods and the energy released are indicated. The decay is accompanied by electron capture (EC)
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from now on), while the ratio of the areas 
under the two lines varies only slightly for 
the n-type sample. Since tin impurity atoms 
in lead telluride are electrically inactive [4, 5], 
the differing behavior of the 119mSn Mössbauer 
spectra for the hole and electron lead telluride 
samples needs an explanation.

To quantitatively describe the change in 
the structure of the 119mSn Mössbauer spectra in 
lead telluride, the experimental ratios

I

I II

S
P

S S
=

+

were calculated for different source age 
values (here SI and SII are the areas under 
the normalized Mössbauer spectra I and II, 
respectively).

The area S under the 119mSn spectrum is 

proportional to the concentration of antimony 
atoms N

Sb
 and the Mössbauer factor f in the 

corresponding sublattice:

S ~ f N
Sb
.

Antimony atoms 119Sb are direct radioactive 
precursors of the 119mSn isotope.

The dependence of the N
Sb
 concentration 

on the time t can be obtained from the balance 
equation:

0Te
Sb Te Te

Sb Te

0
Sb Sb Sb

[exp( )

exp( )] exp( ),

N N t

t N t

λ
= −λ −
λ − λ

− −λ + −λ

where Te,λ  Sbλ
 
are the decay constants of the 

corresponding parent isotopes; 0
Te,N   and 0

SbN  
are the concentrations of 119mTe and 119Sb atoms 
at the initial time; the subscript Te indicates 

Fig. 2. 119mSn Mössbauer emission spectra in n-PbTe (a) and p-PbTe (b). 
The spectra were obtained at 80 K in the time intervals of 0 – 9.5 h (1), 66.7 – 76.2 h (2)  

and 152.4 – 190.5 h (3) after the preparation of the Mössbauer source. Emission lines corresponding  
to the Sn0 and Sn2+ centers are shown.

а) b)
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that the 119mTe concentration is taken in the 
same sublattice as Sb.

Since the 0
TeN  concentration in the lead 

sublattice can be neglected, instead of expression 
(1) we obtain:

0
Sb inPb Sb inPb Sbexp( ),N N t= −λ

where 0
Sb in PbN  is the concentration of Sb-1 

atoms at lead sites.
Similarly, we obtain for the tellurium sub-

lattice: 

0Te
Sb in Te Te Te

Sb Te

0
Sb Sb Sb

[exp( )

exp( )] exp( ),

N N t

t N t

λ
= −λ −
λ − λ

− −λ + −λ

with the total concentration of Sb-1 determined 
as

0 0 0
Sb Sb inPb Sb in Te.N N N= +

Thus, the ratio of the areas under the nor-
malized spectra can be written in the following 
form:

0Te
Te Te Sb

Sb Te

[exp( ) exp( )]P N t t
  λ

= −λ − −λ + −λ ⋅ ×  
λ − λ   

0 0
Sb in Te Sb Teexp( )t N t f

  λ
= −λ − −λ + −λ ⋅ ×  

λ − λ   

0Te
Te Te Sb

Sb Te

exp( ) exp( )N t t

−
  λ

× −λ − −λ + −λ ⋅ + −λ ⋅    λ − λ   

0
Sb in Te Sb Teexp( )t N t f

−
  λ

× −λ − −λ + −λ ⋅ + −λ ⋅    λ − λ   
1

0
Sb inPb S Pbexp( ) .bN t f

−
  λ

× −λ − −λ + −λ ⋅ + −λ ⋅    λ − λ   

Ratio (4) allows to extrapolate the curves in 
Fig. 3 to obtain the values

0
Sb in Te Te

0 0
Sb in Te Te Sb inPb Pb

,
N f

q
N f N f

=
+

equal to 0.2 for p-PbTe and 0.8 for n-PbTe. 
If we disregard the difference in the 

Mössbauer factors at tellurium sublattice sites 
f
Te
 and at lead sublattice sites f

Pb
 (which is 

valid at 80 K), then these quantities indicate 
the fraction of Sb-1 that got into the tellurium 
sublattice during synthesis. Sb-1 atoms in the 

(1)

(2)

(3)

(4)

Fig. 3. Experimental (symbols) and calculated (curves 1–7) dependences of the ratio P  
on source ages for electron (shaded squares, curves 2, 4, 6) and hole (open squares, curves 3, 5, 7)  

of PbTe:(119Sb+119mTe) samples;
the calculated curves were obtained under different assumptions, for varying contents of 119Sb atoms in the lead 

sublattice (also curve 1) (see description in the text)
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n-PbTe sample (with an excess of lead atoms 
and tellurium vacancies) fill tellurium vacancies 
with a probability of about 0.8, while most of 
the antimony atoms in the p-PbTe sample 
appear at lead lattice sites.

The time dependences P(t) of the ratio 
of the areas for the electron and hole lead 
tellurides, calculated by formula (4) with the 
above distribution of Sb-1 over the sublattices 
and taking into account the value

0
Te
0
Sb

2.949,
N

m
N

= =

are shown in Fig. 3 together with the 
experimental values of P.

Curve 1, calculated with the assumption 
that all 119Sb-1 atoms are located in the lead 
sublattice, and all 119mTe-1 atoms in the tellu-
rium sublattice, deviates significantly from the 
behavior of the experimental values for both 
hole and (in particular) electron lead telluride. 
With above assumption that part of 119Sb-1 is 
displaced into the tellurium sublattice, the 
calculated P(t)curves are in satisfactory agree-
ment with the experimental data for a small 
source age but yield overestimated values for 
the spectra measured a considerable time 
after source preparation (curves 2 and 3 in  
Fig. 3). The reasons for this discrepancy might 
be, firstly, the smaller value of the Mössbauer 
factor f

Te
 for the structural sites of tellurium in 

comparison with that for the lead sites (f
Pb

), 
and, secondly, the displacement of a part of 
the 119Sb-2 atoms of the tellurium sublattice 
into the lead sublattice that can occur due to 
the recoil energy obtained by the daughter 
119Sb-2 atoms during radioactive decay of the 
parent 119mTe-1 atoms [5].

Curves 4 and 5 in Fig. 3 show the behav-
ior of P(t) calculated for the hole and elec-
tron lead tellurides under the assumption that  
f
Te
/f

Pb
 = 0.5. This assumption significantly im-

proves agreement with the experiment for the 
hole sample, but hardly changes the form of 
the P(t) curve for the electron sample. Conse-
quently, the difference in the Mössbauer fac-
tors cannot explain the lower values of P(t) 
for the spectra of sources with an older age. 
In further calculations, it was assumed that  
f
Te
/f

Pb
 = 0.5.

Curves 6 and 7 in Fig. 3 show the behav-

ior of P(t) calculated for the hole and electron 
lead tellurides under the assumption that some 
of the total population of 119Sb-2 atoms (the 
fraction α = 0.1) is displaced into to the lead 
sublattice. In this case, ratio (4) can be trans-
formed into

1

Te
Sb Te

Sb Te

1 (1 )

{exp[( ) ] 1} 1 .

P q

m t

−

= − α − − − α ×

 λ
× λ − λ − +  λ − λ 

A satisfactory agreement with the measured 
values of Р is observed for both types of samples. 
This result also confirms the conclusion of  
Ref. [5] on the displacement of 119Sb-2 atoms 

Fig. 4. 119mSn Mössbauer emission spectra  
in a glassy As

2
Te

3
: (119Sb + 119mTe) sample.  

The conditions in which the spectra were recorded 
and the notations are identical to those shown  

in Fig. 2. Emission lines corresponding to the Sn0 
and Sn2+ centers are also shown

(5)
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and, consequently, this line can be attributed 
to divalent 119mSn2+tin impurity centers formed 
after the decay of 119Sb-1 atoms in arsenic sites 
(spectrum II). Evidently, the relative intensity 
of the 119mSn0 Mössbauer spectrum at tellurium 
sites increases with the source age.

To quantitatively describe the changes in 
the structure of the 119mSn Mössbauer spectra 
shown in Fig. 4, we have calculated the depen-
dences of the ratio

I

I II

S
P

S S
=

+

on the age of the source (As,119Sb)
2
119mTe

3
. 

The calculated P(t) dependences are shown 
in Fig. 5 together with the corresponding ex-
perimental values of P. If P is calculated under 
the assumption that 119Sb-1 atoms are located 
in arsenic sublattice sites, and the 119Sb-2 at-
oms in tellurium sublattice sites during Möss-
bauer spectra measurements, the calculation 
yields overestimated values of the P ratio. To fit 
these data, we should assume that a fraction of 
119mTe-1 atoms (α = 0.15(2)) is displaced from 
tellurium structural sites into arsenic sublattice 
sites during the measurement of the spectra 

Fig. 5. Experimental (symbols) and calculated (curves 1, 2) dependences of the ratio P  
on the source age for samples of glassy As

2
Te

3
 (119Sb+119mTe);

the calculated curves were obtained under different assumptions, for varying contents of 119Sb atoms  
in the arsenic sublattice (see description in the text)

during the decay of the parent 119mTe isotopes.
Arsenic telluride. According to the data of 

Ref. [12], impurity tin atoms in glassy arsenic 
telluride As

2
Te

3 
are electrically inactive (in ac-

cordance with the general principle that chalco-
genide glassy semiconductors are unable to form 
solid solutions with dopants). The experimental 
Mössbauer spectra of the 119mSn isotope in the 
As

2
Te

3 
: (119Sb + 119mTe) alloy that we have ob-

tained are a superposition of two lines (Fig. 4).
A less intense line for the spectrum measured 

in the time range of 0 – 19.05 h has an isomer 
shift of 2.61 (2) mm/s; it is close to the isomer 
shift of the 119Sn Mössbauer spectrum in the 
semimetallic compound of tin arsenide SnAs 
and, consequently, this line can be attributed 
to 119mSn0 tin impurity centers formed after the 
decay of 119mTe-1 atoms at tellurium sublattice 
sites (spectrum I). The relative intensity of this 
line increases with the source age, which also 
indicates its origin from 119mTe-1 at tellurium 
structural sites.

The isomer shift of the line whose inten-
sity decreases with the source age is 3.65 (2) 
mm/s; it is close to the isomer shift of the 119Sn 
Mössbauer spectrum for the SnTe compound 



Condensed matter physics

31

(this value is obtained by extrapolating the ex-
perimental P(t) dependence to t → ∞) (solid 
line 1 in Fig. 5). This displacement can occur 
due to the recoil energy obtained by the daugh-
ter 119Sb-2 atoms during the radioactive decay 
of 119mTe-1 atoms. In addition, the local en-
vironment of the formed 119Sb-2atoms can be 
restructured during the lifetime of 119Sb (55 h).

Conclusion

It is shown that data on the location of 

antimony and tellurium atoms in the crystal 
lattice of lead telluride (or at the structural 
lattice sites of glassy arsenic telluride) and the 
valence state of tin daughter atoms formed 
from parent 119Sb atoms can be obtained from a 
series of Mössbauer emission spectra of a single 
119Sb + 119mTe source. We have also established 
that some of the 119Sb daughter atoms are 
displaced from the structural positions of the 
119mTe parent atoms as a result of the decay of 
the latter.

Received 19.01.2018, accepted 24.01.2018.
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SPECTRAL AND LuMINESCENT PROPERTIES  

OF DOPED FLuOROALuMINATE GLASSES PROMISING  

FOR OPTICAL TEMPERATuRE SENSORS

V.A. Klinkov 

 Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russian Federation

Spectral and luminescent properties of Er3+-doped fluoroaluminate glasses have been 
studied and presented in the paper. The subject of inquiry was 98MgCaSrBaYAl

2
F

14
-

2Ва(РО
3
)
2
 glass,  the ErF

3 
concentrations were of 0.1 – 1.0 mol. %. The optical 

absorption spectra were analyzed in the range from 190 to 1700 nm, and the nature 
of absorption bands was explained on a basis of the Er3+ ion energy diagram. The up-
conversion spectra were measured at 77 and 300 K in the 500 – 700 nm range upon  
975 nm laser excitation. The temperature dependences of FIR were calculated using 
the experimental data in a range of (77 – 300) K.  Among the samples under inves-
tigation the 0.1% ErF

3
 one possessed the greatest response to temperature changes 

in the range of (77 – 300) K. The studied material was proved to be a candidate for 
realizing the optical temperature sensors. 

Key words: optical temperature sensor; rare-earth ion; absorption spectrum; luminescence; fluoroaluminate 
glass
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Introduction

To date, numerous applied and fundamen-
tal have been aimed at synthesizing new glassy 
materials for the near and mid infrared (IR) 
ranges, since the currently available materi-
als are limited. Vibrational-rotational absorp-
tion bands of most molecules and chemical 
compounds are located within these spectral 
ranges, making them detectable by IR spec-
troscopy [1].

The materials of the mid IR range include 
non-oxide glasses, in particular, fluoride and 
chalcogenide. The latter are characterized not 
only by a wider bandwidth of electromagnetic 
radiation in the IR region than quartz glasses, 
but also by lower optical losses (this was proved 
by theoretical studies) [2]. Optical fiber ampli-
fiers and fiber lasers based on non-oxide glass 
doped with rare earth elements have a signifi-
cant practical significance for telecommunica-
tion lines [3]. It is non-oxide glasses that have 
an important distinctive characteristic: their 
high-frequency boundary of the vibrational 
spectrum is substantially lower than that of ox-
ide glasses; as a consequence, the probability of 
intracenter nonradiative processes decreases [4] 
and the quantum yield of the luminescence of 

the dopants introduced into the glass matrix in-
creases. In addition, laser electron transitions, 
which are quenched by thermal lattice vibra-
tions of the glassy matrix in oxide glasses, can 
be achieved in non-oxide fluoride and chalco-
genide glasses.

Non-oxide glasses doped with trivalent ions 
of rare earth elements are studied for potential 
applications in near and mid-IR lasers [4], fi-
ber lasers [5], fiber amplifiers [6] and optical 
sensors [7, 8]. In particular, glasses doped with 
erbium ions (Er3+) were used to create opti-
cal fiber amplifiers for fiber optic communica-
tion lines and optical temperature sensors [9], 
operating on the principle of upconversion lu-
minescence using the FIR (Fluorescence In-
tensity Ratio) technique; these devices are an 
alternative to quartz-based ones.

The main advantages of optical tempera-
ture detectors over classical contact methods of 
measurement is that they have a high tempera-
ture sensitivity and low inertia, small sizes, elec-
tromagnetic passivity and high noise immunity, 
and they can be used in extreme environmental 
conditions [10]. To date, the choice of a glassy 
matrix for optical temperature sensors remains 
an open problem, but it was established in [11] 
that the glassy matrix plays a key role in the 
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sensitivity of optical temperature sensors: the 
best results have been obtained for glassy sys-
tems with lower values of the high-frequency 
boundary of the vibrational spectrum.

Thus, from the standpoint of their lumi-
nescent properties (in particular, taking into 
account the phenomenon of upconversion lu-
minescence), chalcogenide and fluoride glasses 
can be considered to be the most promising for 
creating optical temperature sensors.

The disadvantages of chalcogenide glasses 
include low chemical and thermal stability, 
toxicity, incompatibility with quartz glasses in 
terms of the refractive index (n > 2.2) and the 
thermal parameters, complicated synthesis and 
low solubility of active impurities such as tran-
sition and rare earth elements.

Fluoride glasses allow introducing high 
concentrations of rare-earth dopants, have a 
refractive index close to quartz fiber (n ≈ 1.5), 
high thermal stability and a wide transparency 
range (from 0.25 to 8.00 μm), which makes 
them the best glassy materials for applications 
in active optical media for the mid-IR range.

The spectral and luminescent proper-
ties of fluoroaluminate 98MgCaSrBaYAl

2
F

14
-

2Ва(РО
3
)
2 

glasses doped with erbium ions 
(Er3+) have been investigated in this study; the 
upconversion luminescence spectra obtained at 
temperatures of 77 and 300 K have been re-
corded and interpreted.

The intensity ratios of the fluorescence 
bands generated by energy transitions from the 
thermally coupled levels to the ground state 
were calculated on the basis of the experimental 
data for the temperature range of 77 – 300 K.  
According to the data available in the literature, 
the glasses of this composition with this dop-
ant were not previously studied as sensitive ele-
ments for upconversion temperature sensors.

The composition of the glass was chosen 
taking into account the results obtained earlier 
in [12, 13]. In particular, glasses with the se-
lected composition exhibit reduced crystalliza-
tion ability, high homogeneity and minimum 
content of OH groups, as well as a wide pass-
band up to 6.4 μm.

Experimental procedure

The glasses were synthesized in an SU-2000  
crucible of for 1 h at temperatures of  

850 – 950 ° C, without stirring the glass melt, in 
an argon atmosphere. The glass was melted in 
an inert argon atmosphere to prevent impurities, 
particularly, water, iron and hydroxyl groups, 
from entering the melt from the surrounding 
air. Erbium fluoride was introduced in excess of 
100 mol%. The glass samples obtained this way 
were cut into 1-mm-thick plane-parallel plates, 
ground and polished. Compositions and names 
of the glass samples are given in the Table.

The optical absorption spectra were re-
corded with a Lambda 900 spectrophotometer 
(Perkin-Elmer LLC, USA) at room tempera-
ture (300 K).

The pumping radiation source was a 
Ti:sapphire laser with a working wavelength  
λ = 975 nm (the  Spectra Physics Model 3900) 
operating in continuous mode. Luminescence 
spectra in the 450 – 900 nm range were re-
corded with a highly sensitive AvaSpec-2048 
USB2 fiber-optic spectrometer, an Acton-300 
monochromator and an ID-441 receiver (Ac-
ton Research Corporation). A GS21525 vari-
able temperature cell holder with optical win-
dows (Specac), paired with a diffusion pump, 
was used for low-temperature measurements.

Results and discussion

Fig. 1 shows the optical absorption spectra 
of fluoroaluminate glass samples in the 190 – 
1700 nm range. The bands observed in this range 
correspond to the 4f 11 → 4f 11 intraconfiguration 
transitions from the 4I

15/2
 ground state to the 

excited states of Er3+, with the position of the 
maxima of these bands corresponding to the 
well-known Dicke diagram [14].

Tab l e

Dopant contents in fluoride  
98MgCaSrBaYAl

2
F

14
-2Ва(РО

3
)

2
  

glasses and sample notations

Er3+ content, mol % Sample notation

0.1 0.1 % ErF
3

0.5 0.5 % ErF
3

1.0 1.0 % ErF
3

Note . The dopant was introduced into the glassy 
matrix through erbium fluoride ErF

3
 in excess of 

100 mol%.
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The most intense and wide absorption 
bands have maxima at about 378, 487, 521, 
651, 976 and 1532 nm and correspond to 
transitions from the 4I

15/2 
ground state to the 

4G
11/2

, 4F
7/2

, 2H
11/2, 

4F
9/2

, 4I
11/2 

and
 
4I

13/2
 levels, 

respectively. The positions of the absorption 
band maxima do not change with increasing 
dopant concentration and leads only to a 
relative increase in the absorption intensity, 
which may indirectly indicate a homogeneous 
distribution of the dopant.

To verify the agreement between the actual 
concentrations of the absorption centers (Er3+ 
ions) and the calculated values and to confirm 
the absence of dopant segregation in the glass 
[15], we have checked whether the Beer–
Lambert–Bouguer law [16] was fulfilled for 
bands with the highest absorption coefficient 
values: 378, 521 , 976 and 1532 nm (the positions 
of the maxima are indicated). The dependence 
of the absorption coefficients on the dopant 
concentration is shown in Fig. 2. The linear 

dependence obtained confirms that this law is 
fulfilled and that the actual concentrations of 

Fig. 1. Optical absorption spectra of fluoroaluminate glass samples of (0.1 – 1.0) % ErF
3
  

in the 190 – 1700 nm range.
The asterisks mark the hypersensitive transitions 4I

15/2 
→ 2H

11/2 
and 4I

15/2 
→ 4G

11/2

Fig. 2. Concentration dependences of the optical 
absorption coefficient for electron transitions  
at wavelengths of 378 nm (1), 521 nm (2),  

976 nm (3) and 1532 nm (4) in fluoroaluminate 
glass samples activated by Er3+ ions



36

St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 11(1) 2018

dopant ions agree with the calculated values.
The narrow and well-resolved absorption 

bands associated with the hypersensitive 
electron transitions 4I

15/2 
→ 2H

11/2  
and 4I

15/2 
→ 

4G
11/2 

also indicate that the dopant distribution 
in the samples is homogeneous. Thus, analysis 
of the obtained optical absorption spectra 
showed that segregation effects are not observed 

in the samples and there is no inhomogeneous 
broadening of the absorption bands. This 
indicates that an increase in the concentration 
of Er3+ ions does not lead to a disturbance of 
the glass structure and does not generate diverse 
local environments that Er3+ ions can occupy 
[17].

Fig. 3 shows the upconversion luminescence 

Fig. 3. Upconversion luminescence spectra of doped fluoroaluminate glass samples  
at 300 K (a) and 77 K (b); the luminescence intensities are normalized to the maximum 
intensity of each spectrum; the energy level diagram of the Er3+ ion and the excitation 

energy transfer mechanism (c) are given

а) c)

b)

a
.u
.



Condensed matter physics

37

spectra of doped fluoroaluminate glass 
samples in the 450 – 900 nm range obtained 
by excitation with coherent radiation from a 
Ti:sapphire laser at a wavelength λ = 975 nm 
operating in continuous mode at temperatures 
of 300 and 77 K.

Let us consider the luminescence spectra 
obtained at 300 K (Fig. 3, a). The spectra 
include three groups of bands: with emission 
maxima around 522 and 550 nm in the green 
region, around 660 nm in the red region and 
around 850 nm in the near IR region.

The first group of bands is due to electron 
transitions from the 2H

11/2 
(522 nm) and 4S

3/2
 

(550 nm) levels to the 4I
15/2 

ground state. These 
levels are populated from the upper 2F

7/2
 level by 

a mechanism of excitation energy transfer [13]. 
The energy level diagram of the Er3+ ion and 
the excitation energy transfer mechanism under 
pumping by laser radiation at a wavelength  
λ = 975 nm are shown in Fig. 3, c.

Let us consider the mechanism of excitation 
energy transfer in more detail. The mechanism 
includes ground state absorption (GSA), excited 
state absorption (ESA), and the exchange 
interaction. In view of these phenomena, the 
population of the 4F

7/2 
level can occur by the 

following scheme:
ground state absorption by the reaction

4I
15/2

(Er3+) + hν → 4I
11/2

(Er3+);

excited state absorption by the reaction

4I
11/2

(Er3+) + hν → 4F
7/2

(Er3+);

exchange interaction by reaction

4I
11/2

(Er3+) + 4I
11/2

(Er3+) → 4I
15/2

(Er3+) +  

+ 4F
7/2

(Er3+).

Next, non-radiative relaxation occurs from 
the 4F

7/2 
level to the levels 4H

11/2
 and 4S

3/2
, and 

then a radiative transition to the ground state 
occurs by the scheme

2H
11/2

/4S
3/2 

→ 4I
15/2

;

while the luminescence peaks are positioned 
at wavelengths of about 522 and 550 nm, 
respectively.

The red luminescence band (660 nm) is 
associated with an electron transition

4F
9/2

 → 4I
15/2 

.

The population of the 4F
9/2

 level occurs 
with the participation of the energy levels 4F

7/2
, 

4H
11/2

 and 4S
3/2 

above it through a non-radiative 
relaxation process. Due to the multistage 
nature of the population mechanism, the 4F

9/2
 

level is far less populated than the levels 4H
11/2

 
and 4S

3/2
,, which leads to a significantly lower 

relative intensity of the luminescence band with 
a maximum at about 660 nm.

The third luminescence band in the 850 nm  
region is due to the 4S

3/2
 → 4I

13/2 
electron 

transition. The presence of this band is important 
because in this case the transition is not from 
the excited state to the ground state but from 
the excited state to the non-ground state below 
it. The probability of this process is rather low, 
and the value of the high-frequency boundary 
of the vibrational spectrum of the glassy 
matrix is a factor considerably affecting the  
4S

3/2
 → 4I

13/2 
transition. Notably, this band is 

found mainly in non-oxide glasses, in particular, 
in fluoride glasses [18].

Let us analyze the upconversion lumi-
nescence spectra obtained at a temperature  
of 77 K (Fig. 3, b). The same as at room tem-
perature, three groups of bands can be observed 
on the spectra. The spectral positions of the 
luminescence band maxima are completely 
identical at 300 and 77 K. However, a signifi-
cant decrease is observed in the intensity of the 
luminescence peak around 522 nm for all con-
centrations of the dopant. This phenomenon 
confirms the thermal nature of the population 
of the 2H

11/2 
energy level. At room temperature, 

the 2H
11/2 

level is thermally populated from the 
4S

3/2
level, but as the temperature decreases to 

77 K, the energy of thermal quanta and con-
sequently the probability that the 2H

11/2 
level is 

populated decrease as well. This can explain 
the significant decrease in the relative intensity 
of the luminescence band around 522 nm at  
T = 77 K.

Going back to the luminescence spectra at 
300 K (see Fig. 3, a), we can see that the spec-
trum of the 1.0 % ErF

3
 sample has the lowest 

value of the relative intensity of the lumines-
cence peak caused by the 2H

11/2 
→ 4I

15/2 
transi-

tion (522 nm) and the highest value for the 
4F

9/2
 → 4I

15/2 
transition (660 nm). Notice that 

the maximum relative intensity of the 660-nm 
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band was observed in the spectrum of this sam-
ple both at room temperature and at 77 K.

A consistent explanation for these facts is as 
follows. An increase in the dopant concentra-
tion leads to a decrease in the average distance 
between optically active ions and an increased 
probability of their exchange interaction, which 
affects the increase in the population of the 
4F

9/2
 level and a decrease in the relative popula-

tion of the 2H
11/2

level. The invariable relative 
intensity of the 4S

3/2 
→ 4I

13/2 
transition (850 nm) 

indicates that the change in the Er3+ ion con-
centration does not lead to a change in the 4S

3/2 

level population mechanism.
Let us consider the characteristics of the 

energy levels 2H
11/2

 and 4S
3/2 

in more detail. Ac-
cording to the data obtained from the optical 
absorption spectra, the energy gap ∆Е between 
these levels is about 770 cm-1. Due to such a 
low value (much less than 2000 cm-1) for glasses 
doped with Er3+ ions, the relative population of 
the 4H

11/2
 and 4S

3/2 
levels depends on tempera-

ture [19]. Besides, since ∆Е exceeds the energy 
of thermal quanta (about 210 cm-1) at room 
temperature, the luminescence bands from two 
energy levels do not overlap. As a result, the 
upper 2H

11/2
 level has a smaller population of 

optically active ions than the 4S
3/2 

level; thus, 
the 2H

11/2
 and 4S

3/2 
levels turn out to be ther-

mally coupled, and their relative populations 
obey the Boltzmann distribution [19].

This phenomenon is used to develop opti-
cal temperature sensors based on the FIR (Flu-
orescence Intensity Ratio) technique [20] re-
quiring for the temperature dependence of the 
intensity ratio of the thermally coupled levels 
to be proportional to the relative population of 
the 2H

11/2
 and 4S

3/2 
levels [21]:

B

B

FIR exp

exp ,

H H H H

S S S S

I g E

I g k T

E
C

k T

 σ ω
= = − = 

σ ω  
 

= − 
 





where I
H
, I

S 
are the intensities of the luminescence 

peaks associated with the 2H
11/2 

→ 4I
15/2

 and  
4S

3/2 
→ 4I

15/2
 transitions, respectively; the 

parameters σ
H
, σ

S
, ω

H
, ω

S  
are the emission cross-

sections and frequencies of the luminescent 
transitions 2H

11/2 
→ 4I

15/2
 and 4S

3/2 
→ 4I

15/2
; g

H 
,
 
g

S
 

are the degeneracy factors of the 2H
11/2 

and 4S
3/2

 

levels; k
B
 is the Boltzmann constant, and T is 

the temperature.
To obtain the temperature dependences for 

FIR of the samples under consideration, we 
have measured the upconversion luminescence 
in the temperature range of 77 – 300 K. The 
experimental data obtained are shown in Fig. 
4. We should note that the temperature depen-
dence of the ratio of fluorescence peaks (FIR) 
is in agreement with the theoretical one and 
has an exponential character. It can be also 
seen that FIR increases with increasing tem-
perature for all the samples, indicating an in-
crease in sensitivity. The sample with the low-
est Er3+ content, 0.1 % ErF

3
, has exhibited the 

highest FIR values in the investigated tempera-
ture range, possibly due to a lower probability 
of exchange interactions of optically active ions 
and radiation reabsorption, which modify the 
mechanism of population of the 2H

11/2 
and 4S

3/2
  

levels [11].
The obtained results indicate that the sam-

ple with the lowest content of Er3+ ions was 
the most sensitive to temperature changes of 
all samples with the concentrations of the ErF

3 

dopant ranging from 0.1 to 1.0 mol%.

Conclusion

We have studied the spectral and lumines-

Fig. 4. Experimental FIR (I
H 
/ I

S
) results (symbols) 

for fluoroaluminate glass samples with different 
concentrations of the dopant Er3+. The solid lines 

correspond to the exponential approximation  
by formula (1)

(1)
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cent properties of fluoroaluminate glasses of the 
composition 98MgCaSrBaYAl

2
F

14
-2Ва(РО

3
)
2
, 

doped with the Er3+ ions with variable dop-
ant content. Analysis of the optical absorp-
tion spectra of the glasses revealed no effects 
of dopant segregation and no inhomogeneous 
broadening of the spectral bands in the samples 
under consideration. The Beer–Lambert–Bou-
guer law was found to be fulfilled for the most 
intense absorption bands.

We have obtained the upconversion lumi-
nescence spectra at temperatures of 77 and  
300 K, and proposed a mechanism for the 
transfer of excitation energy, explaining the 
nature of the observed luminescence bands 
in the visible and near-infrared regions of the 
spectrum, based on analysis of the energy level 
diagram of the Er3+ ion. The key factor govern-
ing the emergence of these bands is the popula-
tion of the 4F

7/2 
energy level, which may occur 

in two ways: through exchange interaction and 
through absorption of electromagnetic radia-
tion energy from the excited state.

We have established the influence of the 
concentration of dopant ions on the relative 
intensity of the band with a maximum of about 
660 nm corresponding to the 4F

9/2 
→ 4I

15/2 
elec-

tronic transition. The relative intensity growth 
in this band with an increase in the dopant 
concentration can be attributed to increasing 
probability of exchange interaction between 
optically active ions due to a decrease in the 
average distance between Er3+ ions.

The intensity ratio of the upconversion lu-
minescence bands with maxima around 522 nm  
and 550 nm in the temperature range of  
77–300 K were analyzed using the FIR tech-
nique. These bands correspond to transitions 
from the thermally coupled energy levels 2H

11/2 

and 4S
3/2 

to the ground state 4I
15/2

. The obtained 

temperature dependences of the ratio of the 
fluorescence intensity peaks indicate the ex-
ponential character of the relative population 
of the 2H

11/2 
and 4S

3/2 
levels. We have addition-

ally found that the FIR value increased and 
reached its maximum value at 300 K with in-
creasing temperature for all the samples exam-
ined. We have also established that the FIR 
response decreases with an increase in the Er3+ 
ion concentration at the same temperature, 
which may be associated with an increasing 
probability of exchange interactions between 
optically active ions and with radiation reab-
sorption; these factors lead to a modification 
of the process of population of the 2H

11/2 
and 

4S
3/2 

 levels.
The results of this study indicate that it is 

possible to use activated fluoroaluminate glass-
es of the composition we have investigated as 
a material for creating a sensitive element in 
optical temperature sensors based on the FIR 
technique.

Of all the samples examined, the one with 
the minimal Er3+ ion content (0.1%) was the 
most sensitive to temperature changes in the 
temperature range of 77–300 K.

Potential use of fluoroaluminate glasses of 
the investigated composition in the region of 
high temperatures (up to 600 K) and the reac-
tion of the samples to such temperature chang-
es require further study.
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Cavitation is a process of vapour and gas bubbles formation in a liquid flow.  
It occurs when a flow pressure drops below a certain level depending on liquid’s 
physical properties and its temperature. One of the important factors of cavitation 
is the presence of unsolved microscopic bubbles filled with gas and/or vapour in 
real liquids. These bubbles, or nucleation sites, evolve under pressure drops that are 
sufficient for evaporation of surrounding liquid.

A model of cavitating flows based on Euler – Lagrange description of multiphase 
medium has been developed. It took into account heterogeneous nature of cavitation 
bubbles formation. The Rayleigh – Plesset equation along with interphase mass and 
energy transfer equations were used to simulate bubbles evolution. The developed 
model provides qualitatively accurate prediction of cavity shape and its borders 
position in comparison with the experimental data. 
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Introduction

Cavitation, i.e., the formation of cavities 
(bubbles or caverns) filled with vapor or 
vapor-gas mixture in a liquid is a fundamental 
problem that is the focus of constant interest 
in connection with the developing theory 
of multiphase media with its vast array of 
applications [1]. The phenomenon of cavitation 
occurs when pressure drops below a certain 
level depending on the properties of the liquid 
and its temperature [2 – 6]. Microscopic 
inclusions (such as bubbles and solid particles), 
i.e., nucleation sites or cavitation nuclei, that 
may be present in the liquid play a major role 
in this.

As pressure increases in the cavitating 
medium, cavities (bubbles) collapse, generating 
shock waves and high-velocity cumulative jets 
that cause cavitation-induced erosion.

Cavitation is a widespread phenomenon, 
which is why cavitation research has a great 
practical importance. Studies on the subject 

cover a diverse range of issues from physiology 
(for example, blood boiling with a decrease in 
pressure [1]) to design of power and transport 
equipment (water turbines, pumps, propellers, 
valves, etc.) [3 – 4, 7] and technologies using the 
effects of energy release in liquids [2, 8 – 9].

The erosion accompanying the evolving 
cavitation can greatly affect the functioning 
of the corresponding devices, decreasing their 
productivity and even causing them to break 
down. Therefore, erosion research is also of 
great interest in fundamental and applied 
research.

It should be noted that experimental study of 
cavitation is incredibly difficult due to the extreme 
values of cavitation parameters and different 
spatio-temporal scales of the processes under 
consideration. Because of this, mathematical 
modeling becomes a promising and effective 
tool for studying cavitation [7 – 9].

This paper is devoted to the analysis of one 
possible approach to mathematical simulation 
of cavitation.



42

St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 11(1) 2018

Mathematical model of cavitating fluid flows

The Euler/Euler and Euler/Lagrange 
representations [10] are the two main approaches 
to flow simulation in multiphase media.

In the first case, the heterogeneous 
medium under consideration is replaced by a 
quasi-homogeneous mixture with continuous 
distributions of densities, velocities, pressures, 
and other phase parameters. Both phases (carrier 
liquid and bubbles) in this model occupy the 
entire volume of the mixture, and the concept 
of phase volume fraction is introduced, 
allowing to determine the effective densities 
of the components of a quasi-homogeneous 
mixture and to use a system of Navier – Stokes 
equations for computing cavitation flows.

However, these models typically do not 
account for the physics of evolution of the 
bubbles formed during cavitation, which can 
be a crucial factor in some cases.

Within the second approach, the motion of 
the carrier phase is governed by the equations 
of dynamics of a continuous medium, and the 
Lagrange approach based on introducing a set 
of test particles is used for describing the motion 
of dispersed phase (in particular, bubbles). The 
computation of flows in a multiphase medium 
includes the following stages:

solving the carrier phase equations (Euler 
stage);

solving the equations of test particle motion 
in accordance with the flow field of the carrier 
phase obtained in the previous stage (the 
Lagrange stage equations);

solving the interphase transport equations 
to take into account the effect of the dispersed 
phase on the carrier;

refining the flow field of the carrier phase 
taking into account the effect of the dispersed 
phase (a new time step within the Euler 
stage).

The second approach involves considerable 
computational costs but allows to compute 
the dynamics of each test particle (bubble) 
individually, and also to take into account the 
fact that the particle size distribution is non-
uniform, in contrast with the Euler/Euler 
model that averages the particles’ behavior. 
This advantage is the reason why developing 
Euler/Lagrange methods seems to be the most 
expedient.

The motion of the carrier phase at the Euler 
stage is described by a system of Navier –  
Stokes equations:

( ) 0;
t

∂ρ
+ ∇ ⋅ ρ =

∂
V

( )
( ) ;

ij

j

P
t x

∂τ∂ ρ
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∂ ∂
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VV

( ) ( ) ,v v v v v lS S
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∂
α ρ + ∇ ⋅ α ρ = −

∂
V

where ,ρ  kg/m3 is the mixture density; 
,l l v vρ = ρ α + ρ α  (α  is the volume fraction 

of matter, the indices l and v refer to liquid 
and vapor, respectively); V, m/s, is the velocity 
vector; P, Pa, is the pressure; S, kg/m3·s, are 
the source terms (distribution densities of mass 
sources, the indices l and v also refer to liquid 
and vapor, respectively); ijτ  

are the stress ten-
sor components.

The motion of bubbles in the velocity field 
at the Lagrange stage is computed with or 
without mass forces:

,
d

dt
=

X
F

where X = [x; y; z], F = [V
x
; V

y
; V

z
] (V

i
 are the 

velocity components).
Next, a system of equations based on the 

laws of conservation of mass and energy is 
solved:
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where R
B
 is the radius of a cavitation bubble; 

m is the mass; U
B
 is the internal energy of a 

cavitation bubble; P
B
, Pa, is the vapor pressure 

in a cavitation bubble; U
12 

is the energy flux 
through the interface.

System (3), (4) can be transformed to the 
following form, suitable for directly determining 
the parameters of the vapor inside the bubble 
[9, 19]:

(4)

(1)

(2)

(3)
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where P
s
, Pa, is the saturated vapor pressure; 

T
l
, T

B
, K,

 
are the temperatures of liquid and 

gas in the bubble, respectively; acη  is the 
accommodation coefficient; r

v
 is the specific gas 

constant; ,Σ  N/m, is the coefficient of surface 
tension; γ is the adiabatic exponent of gas.

The accommodation coefficient acη  is 
equal to 0.04 for water, the specific gas constant  
r
v
 = P

v
/ρ

v
T

v
M

v
 (T

v 
is the vapor temperature, M

v
 

is the molar mass of the gas in the bubble), the 
adiabatic exponent of gas γ = 1.4.

Eqs. (5) and (6) are supplemented by the 
equation for the dynamics of radial motion of a 
bubble in the Rayleigh – Plesset form [11, 12]:
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where P∞, Pa, is the external flow pressure; μ, 
Pa·s, is the dynamic viscosity.

This equation describes the growth and 
collapse of a spherically symmetric vapor 
bubble taking into account the inertia in the 
radial motion of the surrounding liquid, the 
difference between internal and external 
pressures (P

B
 – P∞), and viscosity and surface 

tension. The processes of gas diffusion have not 
been described in our study.

Approaches to describing the emerging 
cavitation

Most models of cavitation flows use the 
Euler/Euler description of a two-phase medium. 

They can be based on barotropic equations of 
the state of the medium [18], thermodynamic 
relations [17] or the coupling equations between 
the source terms S responsible for interphase 
mass transfer and the dynamics of bubble 
growth and collapse [16, 17]. The problem of 
flow past a NACA-66 airfoil was considered in 
[13, 14, 16], with experimental data provided 
in [15].

A number of cavitation models based on 
thermodynamic relations for phase transitions 
were proposed in [17]. The simplest of these 
models is based on the assumption of phase 
equilibrium and the number of cavitation 
nuclei sufficient to neglect the metastable state 
time, which is valid for simple flows. The study 
also considers some more complex differential 
models that take into account metastability, 
heat transfer during phase transitions, presence 
of bubbles of undissolved gas and other factors. 
Models using the Euler/Euler description give 
qualitatively similar distributions of the vapor 
fraction and are adequate for predicting the size 
of the cavities. However, these models do not 
take into account the physics of vaporization 
and condensation, since they assume that vapor 
is formed only when the saturation pressure is 
reached (the volume fraction of gas bubbles 
in the mixture is assumed to be sufficient to 
neglect the delay in the phase transition). 
Another disadvantage of this approach is that 
the simulation results depend on the values of 
empirical parameters included in the equations; 
because of this, they have to be additionally 
adjusted [16, 17].

In recent years, various research groups 
have performed computations of cavitation 
flows using the Euler/Lagrange description. 
In Ref. [19], a cavitation cloud was computed 
using the Lagrange method for modeling the 
dynamics of discrete bubbles. The carrier 
phase is represented by a quasi-homogeneous 
mixture with a variable continuous density 
distribution satisfying the laws of conservation 
of mass and momentum. The growth and 
collapse of bubbles was simulated using the 
Keller – Herring equation (a modification of 
the Rayleigh – Plessset equation). The volume 
fraction of vapor was computed from the data 
on the location of bubbles and their sizes, a 
Gaussian distribution function was used to 

(5)

(6)

(7)
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Fig. 2. Approximation of the spectrum of nucleation sites (dashed line)  
by a piecewise constant function (solid lines)

convert the discrete distribution of bubbles in 
the volume to a continuous density field of the 
mixture.

These studies used the data on the 
microparticles (microbubbles) observed in 
liquids, serving as nucleation sites. According 
to the experimental data of Ref. [4], one cubic 
meter of distilled water contains about 1011 – 
1012 nucleation sites, and their characteristic 
radii lie in the range from 1 to 6 μm  
(Fig. 1). The presence of these sites ensures 
that heterogeneous nucleation evolves and 
cavitation bubbles develop [20]. The basis for 
the developing cavitation nuclei are the particles 
or surface inhomogeneities whose sizes (radii) 
exceed the critical value R

cr
, determined from 

the Laplace relation:

2
,cr

s l

R
P P

Σ
=

−

where the indices s and l refer, respectively, 
to saturated vapor pressure and pressure in the 
liquid flow.

In this study we have used a technique 
for computing cavitation flows based on the  
Euler/Lagrange description of a two-phase 
medium and a simplified model of heterogeneous 
nucleation in which only vapor bubbles present 
in the liquid act as vaporization centers (other 
factors, such as air bubbles, solid impurities 
and surface roughness were not taken into 
account).

The Euler/Lagrange algorithm for computation 
of cavitating media flow

Each time step within the Euler stage of 
the algorithm involves determining the velocity 
and pressure fields of the carrier medium, used 
as input data for the Lagrange stage. At the first 
step, the computational domain is filled with 
test bubbles (see Fig. 1).

The initial distribution of bubbles in the 
liquid in this study is given in accordance 
with the experimental data from [4]. The size 
distribution of nucleation sites is replaced by a 
piecewise constant function; N

B
 is the number 

of nuclei with a radius R
B
 (Fig. 2).

The Lagrange stage of the algorithm 

Fig. 1. Computational scheme for the distribution 
of test bubbles in the field of the carrier medium 

based on the experimental data of [4]

(8)
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the latter case, Euler/Euler description can be 
used in the region where cavitation is deemed 
to be well-developed (with high α

v
 values) 

and the internal parameters of the bubbles 
are fixed. Such a hybrid model preserves the 
advantages of the Lagrange description of the 
dynamics of discrete bubbles in cases of bubbly 
cavitation and allows to avoid time-consuming 
computations of the parameters of each bubble 
in regions with well-developed cavitation. 

The assumptions introduced make it 
possible to simplify the implementation of 
the method, since that way, it is no longer 
necessary to simulate cavity collapse and the 
merging of individual bubbles, keeping their 
number constant. In this case, the cavity is 
represented by an artificial dense ‘cloud’ of 
cavitation bubbles.

Testing the model

The following problems have been considered 
in simulating the cavitation process:

1. Evolution of a single bubble with 
sinusoidal oscillations of fluid pressure (acoustic 
cavitation):

P(t) = P
0
 + (P

max
 – |P

min
|) sin(2πt/t

per
), 

where P
0
, P

max
, P

min 
are the mean, maximum 

and minimum pressures; t
per 

is the period of 
pressure oscillations.

2. The flow in a narrow channel of variable 
cross-section (Fig. 4); the channel considered 

involves computing the motion and the change 
in the size of the test bubbles. In this case, 
the fields of the carrier phase are interpolated 
according to the scheme shown in Fig. 3, a to 
determine the parameters in the location of the 
bubble. The growth of test bubbles is described 
by system of equations (5) – (7).

After all available test bubbles have been 
processed, the volume fraction of vapor is 
computed taking into account the number 
of bubbles in each control volume and the 
numerical density (the probability of finding 
the bubbles) is computed for bubbles of a given 
type per unit volume (reference volume). The 
scheme used translates the values from bubble 
locations to the nearest nodes of the auxiliary 
computational grid (Fig. 3, b). This approach 
ensures that the field of the vapor volume 
fraction is continuous. The density field is 
adjusted with respect to the obtained values of 
the vapor volume fraction; next, adjustments 
for taking into account the law of conservation 
of mass are introduced, and a transition to the 
Euler stage is made for a new physical time 
step.

When bubbles move and grow, they 
can interact with each other and merge. 
The merging and break-off of bubbles is not 
taken into account in our study. Instead, a 
conditional boundary, determined by the value 
of the vapor volume fraction α

v
, is introduced 

between bubble cavitation and cavity modes. In 

а) b)

Fig. 3. Schematic explaining the connection between the Lagrange and the Euler stages  
of the computational algorithm:

a is the interpolation of hydrodynamic variables from grid nodes 1 – 4 to the location of bubble M,  
b is the transfer of information about the vapor fraction to grid nodes 1 – 4

(9)
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is the same as the one described in [7].
Applying the Euler/Lagrange description 

involves a number of difficulties in this case. 
One of them is the problem of spatial scales: the 
characteristic sizes of the computational cells 
are comparable to the sizes of the cavitation 
bubbles, so it is necessary either to introduce 
additional coarsened grids or to construct 
special schemes for taking into account the 
effect of bubble distribution. The number of 
bubbles per unit volume may be less than one 
for the scales considered; the quantity should 
then express the probability of finding a bubble 

in a given (control) volume.
We have carried out the Euler stage of 

numerical solution using solvers that are part of 
the OpenFOAM computing environment; the 
Lagrange stage was carried out using a specially 
developed software module.

The curves in Fig. 5 illustrate the growth 
of a single bubble with an initial radius  
R

B
 = 2 μm at an amplitude of pressure fluctuations 

ΔP = 200 atm and at different temperatures of 
the medium. It can be seen that the collapsing 
bubbles resume growth at the time of the second 
pressure drop. The differences in temperatures 

Fig. 4. Experimental setup for simulating the flow in the injector [7]:
plate with a channel 1, windows for supply and discharge of liquid 2, channel inlet 3,  

input pressure P
in
 = 300 atm, channel outlet 4, outlet pressure P

out  
 = 52 atm

Fig. 5. Growth dynamics of a single bubble at different temperatures of the medium, °C:  
30 (curve 1), 60 (2), 90 (3); the variations in the pressure of the medium are given (curve 4).  

The initial bubble radius is 2 μm
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of the carrier medium have a pronounced 
effect if we compare the computational data at 
temperatures of 30 °C and above 60 °C. Bubbles 
start to grow earlier at higher temperatures, so 
respectively, they gain relatively larger mass and 
inertia, and their collapse occurs with a delay. 
For this reason, growth then also resumes with 
a delay, and as a result, the bubbles in the more 
heated liquid grow to a smaller volume than 
at a temperature of 30 °C at the time of the 
third increase in pressure. Further dynamics is 
governed by two main factors: the inertia of 
the bubble and the fluctuations in the external 
pressure. Notice that this effect is not observed 
in the computations with the single Rayleigh –  
Plesset equation: the bubble disappears after 
the first period of pressure recovery.

Thus, it is more important to take into 
account the change in internal parameters at 
the stage of bubble collapse than at the stage 
of growth, where, according to our results, 
the dynamic behavior of the process does not 
significantly depend on the model used for 
describing it.

The conclusions drawn about the applicability 
of various equations of bubble dynamics allow to 
compile a scheme for computing more complex 
problems of cavitation flows. The changes 
in the internal parameters of the bubble can 
be neglected in the computations during the 
initial expansion of bubbles and the formation 
of cavities, because taking these parameters 
into account does not make a significant 
contribution to bubble growth dynamics at this 
stage.

Thus, the following states of the test bubble 
have been considered within the framework of 
this model:

cavitation nucleus;
primary growth of the bubble;
part of the cavity region;
collapsing bubble;
  bubble ceasing to exist either as a result 

of collapse, collision with the wall or extending 
beyond the computational domain.

Fig. 6 shows a comparison of the obtained 
distribution of the volume fraction of vapor at 
time t = 60 μs with the results of computations 
using the cavitatingFoam solver and with 
the averaged experimental data presented in 
[7]. Even though the results obtained by the 
Euler/Lagrange method of simulating the test 
bubble dynamics turn out to be somewhat 
overestimated, they are closer to the averaged 
experimental results [7]. In both cases, the cavity 
extends beyond the narrow part of the channel. 
The vaporization rate is underestimated in the 
computations by the Euler/Euler approach due 
to the peculiarities of the model.

Conclusion

In this paper, we have formulated a model 
of cavitation flow including the evolution of 
cavitation bubbles. We have used the Euler/
Lagrange description of the medium taking 
into account a heterogeneous mechanism of 
bubble formation. Bubble growth and collapse 

а)

b)

Fig. 6. Cavity shapes obtained experimentally (a) 
and from the computations (b, c).

Experimental data [7] are given for the time when  
the cavity extended beyond the channel (t = 60 μs), 
T = 326 K, P

out
 = 52 atm. The results of model flow 

computations were obtained in accordance with the 
Euler/Euler (b) and Lagrange/Euler (c) descriptions

c)
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were simulated using the Rayleigh–Plesset 
equation and the equations of interphase mass 
and energy transfer determining the internal 
parameters of the bubbles.

The developed model ensures qualitative 
agreement of the cavity’s shape and the position 
of its trailing boundary with the experimental 
observations.
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The problem of organization of a wireless optical multi-node network (MANET) 

between surface ships has been considered. This type of connection can be an 

alternative to the classical radio message. The advantages of optical communication 

are faster data transmission, high security and immunity to interference. The goal of 

the work is creation of computer model of such communication network, a choice of 

an algorithm of the organization of logical network infrastructure and determination 

of the main technical requirements to optical communication terminals. The software 

“The emulator of a wireless optical network” was developed for simulation of the 

network of the moving surface ships. For the organization of a communication network 

the well-known algorithms of discrete mathematics (such as the Kruskal algorithm) 

were used. The simulation of the network was carried out; technical requirements 

to optical communication terminals as an element of the specified network were 

formulated.
Key words: wireless optical communication; free space optics; optical communication terminal; 

MANET

Citation: E.G. Chulyaeva, S.N. Kuznetsov, B.I. Ognev, The concept of building a wireless optical 
communication network between surface ships, St. Petersburg Polytechnical State University Journal. Physics 
and Mathematics. 11 (1) (2018) 50 – 55. DOI: 10.18721/JPM.11107

Introduction

There is currently a growing need for 
increasing the throughput of communication 
channels, including optical lines [1 – 8]; 
increasing the data transmission rate over 
communication lines is also important for 
design of communication systems between 
surface ships.

High-speed communication is needed not 
only between the ships, but also in communication 
between the ships and the shore and between 
the ships and aircraft for solving a wide array 
of problems, from aerial reconnaissance to the 
operation of communication systems in radio 
silence or with an increased level of interference 
(for example, electronic warfare). The quality 
of radio communications that are traditional 
in this segment does not meet the modern 
requirements to the data transmission rate.

On the other hand, high-speed microwave 
transmission over the water surface is complicated 
both by the conditions for propagation of radio 
signals over the conducting surface and by large 
angular deviations of the ship (motion and 

maneuvering) relative to the angular sizes of 
directivity diagrams.

For these reasons, wireless optical 
communication is virtually the only solution 
to the problem of high-speed communication 
between surface ships. However, it is scarcely 
used at present due to some properties of this 
type of transmission and peculiarities of its 
applications.

In this paper, we consider the concept of 
constructing a wireless optical communication 
network between surface ships, starting from 
requirements for optical communication 
terminals, and dealing with algorithms for 
organizing a logical network infrastructure.

Problem statement

The main requirement for wireless optical 
communication is direct visibility between 
transceivers (optical communication terminals 
(OCT)). Line-of-sight range is substantially 
limited due to the curvature of the Earth’s 
surface. For example, for an OCT installed at a 
height of 20 m, the line-of-sight distance is no 
more than 16 km.
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Relatively small divergence angles of 
transmitter radiation and small viewing angles 
of OCT receivers significantly complicate 
the organization of a wireless optical 
communication channel between surface ships. 
As for transmitters, the requirement for narrow 
angular diagrams is due to the need to increase 
the margin for enhancing the optical power 
budget of a communication line. Reducing 
the viewing angles of receivers is necessary for 
minimizing their exposure to external radiation. 
The advantages of narrow angular diagrams 
of OCT transceivers are that adjacent OCTs 
practically do not affect each other and signal 
detection out of beam range is impossible 
(the communication channels are secure). 
The disadvantage of narrow diagrams is that 
additional instruments (such as charge-coupled 
devices (CCDs)) have to be introduced for 
searching, capturing and tracking subscribers 
while establishing and maintaining an optical 
communication channel.

Simultaneous requirements of wide 
coverage angles of the communication system 
and narrow viewing angles of the OCT entail 
using an optical beacon or a panoramic lighting 
system that allows each OCT to find all possible 
subscribers in the visible horizon.

In addition, while OCTs can be guided to 
each other manually for stationary applications 
(if they are fixed on a fairly steady support), 
CCD systems are absolutely necessary for 
moving and maneuvering surface ships.

Finding methods for deploying wireless 
optical communication networks is another 
major problem that needs to be addressed. 
These networks can consist of several mobile 
objects, with several point-to-point links with 
other objects organized on each of them. Due 
to the mobility of the objects to be connected 
and several directions of communication at 
each site, they have to be organized into a 
mobile dynamic (or ad-hoc) network, called 
MANET (Mobile Ad hoc NETwork) [9].

Possible solutions of the problem

Based on the above-described equipment 
requirements, wireless optical communication 
devices should be used as OCTs, automatically 
searching for subscribers and capturing them 
(identification and establishing communication) 

in a wide angular sector of the horizon (testing 
the ship’s maneuvers) and with an elevation 
angle of at least ±30° (the ship’s motion). 
Additionally, the subscriber has to be tracked 
in these conditions.

From the standpoint of organizing 
communication, the OCT control system of 
each ship should be able to determine the 
optimal configuration of communication 
directions and the operation mode of the ports 
connected to each OCT at each moment. In 
order to perform these tasks, the control system 
should have information about the location and 
spatial orientation of the ship’s principal axis. 
Determining the optimal network configuration 
in MANET is a fairly complex problem  
[9, 10], and solving it considerably depends 
on the scenarios of application. For example,  
Ref. [9] considers the general case of configuring 
the network for use on various terrestrial terrain 
types, with aerial mobile objects and various 
types of communication (RF modules such as 
Bluetooth and Wi-Fi serve for data transmission 
in the VHF range).

Organizing wireless optical communication 
between sea ships is greatly simplified in the case 
under consideration because the dimensions 
of the connectivity domain are known (up to  
20 km) and there is certain direct visibility 
between the ships.

The following procedures are necessary as 
a basic option of solving the task of building a 
network:

determining all possible communication lines 
between the ships (based on the information on 
their location and orientation);

constructing an optimal (spanning) tree of 
links between the ships;

assigning the remaining available links as 
backup or parallel communication channels.

Based on possible scenarios, the above-
mentioned link tree can be constructed not only 
with complete information about the location 
and orientation of the ship (which is not always 
available), but also using two other options:

1) based on a pre-designated central node 
(for example, a flagship);

2) by parallel construction of separate 
communication channels between adjacent 
ships, gradually integrating them into a common 
network.
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Kruskal’s, Prim’s and Borůvka’s algorithms 
are well-known methods of discrete mathematics 
that can be used for constructing the above-
described spanning tree [11 – 14].

Simulation of the network configuration

The “Emulator of a wireless optical 
network” software was developed to simulate a 
network of mobile ships.

This software allows to arrange several ships 
on a plane with a given number of OCTs on each 
ship, specifying the position and orientation of 
each ship

The basic element in the model is a surface 
ship where optical communication terminals 
are installed, with working angles whose axes 
are pointing in opposite directions. The term 
‘working angles’ here refers to horizontal 
fields of view containing directions on which 
communication can be established (including 
all three phases of communication: search, 
capture, tracking). A geometric model 
explaining the location of the ships with OCTS 
and working angles is shown schematically in 
Fig. 1.

According to the proposed model, each 
ship as a network object is characterized by the 
number of OCTs and their working angles.

This model assumes that it is possible to 
construct a graph of possible links between the 
ships by specifying their number, location and 
orientation. 

Fig. 2 shows eight ships located on the 
simulation plane, with the OCT viewing 
angles and all possible communication links 
indicated.

Evidently, the set of possible connections 
between the ship is quite large. Constructing a 
spanning tree by Kruskal’s algorithm (based on 
the complete data on the location and orientation 
of the ship) was carried out according to the 
flow chart shown in Fig. 3. The algorithm was 
modified for searching for a fail-safe edge. When 
analyzing each communication link, i.e., each 
candidate for connection to the network, not 
only a single node belonging to the network’s 
connectivity component (‘security’), but also 
an edge equipped with free OCTs was taken 
into account

This algorithm was applied to building a 
communication network (Fig. 4).

Fig. 1. Geometric model explaining the location  
of a surface ship (SS) with an optical  

communication terminal (OCT)  
and working angles (WAs)

Fig. 2. Eight surface ships on the simulation plane 
of the “Emulator of a wireless optical network” 
software; OCT viewing angles and all possible 

communication links are shown
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Running Prim’s and Borůvka’s algorithms 
for the other two scenarios of building a 
communication network yields the same 
spanning tree (see Fig. 4). Unused links may 
remain in the spanning tree but it may still 
be possible to implement them (their number 
is what matters). The remaining possible 
communication links can be distributed with 
two purposes:

for redundancy of already established 
communication links (parallel connections), 
integrating them into a single communication 
channel with load balancing;

for organizing workarounds (unused loops) 
in order to improve the reliability of the network 
as a whole.

Thus, simulation of the communication 
network has confirmed that it is possible 
to create a wireless optical communication 
network between arbitrarily arranged surface 
ships taking into account their location and use 
of optical communication terminals that have 
finite working angles.

Fig. 3. Kruskal’s algorithm for constructing a span-. 3. Kruskal’s algorithm for constructing a span-
ning tree of ship communication on the simula-

tion plane of the EWON software; the algorithm is 
modified for searching for a safe edge

Fig. 4. A spanning tree of ship communication, 
obtained by Kruskal’s algorithm (see Fig. 3);  

the main communication links are shown  
in dashed lines
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Based on the properties of the OCT and the 
methods of communication we have considered, 
we can formulate the main technical require-
ments for implementing the proposed network:

in search mode, panoramic lighting of the 
ship should be provided so that it can be found 
by its subscribers (the OCTs installed on other 
ships);

automatic guidance of the OCT should be 
developed in the tracking mode (after commu-
nication is established), compensating for all 
types of ship motion;

a central control unit (CCU) is required for 
all OCTs installed on one ship for the purpose 
of network configuration, routing, redundancy 
of communication lines and balancing of data 

streams, as well as exchange of service informa-
tion about the network status with the CCUs of 
other ships and integration with the local ship 
network.

Conclusion

In this paper, we have considered the 
problems of organizing a wireless optical 
multi-node communication network between 
surface ships. We have found the algorithms 
for organizing the communication network 
in three possible scenarios; these algorithms 
produce one configuration of a communication 
spanning tree. We have formulated the 
requirements for the technical means providing 
this communication network.
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PLACED ON A VERTICAL HEATED PLATE 
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The interaction process analysis and results of numerical simulation of a free-
convection boundary layer developing around a circular cylinder placed on a vertical 
heated plate are presented. The cylinder axis is directed normally to the plate. The 
numerical model is based on the Navier–Stokes and the energy balance equations. 
The assumed system of equations is solved using the Boussinesq approximation. It 
is shown that the presence of a three-dimensional obstacle (cylinder) on the plate 
results in the formation of a complex vortex structure both upstream and downstream 
of the cylinder. In particular, a horseshoe vortex formed upstream of it is similar to 
vortex formation that has been observed in forced convection heat transfer by many 
researchers. In this paper, the tentative results of the study of the complex three-
dimensional vortical structure in conditions of free-convection and its influence on 
the heat transfer are presented.
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Introduction

The past two decades have seen an increased 
interest in the flows arising when the boundary 
layer interacts with different obstacles on the 
surface along which these flows develop. Flow 
over an obstacle initiates an adverse pressure 
gradient causing the separation of the boundary 
layer. The formation of a rather complex vortex 
structure and, primarily, the formation of the 
so-called horseshoe vortex (HSV) is typical for 
these flows [1].

This type of flows includes forced convection 
flows arising in the wing/body junction of 
aircraft, in endwall regions of turbine cascades, 
in different heat exchange units of complex 
geometry. The increased pressure region in 
these flows is stretched along the entire height 
of the obstacle over which the external flow is 
incoming, so the separation of the boundary 
layer and the emerging HSV are very intense. 
A review of numerous experimental studies that 
were carried out before the 21st century and 
dedicated to HSV forms in forced convection 
flows is presented in [2], and studies of the last 
fifteen years are briefly reviewed in a recent 
experimental work [3].

Developing vortex structures obviously have 

a noticeable effect on exchange processes in the 
flow, and, if there is a temperature difference 
between the flow and the streamlined surface, 
can contribute to significant non-uniformities 
of local heat transfer. There is a whole class 
of heat exchange devices where heat exchange 
occurs under free-convection conditions. For 
example, one of the models of such heat ex-
changers can be represented, as a vertical heat-
ed plate with a free-convection boundary layer 
developing along it. Various devices whose tem-
perature is equal to or different from the sur-
face temperature can be mounted on the plate. 
A strong pressure gradient in the narrow region 
where the free-convection boundary layer ap-
proaches the obstacle leads to separation of the 
boundary layer. Thus, it can be assumed that, 
similar to forced convection flow, a complex 
vortex structure containing a horseshoe-shaped 
vortex can develop on the plate in the vicinity 
of the leading edge of the obstacle. The behav-
ior of the flow in this case is determined not 
only by the intensity of the separation, but also 
by buoyancy forces acting on the heated flow 
pushed away from the plate.

The current research in the field of 
computational fluid dynamics is focused on 
using numerical simulation techniques for 
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computing essentially three-dimensional flows 
with horseshoe vortex structures in forced 
convection boundary layers (see, for example, 
Refs. [4, 5]). Successful computation of 
heat transfer in devices with flow of a free-
convection boundary layer over an obstacle 
largely depends on accurately reproducing the 
complex dynamic structure of vortex formations 
both directly in the region where the obstacles 
approach the surface and in their wake. It 
should be borne in mind that the flow itself 
arises from a locally acting body force and is not 
affected by incoming flow. Unfortunately, we 
have been unable to uncover any experimental 
or computational studies on horseshoe vortices 
in free-convection flow. Ref. [6] is dedicated 
to analysis of unsteady free convection near a 
vertical surface under local perturbation due to 
a small cubic obstacle mounted on the wall. 
The authors established that the presence 
of a cylinder immersed in a free-convection 
boundary layer intensifies heat transfer.

In this paper, we present the results of 
numerical simulation of a three-dimensional 
free-convection flow occurring near a vertical 
heated plate with a circular cylinder placed on 
it; the axis of the cylinder is directed normally 
to the surface.

Problem definition

A laminar flow of a viscous incompress-
ible fluid was considered in the Boussinesq ap-
proximation in the vicinity of a circular cyl-
inder mounted on a rectangular vertical plane 
surface (referred to as a plate from now on). 
The plate was heated relative to the medium 
that filled the external environment. The air 
near the plate moved up under the action of 
a buoyancy force emerging in the gravitational 
field and formed a free-convection bound-
ary layer along the plate. The surfaces of the 
plate and the cylinder served as the boundaries 
of the computational domain; conjugate heat 
transfer was not simulated. Two parameters of 
the problem changed in the process of variant 
(parametric) computations: the temperature of 
the cylinder and its height.

The goal of the study was to analyze the 
influence of cylinder heating on the structure 
of three-dimensional free-convection flow near 
the junction of the cylinder and the plate, and 

also to compare the characteristics of the flow 
and the heat transfer in cases when the cylinder 
was completely immersed in the boundary 
layer and when the cylinder height exceeded 
the thickness of the boundary layer.

Fig. 1 shows a schematic of the computational 
domain and the coordinate system, as well as 
the boundary conditions (described below). The 
origin of the coordinate system is located 0.8 m 
from the trailing edge of the plate and coincides 
with the center of the base of the cylinder, the 
X axis corresponds to the horizontal direction, 
the Y axis to the vertical one (in the direction 
of flow), and the Z axis is perpendicular to the 
plate.

The diameter of the cylinder D = 0.02 m. 
The computational domain was a parallelepiped 
with the height of 120D, the width of 25D and 
the thickness of 10D. All computations were 
performed with artificial symmetrization of 
the flow in a plane parallel to the action of 
gravity, which divides the cylinder in half along 
its axis. The distance from the cylinder axis 
to the bottom boundary of the computational 
domain is 50D, and 70D to the top boundary  
(see Fig. 1). The height of the cylinder removed 
(cut off) from the computational domain varies 
in the simulations (the specific values are given 
in Table 1).

The boundary conditions are shown in  
Fig. 1 and were formulated as follows. Surfaces 
of the plate and the cylinder were solid walls 
(colored gray) with the no-slip condition 
imposed. The temperature of the plate was 
60°C for all variants computed, and the surface 
temperature of the cylinder was set according 
to Table 1. The no-slip condition was also 
imposed on the bottom and top boundaries 
of the domain, with the temperature equal to 
the surrounding medium temperature of 20°C. 
The symmetry conditions were imposed on 
the plane separating the cylinder in half along 
its axis, parallel to its outer boundary. The 
symmetry condition was also imposed in the 
10D-long sections before and after the plate (in 
the vertical direction), ensuring impermeability 
and zero shear in these regions. The boundary 
parallel to the plate was permeable: the flow 
could move through it, both inward ejected by 
the boundary layer (in this case the tempera-
ture of the flowing air was 20°C), and outward, 



58

St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 11(1) 2018

being pushed out by the streamlined obstacle.
Body-fitted computational grids were used 

for numerical simulation. The grids were more 
refined near solid surfaces and in the entire 
vicinity of the obstacle to improve the resolution 
quality of horseshoe vortex structures. The grid 
was clustered to solid walls with a clustering 

factor of 1.05. Block-structured grids consisting 
of quadrilaterals with rectangular cells were 
constructed in the plane of the plate away from 
the obstacle. A grid block in the vicinity of the 
cylinder was a C-grid in the form of a ‘screw-
nut’ enclosing the cylinder (Fig. 2). Additional 
grid blocks between the refined grid in the 

Fig. 1. Geometry of the computational domain in numerical simulation: 
H and D are the cylinder’s height and diameter, respectively g is the acceleration of gravity, T is the temperature,  

Sym is the symmetry, SW are the solid walls (colored gray), Opening is the permeable boundary

Tab l e  1

Configurations and heating modes considered

Computational 
variant

Dimensionless 
cylinder height (H/D)

Cylinder surface 
temperature, °С

В-1-60 1 60

В-1-120 1 120

В-5-60 5 60

В-5-120 5 120
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vicinity of the cylinder and a coarser outer 
region served to smooth the shape and equalize 
the size of the cells. Such a configuration of 
the subdomains was chosen to ensure efficient 
refinement of the grid in the region that 
interested us without forming strongly skewed or 
stretched cells, which could occur if a single grid 
structure was used for the entire computational 
domain. The resulting grid in the plane of the 
plate consisted of approximately 50,000 cells. 
The grid was clustered in the YZ plane in the 
vicinity of the cylinder in such a way that the 
cell size in the region where the horseshoe 
vortex developed was 50 times smaller than the 
diameter D of the cylinder. In the direction 
normal to the plate, the grid consisted of 73 
cells with clustering to the plate and to the 
trailing edge of the cylinder. Three-dimensional 
grids were obtained by translating the original 
grid in the direction normal to the plate. The 
size of a near-wall cell was 0.014D, and 31 cells 
fell inside the boundary layer unperturbed by 
the cylinder. The cell size in the inner block 
inside the region where the HSV developed was  
0.014 – 0.040D. The cell sizes did not 
exceed 0.3D in any direction throughout the 
computational domain. The dimension of the 
resulting three-dimensional grid was about  
3.6 million cells.

The commercial package ANSYS FLUENT 

16.2 [7] was used for computations in the study. 
The solution of the Navier – Stokes and the 
energy equations was obtained using a coupled 
algorithm. The discretization of the governing 
equations was carried out with a second order 
of accuracy for all spatial derivatives.

The difficulties arising in simulation of 
free-convection flows are primarily due to 
relatively small velocities of motion and 
having to simultaneously solve the equations of 
motion and energy, which makes the numerical 
model less stable than in simulation of forced 
convection. The small inertia of the flow and 
the close relationship between the equations of 
motion and energy entail performing a larger 
number of iterations to obtain a converged 
solution in the computations. The number of 
iterations in our computations ranged from 
1350 to 1600, and the balance accuracy was 
up to 10–6.

Results and analysis

As a result of the computations, we have 
obtained steady-state solutions for the four 
variants listed in Table 1. The results in the 
vicinity of the cylinder mounted on the 
plate are of particular interest. The presence 
of this cylinder completely broke down the 
incoming flow and turned a two-dimensional 
free-convection boundary layer into three-
dimensional flow, which ultimately had a 
significant effect on heat transfer.

The structure of the flow in case of forced 
convection is generally governed by the 
parameters of the incoming flow, while heat 
exchange within the model of an incompressible 
fluid has no effect on the flow field. At the 
same time, the flow under free convection 
is generated by the action of the buoyancy 
force whose intensity depends on the local 
temperature difference. To assess the effect of 
the cylinder on the breakdown of the incoming 
two-dimensional free-convection boundary 
layer and the resulting development of an 
extensive region of a three-dimensional vortex 
flow, it seems expedient to start analyzing the 
results by determining the boundaries of the 
temperature inhomogeneity in the vicinity of 
the cylinder. To this end, a 2 % thickness of 
the region with temperature non-uniformities 
was determined for each computational vari-

Fig. 2. Fragment of the computational grid  
near the cylinder
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ant in different longitudinal cross-sections YZ  
(X = const is chosen), referred to as the near-
wall region from now on. This thickness, de-
noted as δ below, is the coordinate in the YZ 
plane where the local temperature differs from 
the temperature at the outer boundary of the 
computational domain by 2 %.

By comparing the results obtained with the 
corresponding thickness of the unperturbed 
boundary layer, we determined the extent of 
the region where the cylinder had an influence 
on the two-dimensional boundary layer.  

Table 2, in particular, lists the dimensions of 
the region of the cylinder’s influence at the 
level of the horizontal line Y = 0, along the X 
axis from the surface of the cylinder.

It follows from Table 2 that an increase in 
the surface temperature of a short cylinder did 
not affect the width of the perturbation region 
of the temperature field (variants B-1-60 and 
B-1-120) but reduced the size of this region 
in case of a long cylinder (B-5-60, B -5-120). 
We should also note that increasing the height 
of the cylinder resulted in an expansion of 
the perturbation region, regardless of cylinder 
heating.

Fig. 3 shows comparisons of the 2% thick-. 3 shows comparisons of the 2% thick-
nesses of the unperturbed two-dimensional 
boundary layer with their magnitude in the 
presence of an obstacle (the cylinder) along 
the plate on the symmetry line (X = 0). Nota-
bly, the maximum computed thickness of the 
temperature boundary layer developing on the 
vertical heated plate without an obstacle is ap-
proximately 0.022 – 0.025 m.

Analysis of the curves in Fig. 3 reveals the 
following:

Tab l e  2

The results of estimating the width  
of the perturbation region

Computational 
variant

Width  
of the perturbation 

region (X/D)

В-1-60 2.25

В-1-120 2.25

В-5-60 2.50

В-5-120 2.40

Fig. 3. Distributions of the 2 % thickness of the near-wall region δ as a function  
of the Y/D coordinate, obtained for different variants: В-1-60 (1), В-1-120 (2),  

В-5-60 (3), В-5-120 (4) (see Table 1); 
the distribution in the absence of the cylinder (5) is also shown
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the effect of the obstacle spread rather far 
upstream; the influence of the cylinder on the 
thickness of the wall layer was already noticeable 
at a distance Y/D = –35, and this influence 
was greater in case of a short cylinder;

increasing the temperature of the cylinder 
slightly reduced the degree of influence on the 
upstream flow;

the thicknesses of the wall layer in the re- thicknesses of the wall layer in the re-
gion downstream of the cylinder were practi-
cally the same for all variants except variant 
B-5-120, for which some decrease in thickness 
was observed. The reason for this behavior was 
possibly that a long heated cylinder extending 
beyond the wall layer initiated its own free-
convection flow, thus affecting the flow near 
the surface.

Let us analyze in more detail the flow field 
in the region of juncture of the cylinder and 
the plate. 

The surface streaklines on the plate near 

Fig. 4. Surface streaklines on the plate for variant 
B-1-60 (see Table 1)

Fig. 5. Volume streamlines and temperature contours (as shades of gray)  
in the symmetry plane YZ for computational variants В-1-60 (a), В-1-120 (b), 

В-5-60 (c), В-5-120 (d) (see Table 1); SP are singular points

a) b)

c) d)
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the cylinder for variant B-1-60 are shown in 
Fig. 4. This can be regarded as a picture of 
the vortex structures developed, allowing to 
identify the line of separation of the boundary 
layer upstream of the cylinder, with horseshoe 
vortices inside the line encircling the obstacle. 
Traces of the corner vortex developing in front 
of the cylinder and the development of the 
entire structure in the wake of the obstacle are 
visible near the cylinder.

Fragments of streamlines with the 
temperature fields (as shades of gray) are 
shown in Fig. 5 in the plane of symmetry YZ 
(X = 0). Comparing different modes allows 
analyzing the effect of the height of the cylinder 
and its overheating relative to the medium on 
the dimensions of the HSV. Vortices can be 
detected in the corner of the junction of the 
cylinder and the plate in each figure: the primary 
(more intense) and secondary (weak) HSV; the 
secondary vortex was located upstream of the 
primary one, formed as a result of separation 
of the free-convection boundary layer along 
the plate. The HSV sizes were similar for all 
computational variants. A vortex developed 
in the trailing edge of the cylinder is visible 
for the cases of flow around a short cylinder  
(Fig. 5, a, b). Its axis shifted upstream (towards 
the cylinder) as its surface temperature 
increased. A complex vortex structure was 
formed downstream of the obstacle: for a 
short cylinder, this was a concentrated vortex 
(recirculation bubble). The swirling flows inside 
the vortices stirred and diffused the heated air, 
changing the heat transfer on the surface of the 
plate and the cylinder mounted on it.

Several singular points (SP in Fig. 5) were 
present in the cylinder’s wake for all four cases 
considered, allowing to draw an analogy with 
a tornado [8]. These singularities drew the flu-
id particles upstream, along the plate, shifting 
downstream as the surface temperature of the 
cylinder and its height increased. Fig. 6 shows 
tornado-shaped vortices for variant B-5-120. 
When the height of the cylinder increased and 
its surface temperature decreased, the base of 
the vortex funnel moved away from the cylin-
der’s symmetry plane along the x axis.

The primary and secondary horseshoe 
vortices merged together and formed a single 

structure that slowly moved towards the 
cylinder, and ultimately contributed to the 
development of the HSV system [9] (Fig. 7).

A Q-criterion [10] was used to visualize 
three-dimensional vortex structures in Fig. 7; 
this criterion is defined as follows:

1
( ),

2
ij ij ij ijQ S S= Ω Ω −  

where ijΩ  and S
ij
 are the antisymmetric and 

symmetric parts of the second invariant of the 
velocity gradient tensor, respectively.

According to [10], vortex structures can be 
found in regions where Q > 0, when the local 
rotation speed exceeds the strain rate. Compar-
ing the distributions of the Q-criterion near the 
surface of the cylinder and in the region of the 
junction of the cylinder and the plate for each 
computational variant (Fig. 7) yields data on 
the topology and intensity of the vortex struc-
tures.

We should note that the HSV systems that 
developed in the computations with coinciding 
cylinder heights were identical in shape but had 
different sizes of the leg of the primary HSV 
and different intensities, while an increase in 
the Q-criterion was observed over the entire 
height of the cylinder for the fourth variant. 
Regardless of the height of the cylinder, as its 
temperature increased, the isosurface of the 

Fig. 6. Streamlines in the trailing edge  
of the cylinder (variant В-5-120)

(2)
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Q-criterion stretched along the entire height 
of the cylinder, covering its lateral surface 
completely, corresponding to intensification of 
the vortex structures. The legs of the primary 
HSV in the cylinder’s wake reduced in size 
with an increase in surface temperature of the 
cylinder and in its height.

A brief analysis of the flow in the vicinity 
of the junction of the cylinder and the plate 
and in the wake of the cylinder indicates the 
formation of a very complex vortex structure 
contributing to intense mixing of cold and hot 
air, which undoubtedly had a significant effect 
on heat exchange in this region. To analyze 
the effect on heat transfer of three-dimensional 
vortex flow, it is convenient to use the heat 
transfer coefficient ,α  which is defined as 
follows:

    / ,q Tα= ∆

where q is the heat flux from the wall, ΔT is 
temperature difference between the wall and 
the external environment.

The distributions of the heat transfer coef-
ficient along the polygonal line made by in-
tersection of the symmetry plane and the solid 
walls are shown for all computational variants 
in Fig. 8. The figure consists of three separate 

a) b) c)

Fig. 7. Visualization of the vortex flow structure around the cylinder using the Q-criterion isosurfaces  
for variants В-1-60 (a),  В-1-120 (b), В-5-60 (c), В-5-120 (d)

d)

spatially related graphs, each of them showing 
one or two families of curves.

The lower graph shows two families of 
curves. The first is the distribution of the 
quantity α (Y/D) along the section of the plate 
under the cylinder (upstream of it); the verti-
cal axis of the graph serves as the coordinate 
axis, and the α  values are plotted horizontally. 
These distributions coincide for different 
computational variants, while the value of α  
decreases monotonically as the boundary layer 
develops on the plate, right up to the region 
directly in front of the cylinder (Y/D > −1) 
where a horseshoe vortex is formed and mono-
tonicity is violated.

It should be noted that the distributions of 
the heat transfer coefficient obtained in the 
computations for the region upstream of the 
cylinder and away from it (i.e., in the region 
of the unperturbed free-convection boundary 
layer) are consistent with the data available 
in the literature. The criterial relation be-
tween the local Nusselt number and the lo-
cal Grashof number has the form of a power 
function with an exponent close to the value 
of 1/4, standard for laminar flow near a verti-
cal heated plate [11].

The second family of curves on the lower 
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graph corresponds to the distribution of the 
heat transfer coefficient along the height of the 
cylinder, along its leading edge: the coordinate 
axes change places in accordance with the 
spatial orientation. The heat transfer coefficient 

on the lateral surface of the cylinder virtually 
does not change along the cylinder, while the 
average level of the coefficient α  for a short 
cylinder slightly increases with increasing 
surface temperature.

Fig. 8. Distributions of the heat transfer coefficient α  along the line of intersection  
of the symmetry plane (YZ) and solid surfaces for computational variants  

В-1-60 (a), В-1-120 (b), В-5-60 (c), В-5-120 (d) (see Table 1)
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We should note that an increase in the 
surface temperature leads to a pronounced 
nonmonotonic change in the coefficient α  
in the vicinity of the junction of the cylinder 
and the plate for cylinders of different heights. 
This circumstance is of course due to intense 
development of the vortex structure in this 
region. Similar behavior of the heat transfer 
coefficient is also characteristic for the 
distribution of α  along the trailing edge of the 
cylinder (see the upper graph, the dependences 
α (Y/D)).

The graph in the middle shows the 
distributions of the value of α along the 
diameter of the upper edge of the cylinder. 
A general tendency to an increase in the heat 
transfer coefficient can be observed with an 
increase in the surface temperature of the 
cylinder. However, while the coefficient α  
is practically constant for a long cylinder, 
the heat transfer coefficient increases several 
times in the downstream direction for a short 
cylinder completely immersed in the boundary 
layer. The distributions of the heat transfer 
coefficient in the region in the cylinder’s 
wake, along the surface of the plate (the upper 
graph, the dependence α (Z/H)), are similar 
for different variants, exhibiting a slow, almost 
monotonic decrease in heat transfer with in-
creasing distance away from the cylinder. The 
values of α  decrease with an increase in both 
the surface temperature of the cylinder and in 
its height.

Conclusion

The results of numerical simulation of the 
interaction of a free-convection boundary layer 
with a three-dimensional obstacle (cylinder) 
allow us to draw the following conclusions:

the assumption that a complex vortex 
structure with a horseshoe vortex develops 
in the leading edge of a cylinder located on 
a vertical plate was confirmed for the case of 
free-convection flow;

the height of the cylinder has a significant 
effect on the formation of the vortex zone if 
it is commensurable with the thickness of the 
boundary layer;

cylinder overheating compared to the plate 
temperature has little effect on the upstream 
flow, but has a marked effect on the flow 
downstream of the cylinder;

the effect of cylinder overheating is 
apparently even more pronounced if the 
height of the cylinder exceeds the thickness 
of the boundary layer, since in this case the 
cylinder is an independent source of a free-
convection flow, which can significantly affect 
the downstream flow under certain conditions;

finally, (this, perhaps, is the most important 
practical conclusion), the heat exchange of 
the plate (together with the cylinder) with 
the surrounding air is largely governed by the 
vortex structure of the flow near the plate, and, 
consequently, successful computation of the 
heat exchange largely depends on the accuracy 
of predicting the dynamic structure of the flow.
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VAPOR SPhERICAL ExPANSION INTO VACuuM

N.Yu. Bykov 

Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russian Federation

The calculation of a water vapor outflow into vacuum has been performed using 

the direct simulation Monte Carlo with taking into account a condensation process. 

Two cluster-formation models were employed for simulation. The former is based 

on a kinetic approach, the latter is based on conclusions drawn from the modified 

classical nucleation theory. The analysis of physical adequacy of models and features 

of their program implementation was carried out. The simulation of spherical vapor 

expansion from an evaporating surface was performed over a range of Knudsen 

numbers corresponding to transient and near-continual flow regimes. The influence 

of a condensation process on gasdynamic flow parameters was analyzed.  The effect 

of freezing of cluster mole-fractions when receding from the evaporating source was 

demonstrated.
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Introduction

The processes of condensation of water va-
por in expanding flows are widespread in na-
ture and technology. Natural phenomena in-
clude atmospheric events such as water clusters 
developing in gas flows making up the near-
nucleus atmosphere of comets [1]. Technical 
applications concern the processes of conden-
sation of water vapor in nozzles and jets [2], for 
example, in spacecraft engines working at high 
altitudes [3].

Depending on the characteristic Knudsen 
number (Kn = λ/D, where λ is the mean free 
path of molecules, and D is the characteris-
tic flow dimension), the outflow of vapor into 
vacuum is rarefied at the periphery of the jet or 
in the entire flow region. The direct simulation 
Monte Carlo method (DSMC) is traditionally 
used to calculate rarefied flows [4].

The interest towards modeling the 
formation and growth of clusters in rarefied 
flows by the DSMC method started in the early 

2000s in connection with the rapidly evolving 
vacuum technologies for deposition of various 
coatings, including laser ablation technologies. 
These flows were calculated by kinetic models  
[5 – 8], where probabilities of particle association 
in mutual collisions were cluster size functions 
(equal to unity in the simplest case), and the 
monomolecular cluster decay was simulated 
by the formula of the Rice – Ramsperger –  
Kassel (RRK) theory. The studies gave a 
detailed description of the first stage of cluster 
formation (dimerization) and implemented 
the RRK formula for monomolecular decay 
algorithmically. The method of direct statistical 
modeling of flows with condensation processes 
based on the kinetic model was further 
developed in [9], where the probabilities of the 
association processes were obtained using the 
molecular dynamics (MD) approaches, and 
also in [10], which offered an exact algorithm 
for implementing the RRK formula for 
monomolecular decay for the DSMC method. 
It was found in all of these studies that the rates 
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of the forward process of particle association and 
the reverse process of decay were not related to 
each other. Ref. [11] proposed a condensation 
model where the probabilities of cluster growth/ 
decay were obtained from the data on the 
rates of forward and reverse reactions of the 
corresponding processes. The rate constants of 
the forward and reverse reactions are related by 
the equilibrium constants which are assumed 
to be known. Distinctive aspects of [11] are 
the original expressions for the probability of 
monomolecular cluster decay (coinciding with 
the RRK theory in a particular case) and the 
probability of dimer formation in a three-
particle collision of monomers. This kinetic 
model [11] was used for obtaining the key 
results of this paper.

Another group of studies [12, 13] described 
performing DSMC calculations of water vapor 
condensation in a rarefied far field of a jet engine 
plume. These papers used classical nucleation 
theory (CNT), with conclusions adapted for 
the DSMC algorithm.

The intention to employ CNT for practical 
calculations seems well-grounded. First of all, 
the theory’s conclusions have long been used to 
describe flows with condensation. The required 
thermodynamic parameters (vapor pressure and 
temperature, supersaturation degree, nucleation 
rate and critical cluster size) can be calculated 
within the framework of DSMC. Secondly, 
simulation of the cluster growth process, 
starting from the formation of a critical nucleus, 
has its computational advantages, eliminating 
the need to spend the computational time on 
simulating the formation of subcritical clusters, 
including the formation of a dimer in triple 
recombination of monomers.

However, CNT also has its known 
drawbacks, as it uses the concept of surface 
tension for small clusters and predicts the size 
of the critical cluster to be less than unity for 
high values of vapor supersaturation. Refs. 
[12, 13] ignored the effect of the release of 
binding energy during particle association, 
and, consequently, failed to take into account 
the effect of increasing internal temperature 
of the cluster accompanying this process; the 
implementation of the algorithm for the case of 
high supersaturation was not clarified as well.

To eliminate these shortcomings of CNT, it 

was proposed in [14] to use modified classical 
nucleation theory (MCNT). Within the MCNT 
model, there is no need to involve the concept 
of surface tension [15], and the size of the 
critical cluster for high supersaturation values 
is equal to unity. This latter circumstance 
entails making additional assumptions in the 
algorithmic implementation of the model. The 
MCNT model was implemented for the spatially 
homogeneous case of condensation of copper 
vapor [16]. However, a direct comparison of 
the calculation results obtained for the same 
flows using both models (based on the kinetic 
and the MCNT approach) has not been carried 
out. Additionally, comprehensive analysis of 
the algorithmic possibilities of implementing 
the MCNT model has not been performed for 
the DSMC method.

One of the goals of this study was to compare 
the results of calculations (we calculated the 
size distributions of the resulting clusters and 
the coordinate distributions of gasdynamic 
parameters) using the two models (kinetic and 
MCNT) with one object as an example.

The paper also discusses the specifics of 
algorithmic implementation of the MCNT 
approach and the parameters of the MCNT 
model for which these calculated results are 
close to the ones obtained by the kinetic 
approach.

The object chosen for study in the paper 
was a steady one-dimensional flow of water 
vapor from an evaporating spherical surface. 
Simulation of the expansion of non-reacting gas 
from the surface of a sphere into vacuum was 
performed in [17, 18]. These studies considered 
the effect of the degree of rarefaction on gas 
dynamics of the flow, analyzed the peculiarities 
of formation of the Knudsen layer near the 
surface of the sphere and the relaxation of 
translational degrees of freedom.

Ref. [19] calculated the parameters of 
clusters in the region X < 5R (X is the radial 
coordinate, R is the radius of the sphere) and of 
the vapor at the sonic line during the expansion 
of water vapor from a spherical source. A 
simplified condensation model was used for the 
calculations: in particular, the probabilities of 
particle association were assumed to be equal 
to unity during clustering reactions, and the 
evaporation process was simulated by the RRK 
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theory. A significant mass fraction of clusters 
(up to 19%) was observed within the flow field 
for the model parameters used in [19], and the 
condensation process was confirmed to have 
a considerable effect on the parameters of the 
sonic line.

Other goals of this paper were to carry out 
a series of calculations for flow from a spherical 
source using a refined condensation model 
proposed in [11], to study the effect of the 
clustering process on the parameters of vapor 
flow and to study the parameters of the forming 
clusters.

Model of cluster formation

According to the data given in [11], a water 
cluster M

g
 is characterized by the number of 

monomers g, the number of surface monomers 
g

0
, the mass m

g
, the diameter d

g
, the transla-

tional velocity v
g
, the internal energy E

int,g
, the 

number of rotational (ζ
r,g
) and vibrational (Z

v,g
) 

degrees of freedom and the energy of evapora-
tion of one monomer from the surface ε

g
.

The following association/decay reactions 
are considered for clusters of size g > 2:

1

1 1 ,gp

g gM M M−
−+ →  

1 1,
gp

g gM M M
−

−→ +

where p
g–1

, p
g
– are the probabilities of association 

and decay, respectively.
Reaction (1) describes the attachment of 

a monomer to a cluster in a binary collision, 
reaction (2) describes the unimolecular decay 
of the cluster. The unimolecular decay time of 
the cluster is of the order of 1/ν

0
, where ν

0
 is 

the characteristic vibrational frequency of the 
monomers in the cluster. The forward process 
(1) is characterized by the rate constant K

g–1
, 

the inverse process (2) is characterized by the 
rate constant K

g
–.

An elastic collision between a monomer and 
a cluster occurs with the probability 1–p

g
):

1

1 1 .gp

g gM M M M
−+ → +

Within the framework of the model under 
consideration, water dimers are formed as a re-
sult of three-particle collisions:

1(3)

1 1 1 2 1,
p

M M M M M+ + → +

where p
1(3) 

is the respective probability. 
The reverse reaction occurs by the scheme:

2
2 1 1 1 1,

cp
M M M M M

−

+ → + +

where p
2c

– is the probability of collision decay.  
Let us denote the rates of the forward (4) 

and the reverse (5) reactions by K
1(3) 

and K–
2c
, 

respectively.

Model based on the modified classical 
nucleation theory

The specifics of the MCNT-based model 
is that the size of the critical cluster g

*
 and the 

nucleation rate J, which are functions of ther-
mophysical parameters, have to be calculated 
in each computational cell.    

Within the MCNT model, the nucleation 
rate is determined as follows [2, 15]:

1
1 1 1

2

1 , ,e
g g g g

g

J R R K n n
∞

−
− −

=

= =∑
where n

g
 is the concentration of g-mers; 

K
g–1

 are the rate constants of processes 
(1) and (4) for g > 2 (for the case when 
water dimers form through reaction (4),  
K

1 
= K

1(3)
n

1
); the superscript e denotes the 

equilibrium concentration, n
1
e = n

1
. 

A given degree of supersaturation S 
corresponds to a certain critical cluster size g

*
 

[2, 15]. The critical size in the range S < S
min

 is 
equal to the critical size determined according 
to classical nucleation theory (CNT) [2]; this 
size is equal to the coordination number N

c
 in 

the range S
min 

< S < S
max

, while for the case  
S > S

max
 g

*
 = 1. The S

max
 and S

min
 values were 

determined in [14, 15]. The critical cluster size 
has to be found for determining the value of 
J, since clusters of near-critical size make the 
main contribution to the sum in expression 
(6).

After the values of J and g
*
 have been 

determined, the computational algorithm based 
on the MCNT approach is reduced to injecting 
clusters into a cell at a rate J. Determining the 
size of the injected clusters is the first distinctive 
feature of the MCNT-based algorithm. In [12, 
13] clusters of critical size g

*
 were injected into 

the cell. Injecting clusters of size g
* 
> 2 into a cell 

leads to a reduction of the real size distribution 
of the clusters. In this case it is assumed that 

(1)

(2)

(3)

(4)

(5)

(6)
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the concentrations of subcritical clusters in the 
cell correspond to the equilibrium distribution. 
In this situation, additional simulation of the 
distribution of subcritical clusters has to be 
carried out within the framework of the DSMC 
method (this problem was not considered in 
[12, 13]) and changes have to be made to the 
computational algorithm. On the other hand, 
with S >> 1, g

* 
= 1 within the MCNT approach 

(classical nucleation theory predicts that g
* 
< 1 

for this case). There is no point in injecting 
monomers into the cell. Since the growth rates 
of clusters of any size within CNT are equal 
to the nucleation rates J [2], it is possible to 
inject clusters of near-critical or subcritical size 
g

a
 into the cell [14]. Choosing g

a 
= 2 for the 

size of the cluster is optimal, since, on the one 
hand, the distribution of the clusters by size 
(starting with the dimer) should be reproduced 
in any cell, and on the other hand, this solves 
the problem of injecting clusters with S >> 1. 
This is exactly the approach used in our study.

The second distinctive feature of the 
MCNT-based algorithm is that the reactions 
of growth of g

a
-sized clusters (during the 

association of a monomer and a cluster of size 
(g

a
 – 1)) and of their decay are excluded from 

the computational algorithm, as both processes 
are included in the nucleation rate J [2].

The third distinctive feature of the 
computational algorithm based on MCNT is 
that the vapor temperature has to be determined 
for performing Monte Carlo simulations of the 
evaporation process. In the standard case, it 
is not necessary to determine the macroscopic 
parameters at each time step for the purpose 
simulating the collisions and motions of 
molecules by the DSMC method. Models based 
on MCNT or CNT are single-temperature, i.e., 
they assume that the translational and internal 
temperatures of monomers and clusters are 
equal. Since clustering leads to release of latent 
condensation heat into the flow, this approach 
implies using a single temperature to determine 
the rate constants of growth and decay of 
clusters. This can be either the translational 
monomer temperature T

1
, or the temperature 

T
tot
, averaged over the translational and internal 

energies of the particles in the cell [11]. On the 
one hand, however, if n

1 
>> n

g
, the averaged 

temperature T
tot
 is close to the translational 

monomer temperature T
1
, and, the same as 

T
1
, it does not reflect the real internal energy 

of the individual cluster g. On the other hand, 
the implementation of the algorithm using the 
T

tot
 quantity means that the changes that are 

incorrect from a physical standpoint have to 
be introduced to the main collision module of 
the program, since the number of collisions in 
a cell depends on temperature. In view of these 
circumstances, we have used the monomer 
temperature T

1
 to determine the reaction rates 

in this study.
We should note that it is possible to 

implement a mixed algorithm (this option is 
also considered in this paper) where dimers 
are injected into the flow field according to 
the MCNT algorithm, and the subsequent 
process of cluster evaporation is considered in 
a manner similar to the kinetic approach (the 
probability of a monomer evaporating from a 
cluster depends on the internal temperature 
of the individual cluster). However, this 
computational model cannot be accepted as 
correct from the standpoint of basic CNT.

The kinetic approach to constructing the model

The kinetic approach involves no addi-
tional assumptions about the size of the clus-
ters injected into the computational cell or 
about the calculation of the nucleation rate. 
Clustering starts with the formation of dimers 
by reaction (4).

The probabilities of the reactions occurring 
in case of known rate constants are determined 
using the Total Collision Energy model (TCE) 
[4, 20, 21]. This model is based on the assump-
tion that the corresponding probabilities can be 
given in the form

/2 1

/2 1

( )
,

tot

tot

Y
tot

tot

E
p L

E

+ζ −

ζ −

− ε
=

where E
tot
 is the total energy; totζ  is the total 

number of degrees of freedom; ε is the activation 
energy; L, Y are the constants depending on 
the parameters of the model of elastic colli-
sions of particles and the parameters of the rate 
constants of reactions.

To determine the parameters L and Y in 
expression (7), the reaction rate constants 
should be given in the Arrhenius form:

(7)
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K = ATBexp(–ε/kT)   

(k is the Boltzmann constant); the constants A, 
B and the activation energy ε are assumed to 
be known.

The kinetic model notably lacks the draw-
backs of the MCNT model as it does not require 
either determining the macroscopic tempera-
ture in the cell or making additional assump-
tions about the size of the clusters injected into 
the cell and their parameters.

Problem statement

The goal of this study is in calculating 
spherical steady-state expansion of water vapor 
from the surface of a sphere of radius R into 
vacuum. The calculation was performed using 
the direct simulation Monte Carlo method 
taking into account the process of vapor 
condensation in the volume.

The problem under consideration is one-
dimensional, with a single radial coordinate X. 
However, implementing the DSMC method 
involves simulating all three components of 
particle velocity: the radial one v

x
 and the 

two components perpendicular to it, vθ and 
vϕ. The source temperature T

0
 is assumed to 

be constant. Only monomers (molecules) of 
water evaporate from the surface. Evaporation 
is described by the Hertz – Knudsen law 
according to which the flux F+ of evaporating 
molecules is equal to

F+ = n
0
v

0
/4,

where n
0
 is the concentration of saturated vapor 

(corresponding to the equilibrium pressure 
determined by T

0
); v

0
 is the average thermal 

velocity of the evaporating particles;

v
0
 = (8kT

0
/πm

1
)1/2

(m
1 
is the monomer mass).
The equilibrium vapor pressure p

0
(T) is 

determined in the same way as in [22]. The 
remaining parameters of water vapor correspond 
to those given in [23]. It is assumed that the 
distribution function for water molecules 
leaving the surface is semi-Maxwellian [19].

The vibrational degrees of freedom of the 
evaporating water molecules are assumed to be 
frozen for the range of source temperatures un-
der consideration [24]. The internal energy of 

the monomers leaving the surface is equal to 
the rotational energy

,1 ,1 0( / 2) .int rE kT= ζ

The Larsen – Borgnakke model [4] is used 
for simulating the energy exchange between the 
translational and internal degrees of freedom. 
The probability of energy exchange between 
the rotational and translational degrees of 
freedom of water molecules in mutual collisions 
is taken equal to unity. The probabilities of 
energy exchange between the translational and 
internal degrees of freedom in monomer-cluster 
collisions are taken equal to 0.1 [10]. The 
formation of clusters in the flow field occurs 
according to the above-described condensation 
model. The reaction rate constants and the 
parameters of the collision models are taken 
from [25].

The molecules and clusters reaching the 
outer boundary of the region were excluded 
from the calculations (hypersonic boundary 
condition). The particles crossing the source 
boundary in the opposite direction were also 
excluded (the condition of total condensation 
on the surface).

The gas-dynamic flow pattern in the 
considered statement is determined by the 
Knudsen numbers

0 0Kn / / (2 ),D R= λ = λ

where 0λ  
is the mean free path of the water 

molecules, corresponding to the parameters n
0
 

and T
0
; D is the diameter of the sphere ди�-ди�-

метр сферы, the characteristic reaction rates 
are given by (1), (2), (4), (5).  

Calculation variants and the values of the 
determining parameters are listed in Table 1.

The calculations were performed by the 
DSCM method with a collision scheme 
without a time counter [4], using the developed 
software package at the Polytechnic RSC 
Tornado cluster of the Polytechnic University 
Supercomputer Center.

Calculation results and discussion
Fig. 1 shows the simulation results, including 

data on the dynamics of the normalized values 
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of the concentration, velocity, and temperature 
of the vapor in the flow field. The vapor density 
decreases with distance from the surface, 
asymptotically tending to zero, while the 
gas velocity increases (Fig. 1, a). In case of 
outflow into a continuous medium (Kn = 0), 
the velocity tends to its thermodynamic limit of 
steady-state expansion

1/2
0 (2 / ( –1)) ,u a= γ

where γ  is the adiabatic exponent; a
0
 is the 

sound velocity determined from the tempera-
ture T

0
 [26].

In case of collisionless expansion (Kn ),→ ∞  
the vapor velocity tends to the thermal velocity 
determined from the equilibrium vapor 
temperature on the surface [27]:

u
max

 = v
0
.

The heat content of the vapor drops to zero 
for continuous-medium flow [26].

The temperature of the gas in case of free-
molecular flow drops to the value [27]:

0/ 1 – 8 / (3 )T T = π  

(Fig. 1, b).
The decrease in the degree of flow rarefac-

tion (a decrease in the Knudsen number) leads 
to a greater number of collisions between par-
ticles and a more efficient conversion of ther-

mal energy into the energy of directed motion 
of particles. As a result, the gas velocity for 
a more dense flow regime (Kn = 10–4) in-
creases with respect to the more rarefied flow  
(Kn = 10–2), while the density and the temper-
ature decrease with distance from the source.

Notably, the result indicates that increasing 
the Knudsen number leads to a violation of 
the equilibrium between the translational and 
the internal degrees of freedom [17, 18]. The 
difference between the corresponding tempera-
ture components in the considered region is 
insignificant for Kn = 10–4. However, the dif-
ference between the components becomes sub-
stantial even for Knudsen numbers of the order 
of 0.01.

Taking condensation into account in the 
calculations leads to two effects:

the release of energy from latent condensa-
tion heat into the flow. Within the model under 
consideration, the binding energy is released 
into internal degrees of freedom of clusters of 
size g > 2 (see reaction (1)), as well as into 
translational and internal degrees of freedom of 
monomers and dimers under triple recombina-
tion of monomers during reaction (4);

a natural decrease of monomers during the 
formation and growth of clusters in the flow.

In view of the above-discussed factors, 
the condensation process contributes to an 

Tab l e  1

variants of calculation of spherical steady-state expansion  
of water vapor into vacuum

Number Model basis
Condensation 

taken into  
account

Knudsen 
number

1 – – 10–4

2 КА + 10–4

3 – – 10–2

4 КА + 10–2

5 MCNT + 10–4

6
MCNT + KA

(for evaporation)
+ 10–4

Note s . 1. The source temperature was the same for all variants: T
0  

= 350 K. 
2. The Knudsen number Kn = λ

0
/(2R), where λ

0  
is the mean free path, R is 

the radius of the sphere.
Abb r e v i a t i on s : MCNT stands for modified classical nucleation theory,  
KA stands for kinetic approach.
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increase in the velocity and the temperature 
and to a faster decrease in the density of vapor 
in the flow. This effect can be clearly seen in  
Fig. 1 for the calculation variant (Kn = 10–4), 
for which the volume fraction of clusters is  
5.4 %. The volume fraction of clusters in the 
flow for the Knudsen number 0.01 is less than 
0.2 % and the condensation process has no ef-
fect on the gas dynamics of the flow.

The effect of clustering on the density and 
velocity distributions on the evaporating surface 

is insignificant even for values of Kn = 10–4  
(see Fig. 1). For example, the parameters of 
vapor on the sonic line differ by less than  
3 % for the calculation variants with and with-
out clustering taken into account (Table 2). 
The effect of the condensation process on the 
parameters of the sonic line turned out to be 
weaker compared with the results obtained in 
[19]. The distance of the sonic line from the 
evaporating surface in the variants with and 
without condensation is 48.8λ

0
 and 48.8λ

0
, re-

Fig. 1. Calculated density (curves 1 – 4) and velocity (5 – 8) distributions (a), and temperatures (b)  
of monomer vapor. Temperatures of translational (9, 11, 13, 15) and internal (10, 12, 14, 16) degrees  
of freedom are given. The calculations were performed with and without clustering taken into account 

(curves (1, 3, 5, 7, 9, 10, 13, 14) and (2, 4, 6, 8, 11, 12, 15, 16), respectively).  
Kn = 10–4 (1, 2, 5, 6, 9 – 12) and 10–2 (3, 4, 7, 8, 13 – 16)

a) b)

Tab l e  2

results of calculation of vapor parameters on the sonic line

Variant  
number 

Condensation 
taken into  
account

n/n
0

T/T
0

Reverse flow  
fraction, %

1 – 0.316 0.793 19.3

2 + 0.307 0.803 19.5

Note . The Knudsen number for the results given was Kn = 10-4.
The numbers of the variants correspond to those in Table 1.
No t a t i on s : n/n

0
 is the normalized concentration of vapor, T/T

0 
is the normalized temperature 

of vapor.
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Fig. 2. Translational nonequilibrium near the surface of the sphere (a) and in the flow field (b). Data are 
given for the temperature components T

x
 (1, 3, 5, 7); Tθ, Tϕ (2, 4, 6, 8) at the values Kn = 10-4 (1 – 4) 

and 10–2 (5 – 8). The calculations were carried out with (1, 2, 5, 6) and without (3, 4, 7, 8) clustering 
processes taken into account

a) b)

spectively (for Kn = 10–4). The effect of con-
densation on the flow parameters (especially 
on the temperature) increases with increasing 
distance from the surface.

A feature of this class of rarefied flows is its 
translational nonequilibrium, which increases 
with increasing Knudsen number. The regions 
of translational nonequilibrium (i.e., the 
regions where the components T

x
, Tθ, Tϕ of the 

translational temperature T
tr
 are different) for 

any Knudsen number are found directly near 
the evaporating surface (a Knudsen layer with 
a thickness on the order of several mean free 
paths of molecules) and at some distance from 
the surface when the local mean free path of 
particles becomes large with respect to the 
characteristic flow size [18]. The data in Fig. 
2,a show the dimensions of the Knudsen layer 
at the surface. The two following conditions 
have to be simultaneously fulfilled to determine 
the size of the layer [18, 19]:

100% 3%;xT T

T

θ−
⋅ <  

100% 3%,tr intT T

T

−
⋅ <

where T
int
 is the temperature of the internal 

degrees of freedom 
The resulting layer thickness is 040λ  and 

practically does not depend on taking into 
account the condensation process.

In case of collisionless expansion, the en-
tire flow region is the zone of translational 
nonequilibrium [27]. The difference between 
the temperature components T

x
 and Tθ = Tϕ is 

also observed in the larger flow region for the 
calculation variant with Kn = 10–2 (Fig. 2, b), 
and only in the far-field of the jet for the case  
Kn = 10–4. As a result, taking into account the 
condensation process has no noticeable effect 
on the degree of flow nonequilibrium.

The presence of nonequilibrium regions 
(with respect to translational and internal de-
grees of freedom) argues in favor of choosing 
the kinetic approach as the calculation method, 
since it does not involve calculating the vapor 
temperature for determining the rates of the 
reactions under consideration.

A case in point is the calculation of the flow 
using the MCNT approach, with condensation 
taken into account. Fig. 3 shows the calculated 
data for the changes in the degree of 



Simulation of physical processes

45

supersaturation, the critical cluster size, and the 
nucleation rates as a function of the coordinate 
obtained for calculation variant 5 (the MCNT-
based variant taking clustering into account, see 
Table 1). The degree of vapor supersaturation is 
small at the surface of the source where 1.00 < 
X/R <1.05 (see Fig. 3,a), the size of the critical 
cluster g

* 
>> 1 and coincides for combined 

application of CNT and MCNT. The degree of 
supersaturation rapidly increases with distance 
from the source, and the critical size of the 
clusters decreases as a consequence. For this 
case, CNT predicts values of the degree of 
supersaturation to be less than unity as soon as 
distances of the order of one radius from the 
source are reached.

The MCNT approach predicts g
* 

= N
c
 

at distances 1.05 < X/R <1.90 (curve 3 in  
Fig. 3, a) from the source surface. The quantity 
g

*
 becomes equal to unity with further increase 

in the X/R coordinate.
The nucleation rates corresponding to the 

considered variants are shown in Fig. 3, b. 
The size of the critical cluster is fairly large 
directly at the surface of the source for low 
values of the equilibrium concentration n

g*
, 

predetermining low nucleation rates. The 
nucleation rate calculated by formula (1) for 

MCNT coincides with the dimerization rate for 
triple collisions of monomers. The nucleation 
rate J

clas
, calculated by the CNT formula [2], 

and the velocity J
K
 = J

clas
/S with the Courtney 

correction differ significantly from the J values 
obtained within the MCNT model.

The behavior of clusters obtained by the 
calculation based on the kinetic approach is 
characterized by rather intense evaporation, 
and the maximum cluster size achieved in these 
calculations is limited to fourteen monomers. 
According to the calculations based on the 
MCNT, the clusters evaporate at a tempera-
ture equal to the translational temperature of 
the monomer vapor. The cluster growth rate 
turns out to be significantly higher than the 
evaporation rate. As a result, the number of 
clusters with the sizes g >> 1 varies little with 
increasing g.

Fig. 4 also shows the data for calculation 
variant 6 (see Table 1), where the injection of 
critical clusters into a cell was based on the 
MCNT model, and the evaporation in each 
cluster depended on its individual internal 
temperature (the same as with the kinetic ap-
proach). Apparently, using this approach brings 
the results substantially closer to those obtained 
based on the kinetic model.

Fig. 3. Dependences of the supersaturation degree S (1), the critical cluster size g
*
 (2, 3) (а),  

the nucleation rates (4, 5, 7) and K
1
 (6) (b) versus the Knudsen numbers Kn = = 10–4 (MCNT model). 

The values of g
*
 (curves 2 and 3 are the CNT and MCNT-based estimates, respectively),  
J

clas 
(4), J

K 
(5) and the calculated value of J (7) are given

a) b)
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The coordinate distributions of the density 
and the mole fraction of the clusters are shown 
in Fig. 5 for the Knudsen number 10–4. Di-
mers (g = 2) form in the immediate vicinity 
of the source surface. The peaks on the distri-
butions 5-mers (g = 5) are shifted away from 

the surface. The distance from the distribution 
maximum to the source increases with increas-
ing cluster size. Fig. 5, b shows the coordinate  
distributions of the mole fraction of the clusters 
with the sizes g = 2, 3 and 5. The presented 
results indicate freezing of the mole fractions 
starting with a certain coordinate depending 
on the cluster size. Since the nucleation rate 
J is low near the source, the dimer concen-
trations at the surface, obtained by direct sta-
tistical simulation based on MCNT, are small 
compared to the concentrations obtained based 
on the kinetic approach, and the maximum of 
the dimer distribution is shifted away from the 
surface by 0.25R.

The concentrations of the 5-mers in the 
greater part of the flow turn out to be sub-
stantially smaller than similar concentrations 
obtained using the kinetic approach. In case 
of variant 6 (MCNT model, with evaporation 
considered in accordance with the kinetic ap-
proach), the distributions of dimer and 5-mer 
concentrations turn out to be closer to the re-
sults of the calculations based on the kinetic 
approach (variant 5), however, the data do not 
coincide.

We should note that the results obtained 

Fig. 4. Size distributions of clusters in the flow 
field, obtained from the calculation variants 2 

(curve 1), 5 (2) and 6 (3)

Fig. 5. Distributions of concentration (a) and mole fraction (b) of clusters along the radial coordinate  
for clusters with different sizes g. The calculations are based on the kinetic approach (1, 2, 7),  

on MCNT (3, 4) and on variant 6 (5, 6); g = 2 (1, 3, 5), 3 (7) and 5 (2, 4, 6).
Knudsen number Kn = 10–4

a) b)
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using the model [11] differ from those in [19]. 
Size distributions of clusters have a maximum 
corresponding to the dimer size.

The translational velocities of the growing 
clusters coincide with the monomer velocity 
for the calculation variant with Kn = 10–4. The 
internal temperatures of the clusters are shown 
in Fig. 6. These temperatures of dimers and 
trimers are above the translational temperature 
because latent condensation heat is released 
into the flow during cluster growth. The growth 
is accompanied by evaporation of clusters, 
during which the binding energy is absorbed. 
The evaporation rate of each cluster within the 
model based on the kinetic approach depends 
on its own internal temperature and this rate 
proves to be comparable with the growth rate. 
As a result, the evaporation process leads to a 
moderate difference in the translational and in-
ternal temperatures of the clusters and a limited 
maximum cluster size (see Fig. 4). The evapo-
ration rate for the MCNT model is governed 
by the translational temperature of the mono-
mers. The growth process plays the principal 
role within the MCNT-based approach. The 
evaporation of clusters, which reduces their 

internal energy, has a rate that is small com-
pared to their growth rate. As a result, growth 
of large clusters (g >> 1) is observed, and the 
energy that is released during this process is ac-
cumulated in internal degrees of freedom. The 
internal temperature of the clusters obtained in 
the calculations based on the MCNT model 
is higher than the internal temperatures of the 
clusters predicted by the kinetic model of con-
densation (see Fig. 6).

Conclusion

 We have carried out a calculation of 
expansion of water vapor into vacuum from the 
surface of a spherical source by direct statistical 
modeling, taking into account cluster growth 
in the flow field. Two models of the clustering 
process were used for the calculations:

one based on the conclusions of the modified 
classical nucleation theory;

and one based on the kinetic approach.
One of the main drawbacks of MCNT is that 

the model based on it is single-temperature. It 
is impossible to correctly describe the processes 
of evaporation of monomers from clusters 
within this approach. Implementing the 
model through a computational algorithm is 
complex and additional assumptions have to be 
introduced. The calculated main characteristics 
of clustering (the spatial distribution of the 
cluster concentration, the size distribution of 
clusters in the flow field) obtained using the 
MCNT model differ significantly from those 
obtained by the model based on the kinetic 
approach.

The kinetic model is free of all drawbacks 
of the MCNT model. This approach allows 
to obtain the probabilities of cluster growth/
evaporation as functions of individual parameters 
of colliding/decaying particles, which is in 
full agreement with the DSMC method. The 
temperature of vapor in a cell does not need to 
be determined for simulating the condensation 
process. From a methodological standpoint, 
using a model based on the kinetic approach 
is justified.

Calculations of condensation of water 
vapor expanding from a spherical surface into 
vacuum based on the kinetic model in near-
continuous and transient Knudsen regimes 
indicate that the condensation process does not 

Fig. 6. Distributions of the internal temperature  
of particles along the radial coordinate for clusters 

of two sizes: dimers (curves 1, 3) and trimers  
(2, 4). Calculations are based on the kinetic 

approach (1, 2) and on MCNT (3, 4)  
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affect the parameters of gas-dynamic flow at 
clustering degrees less than 1 %. The degree of 
clustering becomes noticeable (5.4 %) in near-
continuous regimes (Kn = 10–4). In this case, 
the release of latent heat of condensation into 
the flow leads to a faster growth of gas velocity 
and temperature and to a drop in gas density. 
The clustering process has a particularly strong 
effect on the distribution of translational and 
internal temperatures of the vapor. However, 
even for the calculation variant corresponding 
to Kn = 10–4, the condensation process does 
not significantly affect the parameters of the 
sonic line, the size of the Knudsen layer, and 
the degree of translational nonequilibrium 
compared to the calculation results obtained 

without taking into account the condensation 
process. The maximal concentration of clusters 
in the flow field corresponds to size of a 
dimer.

The study has described the effect of the 
mole fractions of clusters ‘freezing’ as they 
move away from the surface of the source. For 
larger clusters, the effect is observed at large 
distances from the evaporated surface. The rates 
and translational temperatures of the clusters 
formed in the flow prove to be close to the 
corresponding parameters of the monomers. 
The release of binding energy in the process 
of particle association leads to higher values of 
internal temperatures of the clusters compared 
to the internal temperature of the monomers.
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In the paper, the surface porosity and morphology of Pb
0.97

Sn
0.03

Se films on 
silicon substrates subjected to anodic electrochemical etching in the Tompkins-
Johnson’s electrolyte at a current density of 1 mA/cm2 have been studied using X-ray 
reflectometry. To reduce the difference in lattice parameters of a growing film, buffer 
CaF

2
 layer (about 2 nm thick) and buffer PbSe one (about 400 nm thick) were used. The 

averaged thickness of re-precipitated near-surface selenium layer was determined to 
be 45 nm. The X-ray experimental results showed qualitative agreement with electron-
microscopical data. It was established by high-resolution X-ray diffraction methods 
that macroporous structure with transverse and longitudinal porous projections of 
sizes 47 and 82 nm (relatively) was forming in electrochemical etching. The angle of 
porous tilt with the surface normal was found to be 34.5 degrees. The applicability 
of high-resolution X-ray methods to nondestructive investigation of porous structure 
was shown.

Key words: anodizing; porosity; total external reflection method; electrochemical etching; lead-tin 
selenide 
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Introduction

Porous semiconductor materials now attract 
a great deal of attention due to their unique 
properties and potential applications. The 
processes of pore formation are actively studied 
in elemental semiconductors (silicon and 
germanium), in binary and ternary materials 
A3B5, A2B6 [1 – 3, etc.]. Lead chalcogenides 
(PbTe, PbSe, PbS and solid solutions based on 
them) that belong to the group of narrow-band 
semiconductors A4B6 are traditionally widely 
used in thermoelectric devices, optoelectronics 
devices of the IR range, solar cells, etc. Pore 
formation in these materials can lead to effective 
modification of structural, electrical and optical 
properties [4 – 7, etc.]. At the same time, it 
is extremely important to obtain data on the 

surface morphology, the structure of porous 
objects, the size of the pores and the magnitude 
of porosity. For example, it was established in 
[7] that the processes of pore formation in lead 
selenide and tin selenide films are accompanied 
by a significant reprecipitation of selenium on 
the walls of pores and on the surface.

The goal of this study has been to determine 
the pore and surface parameters of porous 
Pb

0.97
Sn

0.03
Se films on silicon substrates using 

high-resolution X-ray methods. The presented 
results continue the studies published in [7].

Experimental procedure

Film samples of Pb
0.97

Sn
0.03

Se/PbSe/CaF
2
/

Si(111) with a total thickness of 4.5 μm were 
grown by molecular beam epitaxy on a single-
crystal Si(111) substrate. The size of the sub-
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strate’s mosaic blocks, determined by high-res-
olution X-ray diffraction [8], was approximately 
30 μm. Thin buffer layers of CaF

2
 (about 2 nm 

thick) and PbSe (about 400 nm) were used to 
reduce the discrepancy between the lattice pa-
rameter of the growing film (а

1
 = 0.615 nm) 

and of the substrate (а
2
 = 0.543 nm), as well 

as to reduce mechanical stresses in the ternary 
solid solution.

Pore formation in the near-surface layer of 
lead selenide – tin selenide was carried out in 
a vertical electrochemical cell with a platinum 
upper cathode at a current density of 1 mA/
cm2 for 10 min. The etching was done in the 
Tompkins and Johnson solution: 40 ml of glyc-
erin, 10 ml of HNO

3
, 10 ml of glacial acetic 

acid. The technology and basic properties of 
the porous structure of the obtained samples 
are described in [7].

High-resolution X-ray diffractometry and 
X-ray reflectometry studies were carried out 
using a DRON-UM1 X-ray powder diffracto-
meter. The radiation of CuKα1 (λKα1 

= 1.5405 Å, 
λKα2 

= 1.5443 Å) was formed by a slit mono-
chromator made of single-crystal silicon with 
a triple reflection (111) and vertical and hori-
zontal collimator exit slits with the width of 2.0 
mm and 0.1 mm, respectively.

The diffraction scheme was assembled with 
a goniometer allowing to register the angular 
deviation in three-crystal geometry with an 
accuracy of 0.1 arcsec. (Fig. 1, a). A planar 
Si(111) crystal analyzer was placed between the 
sample and the detector.

Data on the properties of the samples and 
their surfaces were obtained from the depen-
dence of the detected intensity on the rota-
tion angles of the sample and the analyzer. 
The method makes it possible to determine the 
interplanar spacings of epitaxial structures, as 
well as the pore parameters in porous materi-
als. Scattering by a rough surface or scattering 
caused by defects can be separated from scat-
tering by a perfect crystal.

The method of X-ray reflectometry, based 
on measuring the reflectivity of X-ray radiation 
in the angular region of total external reflection 
(TER), was also used in the study. A slit with 
the width S

2 
= 0.25mm was placed in front of 

the detector for reflectometry measurements 
(Fig. 1, b).

Processing and discussion of the results

The structural features of porous layers of 
Pb

0.97
Sn

0.03
Se were studied by high-resolution 

three-crystal X-ray diffractometry (TCXRD). 
For this purpose, contours of equal diffuse 
scattering intensity were plotted on the X-ray 
patterns taken by the analyzer in scanning mode 
at different positions of the sample crystal [9]. 
The contours of equal intensity (Fig. 2) were 
constructed in inverse space according to the 
formulae:

B(2 cos ) / ,zq = πε ⋅ θ λ

B[2 (2 – )sin ] / ,xq = π ω ε θ λ

where ε and ω are, respectively, the angles by 
which the analyzer and the sample deviate from 
the Bragg angle; θ

B 
is the Bragg angle; λ is the 

X-ray wavelength. 
The system had the following resolution: 

–10.1( m) ,zq∆ = µ –10.2( m) .xq∆ = µ
Sufficiently perfect crystals are typically 

obtained through growing layers of lead sele-
nide – tin selenide by molecular-beam epitaxy. 

Fig. 1. Three-crystal diffraction (a) and 
reflectometric (b) schemes of X-ray imaging 

methods:
source of X-ray radiation 1, monochromator 2, sample 3, 
analyzer 4, detector 5; n is the normal to the surface; S

1
, 

S
2 
are the slits; the notations for the angles are explained 

in the text

b)

а)

(2)

(1)
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Fig. 3 shows the dependence of the diffuse 
scattering intensity I

s
 on the TCXRD curves on 

the sample rotation angle ω (on a double loga-
rithmic scale). It can be seen that the intensity 
decreases by the ω–b law. The parameter b was 
sought by determining the tilt of the curve

ln (ln );sI f= ω

it was found to be equal to 1.8. 
This value of the parameter indicates 

that X-ray radiation is scattered mainly by 
dislocations [8]. The physical nature and the 
role of dislocations in such systems (lead 
chalcogenide films on a silicon substrate) are 
described in detail in [10].

The contours around the (111) reciprocal 
lattice site are shaped as a tilted oval (see  
Fig. 2) with indented edges, which corresponds 
to diffuse scattering by small defects of trigonal 
symmetry [11]. The shape of the contours 
becomes more characteristic for diffuse 
scattering on small defects after anodizing. 
Pores are typically the main defects formed 
during anodizing; for this reason, it seems logi-
cal to assume that the diffraction pattern in po-
rous Pb

0.97
Sn

0.03
Se films is primarily governed 

by X-ray scattering by pores.
SEM micrographs images of porous film 

cleavage are shown in Fig. 4. The surfaces of 
the films exhibit a fairly homogeneous struc-
ture (region 1). After the electrochemical etch-
ing process, a porous layer with a thickness of 

However, because of the mismatch between 
the lattice parameters of the substrate and the 
buffer layer and the parameters of the structure 
under consideration, caused by the difference in 
the linear thermal expansion coefficients of the 
materials of the multilayer system, penetrating 
dislocations and point defects evolve in the 
epitaxial film. In addition, the substrate initially 
had a small lattice deviation from the surface, 
amounting to approximately 1 – 2 degrees. 
This led to a slight tilt of the lattice and the 
grown film.

Fig. 2. Equal intensity contours around the (111) reciprocal lattice site  
for the Pb

0.97
Sn

0.03
Se/PbSe/CaF

2
/Si(111) structure obtained by TCXRD for the initial (a)  
and the porous (b) surface

b)а)

Fig. 3. Linear anamorphosis of the angular 
dependence of the diffuse scattering peak intensity 

for the initial Pb
0.97

Sn
0.03

Se/PbSe/CaF
2
/Si(111) 

system; the dependence was obtained by  
the TCXRD method; ω is the angle of rotation  

of the sample (see Fig. 1, a)
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about 700 nm (region 2) was formed, and the 
surface of the sample gained a complex mor-
phology. Notably, a near-surface layer about 
50 nm thick (region 1 of the cleavage) had 
no pronounced pores and was, apparently, a 
layer of precipitated selenium-based products 
of electrochemical reactions. This is confirmed 
by backscattering of electrons at a voltage of  
10 kV [7]. An estimate of the geometric poros-
ity (the ratio of the pore area to the total area) 
over a series of cleavage images showed that 
the porosity was non-uniform in thickness and 
varied from 37 % in the upper part to 18 % in 

the lower part of the porous Pb
0.97

Sn
0.03

Se layer 
under consideration.

Electrochemical anodizing in Pb
0.97

Sn
0.03

Se 
crystals generated pores shaped as parallelepi-
peds with blurred boundaries [7]. The average 
pore dimensions along the surface (l

x
) and per-

pendicular to it (l
z
) can be estimated from the 

half-width of the diffuse scattering peaks ob-
tained by rotating the sample crystal at a fixed 
angular position of the crystal analyzer (ω scan) 
and (θ/2θ) scans (Fig. 5):

B/ (2 ·sin ),xl ≈ λ ∆θ θ

B/ (2 ·cos ),z zl ≈ λ ∆θ θ

where ∆θ, ∆θ
z
 are the widths of the diffuse scat-

tering peak on the TCXRD curves taken in 
the ω and (θ/2θ) scanning modes, respectively 
(the rotation step of the analyzer is twice as 
large as that of the sample in the latter of these 
modes).

The pores are not actually parallelepiped-
shaped vertical cavities; they have kinks and 
are tilted at an angle to the surface of the film 
[7], which leads to a decrease in average pore 
sizes over depth. The average angle ξ  of pore 
tilt to the normal of the sample surface can 
be estimated from the angular position of the 
diffuse peak on the X-ray patterns taken while 
rotating the sample crystal at a fixed angular 
position of the analyzer crystal (see Fig. 5):

0 0tg / ,x zq qξ =

Fig. 4. Micrographs of cleavage of porous lead 
selenide – tin selenide film; regions  

of reprecipitated selenium (1), the porous structure 
(2), and the unchanged region (3) are shown

b)a)

Fig. 5. Diffuse scattering intensities (TCXRD curves) recorded for porous lead selenide – 
tin selenide in the (θ/2θ) (a) and ω (b) scanning modes;

curves 1 and 2 were obtained for the initial and the porous surface, respectively; curves 3 and 4 were 
obtained for the values of the angle ε = 0 and –30 “, respectively

(3)

(4)

(5)
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where q
x0
 and q

z0
 are the coordinates of the 

diffuse peak on the TCXRD cross-sections.
The value of the tilt angle ξ allows to 

estimate the average values of the transverse (d) 
and longitudinal (l

l
)) pore sizes (perpendicular 

to and along the surface normal) [8]:

sin ,xd l≈ ξ

/ sin ,l zl l≈ ξ

where l
x
, l

z
 are the average pore sizes along the 

surface and over the layer depth.
With a current density of 1 mA/cm2 and 

anodizing time of 10 min, the transverse and 
longitudinal pore projections were 47 and  
82 nm, respectively. The average tilt angle of 
the pores from the normal to the surface was  
34.5 degrees. This value is close to the angle of  
35 degrees, determined for the propagation 
of pores in lead telluride films [5] and 
the corresponding pore formation in the 
crystallographic direction (110). Interestingly, 
the longitudinal sizes of the pores turned 
out to be less than the total thickness of the 
porous layer, which, apparently, indicates the 
that through pores broke down into several 
segments.

Fig. 6 shows the normalized experimental 
integral curves obtained by X-ray reflectometry 
before and after electrolytic etching. The depth 
of X-ray penetration into the sample was 
minimal and expressed by the extinction length 

determined by the polarization coefficient χ 
within the Bragg reflection. The extinction 
length for a lead selenide single crystal was 
about 380 nm.   

The value of the critical angle on the curves 
obtained by reflectometry allows to calculate 
the degree of porosity P for homogeneous 
systems, that is, the ratio of the pore volume to 
the sample volume in percent [12, 13]:

21 – ( / ) ,ca ciP = θ θ

where ciθ  and caθ  are the critical angles on the 
diffraction curves before and after anodizing, 
respectively.

The main factors affecting the change in 
the shape of the diffraction curve are the sur-
face microgeometry and the presence of inho-
mogeneities in the near-surface region of the 
sample. The critical angle cθ  was determined 
from the angular position of the point with an 
intensity equal to half the height in the region 
of diminishing intensity. A significant decrease 
in the cθ  value after anodizing treatment 
is explained by the increase in the degree of 
X-ray absorption as a result of the emergence 
of pores. The degree of porosity was 44 %.

We should note that the extinction length 
was almost half the thickness of the anodized 
region (700 nm judging by the image of the 
cleavage, see Fig. 4) and the degree of poros-
ity was calculated only for the upper region of 
the porous sample. An additional porous layer 
of selenium was located on the surface of the 
porous Pb

0.97
Sn

0.03
Se layer in the case under 

consideration.
Importantly, the critical angles used to de-

termine the porosity depend on the polariza-
tion coefficient of the substance, while a part 
of the near-surface layer about 50 nm thick  
(1/6th – 1/7th part of the surface) was made 
up of deposited reaction products. For com-
parison, the critical angle for a perfect sele-
nium single crystal (0.281°) was less than that 
for a lead selenide crystal (0.367°). Since the 
thickness of the selenium layer was 14–17 % 
of the region under consideration, it is obvious 
that the influence of this layer on the X-ray 
reflectometry curves cannot be neglected. As a 
result, the porosity values in lead-tin selenide, 
obtained by formula (8), turned out to be over-
estimated compared to the geometric porosity 

(6)

(7)

Fig. 6. Experimental (solid lines) and theoretical 
(dashed lines) curves obtained by X-ray  

reflectometry for the initial (1) and the porous (2) 
surface; χ2 = 0.32 (1) and 2.34 (2)

(8)
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value in the upper region of the porous layer. 
For this reason, the next stage of the study in-
volved the analysis of X-ray reflectometry data 
for a porous system within the framework of a 
two-layer model.

A theoretical plot is usually constructed 
from X-ray reflectometry data to determine the 
structural parameters of the surface under con-
sideration (see the dashed curves in Fig. 6), 
achieving a high degree of convergence with 
the experimental reflectometry curve [14, 15]. 
An analysis scheme with Parratt’s recursion re-
lations for calculating the R

n
 amplitude of mir-

ror reflection of X-rays from n layers of a given 
structure is used to construct the theoretical 
curve [15]:

1

1

exp(2 / )
,

1 exp(2 / )
n n n n

n
n n n n

r R D k
R

r R D k
−

−

+ π λ
=

+ π λ

2sin ,n nk = θ + χ

where θ  is the incidence angle of X-rays; nχ  
is the polarizability of the material of the nth 
layer (in the first approximation it is propor-
tional to the electron density in this material); 
D

n
 is the thickness of the layer.
The amplitudes r

n
 of reflection from the 

boundary of each individual layer are deter-
mined by the Fresnel coefficients k

n
:

2

1

1

2
exp 0,5 ,n n

n n n
n n

k k
r k

k k
+

+

 − π = − σ  + λ   

where nσ  is the roughness of the layer.

The thickness D
n
 and the roughness σ

n
 

of the layers were fitted in modeling the 
theoretical reflectometry curve. The parameters 
of the Pb

0.97
Sn

0.03
Se surface, obtained by 

minimizing the functional 2,χ  are shown in 
the table. For initial films, we have a fairly flat 
surface with distinctive triangular nanotraces, 
typically several nanometers high [5]. The 
calculated density ρ for the initial surface in 
the model turned out to be slightly less than 
that of the lead selenide single crystal. After 
electrochemical etching, the density of lead-
tin selenide decreased by 32 %, compared with 
tabular values for lead selenide (8.3 g/cm3). 
The porosity value of 32 %, found from the 
density change, is in good agreement with the 
averaged geometric porosity in the upper half 
of the porous Pb

0.97
Sn

0.03
Se layer. A thin surface 

layer, presumably consisting of selenium, was 
discovered for anodized films (tabular density 
values of various modifications of selenium 
are in the range of 4.3–4.8 g/cm3) with a 
thickness of about 45 nm, which corresponds 
to the estimates acquired by scanning electron 
microscopy. The 2σ  

value for the second layer 
is the roughness of the boundaries between the 
layers.

Conclusion

Thus, the methods of reflectometry and 
high-resolution X-ray diffraction proved to 
be effective tools for determining the porosity 
value and the pore parameters of Pb

0.97
Sn

0.03
Se 

Tab l e

Simulation results of Pb
0.97

Sn
0.03

Se layers

Surface
(convergence χ2)

D
n
, Å σ

n
, Å ρ

n
, g/cm3

n = 1 n = 2 n = 1 n = 2 n = 1 n = 2

Initial
(0.32)

– – 43 – 7.8 –

Porous
(2.34)

450 – 350 50 4.4 5.7

Nota t i on s : D
n
, σ

n
, ρ

n  
are the thickness, the roughness and the density of the 

n-th layer.

No t e s : 1. The porous surface consists of the near-surface layer and the porous 
layer itself.
2. The scattering of X-rays by the substrate and the initial non-porous layer was 
not taken into account in the simulations.

(9)

(10)

(11)
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films. We have established that a macroporous 
structure with transverse pore projections of 
47 nm and longitudinal pore projections of 82 
nm formed under electrochemical treatment in 
a Tompkins-Johnson electrolyte at a current 
density of 1 mA/cm2. We have found the 
averaged thickness of the near-surface selenium 
layer to be 45 nm, which had a significant 
effect on the porosity value determined by 
reflectometry. A qualitative agreement has been 
obtained between the results of X-ray and SEM 
studies. We have demonstrated the possibilities 
of using high-resolution X-ray methods for 

nondestructive investigation of the structure of 
porous materials.
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MORPHOLOGY OF DRIED NANOGEL FILMS OF BACTERIAL CELLuLOSE 

IMPREGNATED wITH THE SILVER NITRATE SOLuTION
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A comparative study of dried nanogel films of the Gluconacetobacter xylinus 
cellulose (GXC) in native and disintegrated forms treated with AgNO

3
 solution has 

been carried out by means of SEM and XRD. The supermolecular structure of samples 
studied was shown to be 3D network of nanostrips formed with oriented macrofibrils 
in which amorphous and crystalline regions alternate. XRD patterns of the GXC dry 
films, pre-treated with AgNO

3
 aqueous solution, demonstrate both residual AgNO

3
 

and reduced Ag0, the latter positioned in longwise direction of morphologic structure 
elements. The XRD and SEM studies of dried GXC films disintegrated in 1 % AgNO

3
 

aqueous solution showed the presence of reduced Ag0 in the form of nanoparticles 
10 – 50 nm in diameter located in the free volume of the GXC 3D network nearby 
structural elements.
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Introduction

The Gluconacetobacter xylinus cellulose 
(GXC) has been heavily studied in the past de-
cade due to its numerous practical applications. 
Pure sugars and a variety of sugar-containing 
wastes can serve as potential carbon sources in-
creasing the yield and reducing the costs of this 
product [1, 2]. However, few publications can 
be found on the morphology of GXC nanogel 
films (NGFs) [3] that show great promise, pri-
marily, for their applications in medicine (for 
example, as wound dressings saturated with 
various medications), where it is important 
to gain an understanding of the interaction of 
silver-based antiseptic with the elements of the 
supermolecular structure of GXC films [4, 5] .

The goal of this work was a comparative 
study of the morphology of native GXC and 
its disintegrated form, pretreated with a silver 
nitrate solution.

Experimental procedure

Sample preparation. Biosynthesis of GXC 
NGF was described previously in [1, 4]. After 
cells were removed by the conventional method 
of boiling in a 1 % sodium hydroxide solution 
and thorough washing with distilled water, the 
obtained GXC NGF was stored after steriliza-
tion in hermetically sealed containers at a con-
stant temperature of +5 °C until use.

To determine the molecular weight by 
viscometry, a dry GXC film was dissolved in 
cadoxen (a cadmium oxide complex in an 
aqueous solution of ethylenediamine) to ob-
tain molecularly dispersed solutions [6]. The 
molecular weight of GXC was found to be  
3.89∙105 Da.

The Gluconacetobacter xylinus cellulose film 
obtained by biosynthesis was dehydrated with a 
press, removing up to 95% of water. The film 
was then placed in a 1 % AgNO

3 
solution for 
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about 12 h. The film saturated with this solu-
tion was secured in toroidal clamps and dried 
at room temperature.

The initial native GXC film was disin-
tegrated by adding some distilled water and  
100 ml of a 1 % aqueous solution of AgNO

3
 

(the total volume of the solution was 310 ml). 
The reaction vessel was a 2-liter blender (JTC, 
Omniblend 1, model TM-767) with a blade 
rotation rate of 15,000 rpm. Disintegration 
was carried out in three stages, each lasting 5 
min, with 30-minute breaks to cool the col-
loidal suspension to room temperature. The 
gel film of disintegrated GXC was dried in the 
same clamps as the native one. The resulting 
dry samples were then studied SEM and X-ray 
diffraction.

X-ray diffraction. A DRON-3M X-ray dif-
fractometer was used to study the dried ini-
tial and disintegrated films. Cu

Kα-radiation was 
used.

Scanning electron microscopy (SEM). The 
GXC films were examined with a scanning 

electron microscope (Supra 55VP, Zeiss, Ger-
many). A 15-20 nm-thick platinum layer was 
deposited on the samples to maintain the elec-
trically conductive properties of the samples, to 
eliminate interference caused by accumulation 
of the surface charge during scanning and to 
increase contrast. This layer was deposited by 
cathode sputtering with a turbo-pumped sput-
ter coater (Quorum-150, UK). The samples 
were then glued to the microscope stage with a 
double-sided electrically conductive tape. Sur-
face morphology was studied using the second-
ary electron (SE2) mode.

Energy dispersive X-ray microanalysis 
(EDXMA). The elemental composition of the 
samples and the composition of the individual 
phases were determined using an INCA En-
ergy microanalysis system with an X-Max-80 
detector (Oxford Instruments, UK), completed 
with a Supra 55VP microscope. To identify the 
phases in the sample, spectra were recorded 
both from the sample’s entire surface and from 
its individual points.

Fig. 1. Schematics of the structure of a monocellulose macromolecule (a), fragment of a macrofibril strip 
in one of the hypothetical configurations of crystalline (CR) and amorphous (AR) regions (b) and single 

GXC nanocrystals after dissolution of disordered regions by acid hydrolysis (c).
The arrow indicates the direction of the С

1 
– С

4 
bond

 
(a)

b)

c)

а)
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Experimental results and discussion

Cellulose macromolecules whose monomer 
unit is cellobiose tend to be mutually ordered 
due to intra- and intermolecular hydrogen bonds 
[7 – 11]. The data obtained by XRD analysis, 
SEM and TEM indicate that the formation of 
the spatial morphological structure of GXC 
NGF involves the formation of microfibrils 
(consisting of about seven orientationally ordered 
cellulose macromolecules); these microfibrils 
then become ordered into macrofibrils; the 

latter form ordered strips with nanochannels 
between them.

Due to conformational disorder in the at-
tachment of cellobiose units during biosynthe-
sis, microfibrils consist of alternating crystallites 
and amorphous regions that microfibril pack-
aging requires to ensure flexibility in the spa-
tial morphological structure of cellulose. Fig. 1 
shows the known [8] scheme of the structure 
of a monomeric unit of a cellulose macromol-
ecule, a strip and single GXC crystallites.

Fig. 2. shows XRD patterns of native and 

Fig. 2. XRD patterns of GXC films:
initial native (a), more morphologically ordered disintegrated (b),  

treated with an AgNO
3
 solution during disintegration (c)

b)

c)

а)
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disintegrated GXC films. Three main X-ray 
scattering peaks can be observed in both cases, 
localized at 2θ values equal to 15.0°, 16.6° and 
22.4°, which indicates that the morphological 
structure of cellulose is preserved after the 
disintegration of the GXC film. The width 
of the peaks confirms that GXC is partially 
crystalline. The first intensity peak is narrower 
and higher (Fig. 2, b), which indicates an 
increased degree of orientational order in 
the crystalline objects after the disintegration 

of the GXC film and proves (as discussed in 
[7]) that constant stoichiometry is preserved 
in colloids in aqueous suspensions. The XRD 
pattern in Fig. 2, c shows the regions indicating 
the presence of silver (Ag0) and silver nitrate 
(AgNO

3
) nanoparticles in the native and 

disintegrated GXC films (disintegration was 
carried out in the presence of a silver solution). 
This composition is confirmed by the data of 
elemental microanalysis (see Table 1) used 
to obtain averaged comparative results of the 

Tab l e  1

Results of energy-dispersive analysis of GXC  
samples treated with a 1% AgNo

3 
solution 

GXC film 
Chemical composition, at%

Ag/N
C N O Ag

Native 72.0 0.3 26.0 1.7 5.7

Disintegrated 54.5 5.5 30.0 10.0 1.8

Fig. 3.  Micrographs of dried films of native (a, b) and disintegrated (c) GXC obtained  
by SEM magnified 50,000 (a, c) and 130,000 (b) times

b)

c)

а)
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content of chemical elements in native and 
disintegrated GXC films treated with a 1% 
AgNO

3
 solution.

Fig. 3 shows micrographs of native and 
disintegrated GXC films obtained by SEM at 
different magnifications. Characteristic fibril 
strip structures are visible in Fig. 3, a; alternat-
ing crystallite (with the size of about 10 nm) 
and amorphous regions can be observed in mi-
crofibrils at a higher magnification (Fig. 3, b). 
Such objects of disintegration of GXC films as 
individual broken strips and chaotically located 
single macrofibrils are clearly visible in micro-
graphs in Fig. 3, c.

Fig. 4 shows a photograph and a micrograph 
of a dried native GXC film pretreated with a 1 
% AgNO

3
 solution. Dendrites of reduced silver 

visualizing the elements of the morphological 
nanostrip structure of GXC can be observed on 
the surface of the film (Fig. 4, a). Both dendrites 
and silver nanoparticles (30 – 80 nm) filling 
the space between the strips are visible on the 
micrograph (Fig. 4, b).

The situation is different for dried films 
of aqueous suspensions of disintegrated GXC 
obtained by introducing a 1% AgNO

3 
solution 

into the blender during disintegration of GXC. 
Fig. 5 shows a micrograph of such films, where 
Ag0 nanoparticles 10 – 50 nm in size, located 

in the cavities of the network formed by frag-
ments of disintegrated GXC strips, can be ob-
served to develop. It should be noted that silver 
nanoparticles form near the elements of the 
morphological structure of GXC.

The obtained results indicate that both Ag0 
nanoparticles and AgNO

3
 salt are contained in 

Fig. 4. A photograph (a) and a micrograph obtained by SEM (b) of a dried native GXC film pretreated 
with a 1 % AgNO

3
 solution. Magnification by 1.5 (a) and 50,000 (b) times.

Dendrites of reduced silver in the photograph visualize the elements of the supermolecular structure of the sample

b)а)

Fig. 5. A micrograph of a GXC film of treated with 
a 1 % AgNO

3
 solution in the process  

of disintegration. The micrograph was obtained  
by SEM with a magnification by 100,000 times
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samples of dried GXC films treated with a 1 % 
AgNO

3
 solution. The films samples have vary-

ing nanoparticle contents. However, it is obvi-
ous that the supermolecular structure of GXC 
is capable of reducing silver atoms from its salt 
and lead to the appearance of either dendrites 
from silver atoms in the native GXC or to the 
formation of isolated silver nanoparticles dur-
ing the disintegration of GXC in the presence 
of AgNO

3
 solution.

This indicates that chemisorption interac-
tions exist in the cellulose, making it capable 
of reducing silver atoms near the elements of 
the morphological structure. Such a result gives 
further insight into the properties of GXC, for 
which previously only molecular interactions 
were known, namely, intra- and intermolecu-
lar hydrogen bonds, as well as van der Waals 
bonds.

Conclusions

We have used scanning electron microscopy 
and X-ray diffraction analysis to study the effect 
of mechanical disintegration on the morphology 
of a native film of Gluconacetobacter xylinus 

cellulose (GXC) and found that
the morphological structure characteristic 

for GXC is preserved in the disintegrated 
films; however, there is a certain change in 
the orientational order, and a background 
amorphous phase forms from the disintegrated 
elements;

silver (Ag0) nanoparticles and residual silver 
nitrate are present in the films of native and 
disintegrated GXC treated with a solution of 
silver nitrate;

dendrites are formed from reduced silver in 
dried and solution-treated films of the initial 
native GXC, which are visible to the naked 
eye and visualize the morphological structure 
of GXC;

silver nanoparticles with a predominant 
size of 10–50 nm, located in the cavities of 
the GXC network near the structural elements 
were found in dried GXC films disintegrated in 
the presence of a 1 % silver nitrate solution.

The chemisorption interactions capable 
of reducing atomic silver from its salt were 
discovered in the supramolecular structure of 
GXC.
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One of the promising lines of investigation at the Large Hadron Collider (LHC) 
is a search for dark matter particles. Despite a large body of evidence for dark matter 
existence, its nature remains unknown. The leading hypothesis is that dark matter 
consists of weakly interacting massive particles. Collider searches for such particles 
are most sensitive in the case of spin-dependent interactions, and for the low masses 
of dark matter particles in the case of spin-independent interactions. The strategies 
of dark matter searches at the LHC are described, and upper limits on dark matter-
nucleon cross-sections based on the experimental data collected in 2015 and 2016 by 
the ATLAS and CMS collaborations are presented in comparison with the results of 
other experiments. In conclusion, the perspectives of further searches of dark matter 
at the LHC are discussed.
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Introduction

One of the major challenges for the experi-
ments at the Large Hadron Collider located 
at the European Center for Nuclear Research 
(CERN, Switzerland) is the search for dark 
matter particles. Dutch astronomer Jacobus 
Kapteyn was the first to hypothesize in 1922 
that such a substance exists, based on the re-
sults of studying rotational velocities of galaxies 
[1]. The term “dark matter” gained wide cir-
culation after the publication of Fritz Zwicky’s 
works [2].

Some of the current astrophysical obser-
vations indicate the existence of dark matter. 
These include the study of the rotational ve-
locities of galaxies [3], gravitational lensing 
[4], the structure of the Bullet cluster [5], etc. 
The theory of primary nucleosynthesis predicts 
that the distribution of chemical elements in 
the universe is in good agreement with the ob-
served baryon matter [6]; this implies that the 
nature of dark matter is non-baryonic. Analysis 
of the distribution of irregularities in the cos-

mic microwave background also points to the 
presence of non-baryonic dark matter [7].

Massive astrophysical compact halo ob-
jects (MACHOs) are regarded as potential dark 
matter formations. Studies of gravitational mi-
crolensing [8, 9] exclude the contribution from 
these objects with masses in the range from 
0.6∙10–7 to 15 Мʘ (Мʘ is the mass of the Sun) 
as possible dark matter formations. Accord-
ing to recent estimates, dark matter comprises 
about 26.8 % of the total mass-energy of the 
Universe, while the fraction of baryonic matter 
does not exceed 5 % [10].

Even though a substantial amount of indi-
rect evidence that dark matter exists has been 
accumulated, it has not yet proved possible 
to establish its nature. Attempts to construct 
modified gravity theories were made to explain 
this phenomenon but they all faced significant 
difficulties in interpreting all the available ex-
perimental data [11]. To date, the main hy-
pothesis is that dark matter consists of weakly 
interacting massive particles (WIMPs) [12], 
which interact with matter only through gravity 
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and some kind of weak interaction.
Dark matter particles appear in some ex-

tensions of the Standard Model. For example, 
the neutralino (Lightest Supersymmetric Par-
ticle, LSP) is one of the possible dark matter 
particles in the minimal supersymmetric exten-
sion of the Standard Model [13]. Sterile neutri-
nos [14] and axions [15] are also considered as 
candidates for dark matter particles. A detailed 
review of the particles suitable for the role of 
dark matter objects can be found in [16].

At the present time, various experiments are 
under way to find dark matter particles. These 
are direct, indirect and collider experiments.

The effects of dark matter particles inter-
acting with target nuclei are studied in experi-
ments on direct search for dark matter particles 
[17 – 19]. A detailed review of direct experi-
ments can be found in [20]. Typically, such 
studies are performed in laboratories located 
deep underground (to reduce background ra-
diation), for example, at the Gran Sasso Na-
tional Laboratory (Italy).

Indirect experiments on searching for dark 
matter particles study the effects associated 
with annihilation of dark matter particles and 
antiparticles, with a particle and an antiparticle 
of the Standard model (for example, electron-
positron or proton-antiproton pairs) forming 
as a result [21, 22]. The ratio of the number 
of particles to the number of antiparticles is 
measured in these experiments as a function 
of energy. Comparing the measured spectra 
with the computation results obtained for ra-
diation from known cosmic objects allows to 
draw conclusions about the existence of dark 
matter. Another branch of indirect experiments 
is measuring the gamma radiation flux; if the 
measured value exceeds the expected one, it 
indicates the annihilation of particles with an-
tiparticles of dark matter [23].

The third type, collider experiments, are 
concerned with searching for dark matter par-
ticles produced as a result of annihilation of 
the quarks and antiquarks. The search for such 
particles is performed by detecting deviations 
of the experimental spectra from the predic-
tions of the Standard Model.

To date, some studies have obtained con-
firmations that dark matter particles might ex-
ist. For example, the DAMA experiment [24] 

studied the scattering of dark matter particles 
by target nuclei. For this purpose, the spectrum 
of recoil nuclei was measured for several years. 
It is assumed that our galaxy is in a cloud of 
dark matter. Since the Sun moves at a speed of 
220 km/s relative to the center of the galaxy, 
and the Earth, revolving around the Sun at a 
speed of 30 km/s, moves at different speeds 
relative to the center of the galaxy in differ-
ent time periods, the frequency of dark matter 
particle interactions with the target nuclei is 
different. As a result of the observations, annu-
al modulations of the signal from scattering of 
particles by nuclei were found at a level of 9.3 
standard deviations, which can be explained by 
the scattering of dark matter particles by the 
target nuclei.

Another experiment, AMS-02, involved 
measuring the energy spectra of cosmic posi-
trons and antiprotons. The data of these mea-
surements differ from the computational results 
describing the interaction of cosmic rays with 
the interstellar medium but are in good agree-
ment with the models predicting the existence 
of dark matter particles with a mass of 1 TeV.

Nevertheless, in order to draw definitive 
conclusions about the existence of dark matter 
particles, it is necessary to exclude the contribu-
tion of radiation from additional sources such 
as pulsars. The energy spectrum of positrons in 
the high-energy region above 1 TeV should be 
studied for this purpose, which in turn requires 
more data expected to be obtained by 2025.

This paper presents a review of the stud-
ies on the search for dark matter particles 
(WIMPs) carried out by the ATLAS and CMS 
collaborations at the Large Hadron Collider in 
2015–2016 with the energy of proton-proton 
interactions 13s =  TeV.

Collider experiments

The first collider searches for dark matter 
particles were performed at the Tevatron accel-
erator of the Fermi Laboratory in proton-anti-
proton interactions in the CDF [25] and DØ 
[26] experiments with the energy 1,96s =  
TeV.

The CDF experiment involved analysis of 
the data on associative production of dark mat-
ter particles and the t-quark. As a result, the 
upper limits established for the cross-section 
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tiquark), with the subsequent production of a 
dark matter particle and an antiparticle. There 
are two parameters in this description of the 
field: the mass of the dark matter particle (an-
tiparticle), and the parameter

2 2 / ( ),qM g gχΛ = ⋅
where M is the mass of the mediator (force 

carrier); gχ  and qg  are the coupling constants 
between the mediator and the dark matter par-
ticles and quarks, respectively. This parameter 
characterizes the strength of the interaction be-
tween the Standard Model and the dark matter 
particles.

This approach is valid only if the mass of the 
mediator is greater than the momentum trans-
ferred, i.e., M >> Q. Since collision energy at 
the Large Hadron Collider has been increased 
to 13 TeV, this condition is often violated, and 
effective field theory has very limited appli-
cations at present; for this reason, simplified 
models in which this condition does not have 
to be fulfilled are used.

Simplified models consider a dark matter 
particle (and an antiparticle), as well as the 
mediator of the interactions between the Stan-

for the production of dark matter particles were 
0.5 pb (picobarn) for the masses of dark matter 
particles in the range of 0 – 150 GeV/c2.

In the DØ experiment, data were analyzed 
with the goal of finding a light gauge boson, the 
so-called ‘dark photon’ D,γ  which is predicted 
by the minimal supersymmetric extension of 
the Standard Model (MSSM). Data analysis 
did not reveal the dark photon Dγ  but helped 
establish the limits for its production cross-
section.

Since the start of experiments at the Large 
Hadron Collider, the searches for dark mat-
ter particles of dark matter have been going in 
several directions. Collider experiments study 
the production of dark matter particles as a re-
sult of annihilation of quarks and antiquarks, 
but the dark matter particles themselves are not 
caught by the detector. In view of this, events 
producing these particles can only be detect-
ed for processes where additional particles are 
generated. For example, a force-carrying par-
ticle is formed in the so-called mono-X chan-
nel during annihilation of a quark and an an-
tiquark, which then breaks up into dark matter 
particles. Before the quark and the antiquark 
annihilate, one of them emits either a photon 
( ),γ  a Z or W boson, or a gluon, which can 
be registered by the detector. The Feynman 
diagram for emission of a gluon in the initial 
state, followed by the formation of a jet, is 
shown in Fig. 1, a.

Associative production of dark matter 
particles (Fig. 1, b) is accompanied with the 
production of bb  или tt  pairs of quarks with 
subsequent formation of hadronic jets. A Higgs 
boson can form in the associative production 
of dark matter particles, instead of a pair of 
quarks.

Another option is directly searching for a 
force carrier mediating the interactions be-
tween the Standard Model and the dark matter 
particles, by recording its decay to particles of 
the Standard Model (Fig. 1, c).

So-called model-independent analysis using 
effective field theory [27] or simplified models 
[28] is used to interpret the experiments at the 
LHC. It is assumed that dark matter particles 
are Dirac fermions.

Effective field theory describes the point 
interaction of two particles (a quark and an an-

Fig. 1. Feynman diagrams for production of dark 
matter particles at the Large Hadron Collider: 
mono-X channel a, associative birth b, search  

for a mediator+ particle c

b)

c)

а)
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dard Model and the dark matter particles. The 
masses of the dark matter particles mχ  and of 
the mediator mη  are given as parameters. The 
lifetime Γ (the decay width) of the mediator and 
its coupling constants with the Standard Model 
and dark matter particles ( qg  and )gχ  are also 
used as parameters. Thus, the simplified model 
involves five parameters.

Data analysis is performed in the so-called 
signal region where the contribution of signal 
events is the greatest compared to the back-
ground. This region is selected based on the 
procedure for optimizing the selection of use-
ful events. Both signal and background events 
obtained by the Monte Carlo simulations are 
used for optimization. The contribution of 
background processes, including the processes 
of the Standard Model, can be estimated by 
different methods based both on Monte Carlo 
simulations and on experimental data. Methods 
for estimating the background via the experi-
mental data are used when Monte Carlo simu-
lation cannot yield reliable estimates because 
the event generator is insufficiently accurate in 
describing the process and there are additional 
uncertainties related both to the description of 
the experimental setup and the response func-
tion of the detector. Such estimates typically 
have large systematic uncertainties. The Mad-
Graph event generator is used to simulate the 
production of dark matter particles [29]. Dif-
ferent types of mediators are considered in sim-
plified models: vector, axial-vector, scalar and 
pseudo+scalar, with different sets of coupling 
constants and in a wide range of particle mass-
es [30]. Criteria of statistical significance are 
used for the final choice of the signal region, 
i.e., the one with the maximum contribution of 
signal events. The measured spectra are com-
pared with the spectra of background processes 
in this region.

Searches in the mono-X channel

As stated above, an additional Z (W) boson, 
a photon or a jet is detected in the mono-X 
during the search for dark matter particles  
[31 – 33]. For example, a Z boson is produced 
in the mono-Z process; it can be detected by its 
decay to an electron and a positron, a muon and 
an anti-muon, or a quark-antiquark pair with 

the formation of two jets. The main background 
process in this case is the production of two Z 
bosons (ZZ), one of them decaying to detectable 
particles (electrons, muons or hadrons), and 
the second into neutrinos. It is impossible to 
separate the signal and background processes 
of the production of a Z boson pair by means 
of kinematic variables. The contribution of this 
process in the signal region was estimated by 
Monte Carlo simulation. The contribution of the 
second largest process that is the simultaneous 
production of a W and a Z boson was estimated 
by a method based on using experimental 
data. The contribution from other background 
processes is much less than those mentioned 
above and was estimated using other methods 
based on experimental data.

Fig. 2, a shows the measured spectrum of the 
missing transverse energy miss

TE  for the mono-Z 
process after the final selection of events in the 
signal region, obtained for the integral luminosity 
of 36.1 (fb)-1 in the ATLAS experiment. Events 
with 90miss

TE >  GeV were considered to reduce 
the background contribution from the production 
of Z bosons with jets. As can be seen from Fig. 2, 
the experimental spectra are in good agreement 
with the estimates of background events within 
statistical and systematic errors. The dashed line 
indicates the result of signal simulation for a dark 
matter particle with a mass mχ  = 100 GeV and 
a mediator with a mass m

med
 = 500 GeV, scaled 

with a coefficient of 0.27. Fig. 2, b shows the 
restrictions on the mass of a dark matter particle 
as a function of the mediator mass during the 
decay of the Z boson to a pair of electrons or 
muons, obtained in the ATLAS experiment by 
analyzing the data for the axial-vector model of 
the mediator and the coupling constants equal 
to g

q 
= 2.5 and gχ  

= 1.0. The range of particle 
masses falling inside the solid line was excluded 
[31]. Similar results were obtained in the CMS 
experiment [34]. The search for dark matter in 
mono-X processes with the emission of W or Z 
bosons in the initial state with decay to hadrons 
is discussed in [35].

Associative production of dark matter particles

Associative production means that one or 
two particles are additionally produced along 
with dark matter particles. For example, the 
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production of a scalar or pseudo-scalar me-
diator that decays to dark matter particles is 
accompanied by the production of bb  or tt  
quark pairs, with subsequent jet hadronization 
(see Fig. 1, b). In this case, the presence of two 
b or t quark jets is a mandatory condition for 
selecting signal events. The main background 

processes are the following:
the production of a Z boson and two jets, 

followed by the decay of the Z boson to two 
neutrinos;

processes with the production of bb  and tt  
quark pairs.

Fig. 3 shows the upper limits for the cross-

Fig. 2. Results of the search for dark matter particles of the mono-Z process (the ATLAS  
experiment, s  = 13 TeV): a are the distributions over the missing transverse energy miss

TE   
for the combined ee and µµ  channels; b are the expected and observed limits for the masses  

of the mediator and the dark matter particle.
the black dots in (a) indicate the data, histograms show the results of the estimation of various background 

processes, diagonal hatching indicates the full systematic error, the dotted line indicates the simulation 
results of the signal events for m

c
 = 100 GeV and m

med
 = 500 GeV

b)

а)



87

Nuclear physics 

section of the production of dark matter par-
ticles in the mass range from 10 GeV to 1 TeV, 
obtained in the ATLAS experiment [36], for 
the case of a scalar mediator with masses in the 
range of 10 – 1000 GeV and for a pseudoscalar 
interaction carrier with masses in the range of 
10 – 400 GeV, depending on the mass of the 
dark matter particle, with the coupling constant 
g

q 
= 1. The results were obtained by analysis of 

the 2015 – 2016 data at an integrated luminos-
ity of 36.1 (fb)-1.

Other options of associative production of 
dark matter particles are also explored. For ex-
ample, some extensions of the Standard Model 
predict the production of a heavy vector boson 
Z’, with subsequent decay to dark matter par-
ticles [37], or into two Higgs bosons: a light 
neutral h and a CP-odd pseudo-scalar neutral 

Fig. 3. The expected and observed limits (confidence interval 95 %) for the cross-sections  
of the production of dark matter particles, depending on the mediator mass, for the cases of scalar (a)  

and pseudoscalar (b) mediators.  
The computations were performed for the mass of a dark matter particle equal to 1 GeV;  

g
q 
= gχ  

= 1.0. The data of 2015 – 2016 were analyzed; the integrated luminosity was 13.3 (fb)-1 for an energy  
in the center-of-mass system s  = 13 TeV [36]

b)

а)
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A0 followed by the decay of A0 to dark matter 
particles, 0A → χχ  [38]. Dark matter particles 
can also be produced in the decay of a heavy 
CP-even neutral Higgs boson H [38].

Search for the mediator

The mediator of the interaction between the 

Standard Model and the dark matter particles 
can also decay to Standard Model particles, 
for example, quarks with the formation of 
jets in the final state. Notably, direct searches 
for the mediator are possible only in collider 
experiments. There are different models for 
the interaction mediator, for example, a heavy 

Fig. 4. Results of the studies on the direct search for a dark matter mediator  
(the ATLAS experiment for two-jet events): a are the spectra for invariant mass for the data,  
the background and the signal events; b are the obtained limits (confidence interval 95 %)  

for the constant g
q
 depending on the mass of the intermediate particle  

(the model of the Z’ mediator is described in [41])
The bottom part of Fig. 4, a shows a comparison of the experiment with Monte Carlo simulation results;  

the solid bar is the systematic error

b)

а)



89

Nuclear physics 

vector leptophobic boson Z’, which has either a 
small coupling constant with leptons [39], scalar 
or pseudo-scalar particles, or a colored scalar 
mediator [40]. Fig. 4, a shows the distribution 
over the invariant mass m

jj
 for two jets, obtained 

in the ATLAS experiment [41]. The circles in 
the figure indicate the results of simulation of 
signal events for mediators with masses of 4 
and 5 GeV. The solid curve indicates the result 
of approximating the background distribution. 

It can be seen from the figure that the data are 
in good agreement with the predictions of the 
Standard Model for the region considered.

The obtained limits for the value of the 
coupling constant between the mediator and 
the Standard model particles depending on the 
mediator mass m

Z’
 are shown in Fig. 4, b. The 

cross-section for a fixed mass increases with 
increasing g

q
, and thus the range of values on 

the left and above the curve is excluded.

Fig. 5. Limits for dark matter particle masses depending on the mediator mass,  
obtained in the ATLAS (a) and CMS (b) experiments.

The coupling constants between the mediator and dark matter particles gχ  
= 1.00 and between the mediator and quarks 

g
q
 = 0.25 were used in the computations (the same for all types of quarks and for the axial-vector mediator)

b)

а)



90

St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 11(1) 2018

The results of collider experiments  
and discussion

The limits for the masses of dark matter 
particles and the axial-vector mediator ob-
tained in the ATLAS and CMS experiments 
for the mono-X processes, the associative 
production of dark matter particles and the 

searches for the mediator particle are shown 
in Fig. 5 with the coupling constant between 
the mediator and the Standard model particles  
g

q 
= 0.25 and between the mediator and the 

dark matter particles gχ = 1.00. It follows from 
the data given that the strongest restrictions on 
the mediator mass are obtained in analysis of 

Fig. 6. Comparison of the results obtained in the ATLAS experiment with the results  
of direct measurements for spin-dependent (a) and spin-independent (b) cross-sections. 

Comparison with the experiments of the PICO (a) and CRESST, XENON1T, LUX and PandaX (b) experiments

b)

а)
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two-jet events.
Fig. 6 shows the comparison of the results 

obtained at the LHC in the ATLAS experiment 
with the results of direct search experiments. 
Both spin-dependent and spin-independent 
interactions have been compared. The figure 
shows the upper limits for the cross-sections 
of the interaction of dark matter particles as a 
function of their mass, obtained in the ATLAS 
experiment by analysis of two-jet events: [41 – 
44] and in the mono-X channel [31 – 33], in-
cluding a comparison with the results of direct 
search experiments: CRESST [45], XENON1T 
[46], PICO [47], LUX [48] and PandaX [49]. 
It follows from Fig. 6 that collider experiments 
are more sensitive than direct searches for dark 
matter particles (PICO, LUX) in case of spin-
dependent interactions. The results of direct 
search experiments with spin-dependent inter-
actions (PandaX) are more sensitive for dark 
matter particle masses above 6 GeV.

Conclusion

To date, numerous studies have been 
conducted to search for dark matter particles 
in different channels in the ATLAS and CMS 
experiments at the Large Hadron Collider. 
Model-independent analysis was used to 
interpret the results, with different hypotheses 
for the mediator (vector, axial-vector, scalar 
and pseudoscalar). A wide range of possible 
masses from 10 GeV to 1 TeV was analyzed for 
both dark matter particles and the mediator. No 
deviations from the predictions of the Standard 
Model were discovered, with upper limits 
found for the cross-sections for the production 
of dark matter particles and for the masses of 

dark matter particles, depending on the force 
carrier mass. The obtained limits for the cross-
sections were compared with the results of 
direct search experiments for spin-dependent 
and spin-independent interactions: CRESST, 
XENON1T, PICO, LUX, and PandaX. The 
upper limits established for the cross-sections 
of the production of dark matter particles in 
experiments at the Large Hadron Collider for 
the case of spin-dependent interaction turned 
out to be lower than for direct measurement 
experiments; in other words, the experiments 
at the collider were more sensitive. At the same 
time, the experiments conducted at the Large 
Hadron Collider for spin-independent cross 
sections make it possible to analyze the range 
of masses of dark matter particles less than 6 
GeV, and this option is not available in direct 
measurements.

It is expected that a data corresponding to 
an integrated luminosity of about 120 (fb)-1 will 
be accumulated during the second period of 
data collection at the Large Hadron Collider. 
That is 4 times higher than the current integral 
luminosity used for the results presented. It 
is proposed to use, among other models, an 
extension of the Standard Model including an 
additional doublet of the Higgs bosons, the 
2HDM model, to interpret the data [50]. In 
addition to the limits for the cross-sections 
depending on the mass of dark matter particles 
and the mediator, it is proposed to establish 
limits for the model parameters, for example, 
the ratio of the vacuum means of two Higgs 
fields tgβ  and the mixing angle .α

This study was supported by a Russian Foundation 
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[1] J.C. Kapteyn, First attempt at a theory of 
the arrangement and motion of the sidereal system, 
Astrophysical Journal. 55 (1922) 302–327.

[2] F. Zwicky, Die Rotverschiebung von 
extragalaktischen Nebeln, Helvetica Physica Acta. 
6 (1933) 110–127.

[3] V.C. Rubin, N. Thonnard, W.K.Jr. Ford, 
Extended rotation curves of high-luminosity spiral 
galaxies. IV – Systematic dynamical properties, SA 
through SC, The Astrophysical Journal Letters. 225 
(1978) L107–L111.

[4] A.N. Taylor, S. Dye1, T.J. Broadhurst, 
N. Benitez, E. van Kampen, Gravitational lens 

magnification and the mass of Abell 1689, The 
Astrophysical Journal. 501 (2) (1998) 539–553.

[5] M. Markevitch, A.H. Gonzalez, D. Clowe, 
et al., Direct constraints on the dark matter 
self-interaction cross-section from the merging 
galaxy cluster 1E0657-56, The Astrophysical 
Journal. 606 (2) (2003) 819–824.

[6] C. Patrignani, K. Agashe, G. Aielli, 
et al. (Particle Data Group), Big-Bang 
nucleosynthesis,  Chinese Physics C. 40 (10) (2016) 
380.

[7] L. Canetti, M. Drewes, M. Shaposhnikov, 
Matter and antimatter in the universe, New Journal 

REFERENCES



92

St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 11(1) 2018

of Physics. 14 (9) (2012) 095012.
[8] P. Tisserand, L. Le Guillou, C. Afonso, et 

al., Limits on the Macho content of the Galactic 
Halo from the EROS-2 survey of the Magellanic 
Clouds, Astronomy and Astrophysics. 469 (2) (2007) 
387–404.

[9] D.S. Graff, K. Freese, Analysis of a Hubble 
Space telescope search for Red Dwarfs: Limits 
on baryonic matter in the galactic halo, The 
Astrophysical Journal. 456 (1) (1996) L49.

[10] P.A.R. Ade, N. Aghanim, M.I.R. Alves, et 
al. (Plank Collaboration), Planck 2013 results. I. 
Overview of products and scientific results, Astronomy 
and Astrophysics. 571 (2014) A1.

[11] M. Milgrom, A modification of the 
Newtonian dynamics as a possible alternative to the 
hidden mass hypothesis, The Astrophysical Journal 
270 (1983) 365–370.

[12] M. Kamionkowski, WIMP and Axion dark 
matter. Rezhim dostupa: https://arxiv.org/pdf/hep-
ph/9710467.

[13] H. Baer, X. Tata, Weak scale supersymmetry: 
from superfields to scattering events, Cambridge 
University Press, Cambridge, 2006. 

[14] S. Dodelson, L.M. Widrow, Sterile-
neutrinos as dark matter, Physical Review Letters. 
72 (1) (1994) 17–20.

[15] R. Holman, G. Lazarides, Q. Shafi, Axions 
and the dark matter of the universe. Physical Review 
D. 27 (4) (1983) 995.

[16] J.L. Feng, Dark matter candidates from 
particle physics and methods of detection, Annual 
Review of Astronomy and Astrophysics. 48 (1) 
(2010) 495–545.

[17] R. Bernabei, P. Belli, A. Bussolotti, et 
al., The DAMA/LIBRA apparatus, 17, Nuclear 
Instruments and Methods in Physics Research. 
A. 592 (3) (2008) 297–315.

[18] E. Aprile, J. Aalbers, F. Agostini et al., 
First dark matter search results from the XENON1T 
experiment. Rezhim dostupa: https://arxiv.org/
pdf/1705.06655.

[19] J.H. Davis, C. McCabe, C. Boehm, 
Quantifying the evidence for dark matter in CoGeNT 
data, Journal of Cosmology and Astroparticle 
Physics. 2014 (08) (2014) 014.

[20] V.A. Ryabov, V.A. Tsarev, A.M. 
Tskhovrebov, The search for dark matter particles, 
Physics-Uspekhi. 51 (11) (2008) 1091–1121.

[21] M. Aguilar, M. Alberti, G. Alpat, et al. (AMS 
Collaboration), First result from the Alpha magnetic 
spectrometer on the International space station: 
precision measurement of the positron fraction 
in primary cosmic rays of 0.5–350 GeV, Physical 
Review Letters. 110 (14) (2013) 141102.

[22] M. Casolino, N. De Simone, D. Bongue,  

et al., Two years of flight of the Pamela experiment: 
results and perspectives. https://arxiv.org/
pdf/0810.4980, (2008).

[23] M. Ackermann, M. Ajello, A. Albert A., et 
al. (Fermi-LAT Collaboration), The Fermi Galactic 
center GeV excess and implications for dark matter, 
The Astrophysical Journal. 840 (1) (2017) 43.

[24] R. Bernabei, P. Belli, F. Cappella, et al. 
(DAMA-LIBRA Collaboration), Model independent 
result on possible diurnal effect in DAMA/LIBRA-
phase 1, The European Physical Journal. C. 74 (3) 
(2014) 2827.

[25] T. Aaltonen, B. Alvarez Gonzalez, S. Amerio, 
et al. (CDF Collaboration), Search for a dark matter 
candidate produced in association with a single top 
quark in pp collisions at s = 1.96 TeV,  Physical 
Review Letters, 108 (20) (2012) 201802.

[26] V.M. Abazov, B. Abbott, M. Abolins, et al. 
(D0 Collaboration), Search for dark photons from 
supersymmetric hidden valleys, Physical Review 
Letters. 103 (8) (2009) 081802.

[27] S. Liem, G. Bertone, F. Calore, et al., 
Effective field theory of dark matter: a global 
analysis, Journal of High Energy Physics. 2016 (9) 
(2016) 077.

[28] D. Alves, N. Arkani-Hamed, S. Arora, et al., 
Simplified models for LHC new physics searches, 
Journal of Physics. G. 39 (2012) 105005.

[29] J. Alwall, R. Frederix, S. Frixione, et al., 
The automated computation of tree-level and next-
to-leading order differential cross sections, and their 
matching to parton shower simulations, Journal of 
High Energy Physics. 2014 (7) (2014) 079.

[30] A. Albert, M. Backovic, A. Boveia, et 
al., Recommendations of the LHC dark matter 
working group: Comparing LHC searches for heavy 
mediators of dark matter production in visible and 
invisible decay channels, Rezhim dostupa: https://
arxiv.org/pdf/1703.05703.

[31] M. Aaboud, G. Aad, B. Abbott, et al. (ATLAS 
Collaboration),  Search for an invisibly decaying 
Higgs boson or dark matter candidates produced 
in association with a Z boson in pp collisions at  

s = 13 TeV with the ATLAS detector.  http://
cds.cern.ch/record/2273610/files/ATLAS-CONF-
2017-040.pdf.

[32] M. Aaboud, G. Aad, B. Abbott, et al. 
(ATLAS Collaboration), Search for dark matter at 

s = 13 TeV in final states containing an energetic 
photon and large missing transverse momentum 
with the ATLAS detector, The European Physical 
Journal. C. 77 (6) (2017) 393.

[33] M. Aaboud, G. Aad, B. Abbott, et al., 
Search for dark matter and other new phenomena 
in events with an  energetic jet and large missing 
transverse momentum using the ATLAS detector, 



93

Nuclear physics 

Received 02.10.2017, accepted 06.12.2017.

THE AuTHORS

BASALAEV Artyom E.
Petersburg Nuclear Physics Institute of National Research Center “Kurchatov Institute”
Orlova Roscha, Gatchina, 
188300, Leningrad Oblast, Russian Federation
artem.basalaev@cern.ch

NARYSHKIN Yuriy G.
Petersburg Nuclear Physics Institute of National Research Center “Kurchatov Institute”
Orlova Roscha, Gatchina, 188300, Leningrad Oblast, Russian Federation 
yury.naryshkin@cern.ch

 Peter the Great St. Petersburg Polytechnic University, 2018

http://cds.cern.ch/record/2273876/files/ATLAS-
CONF-2017-060.pdf.

[34] A. Sirunyan, A. Tumasyan, W. Adam et al., 
Search for dark matter, invisible Higgs boson decays, 
and large extra dimensions in the Z miss

Tll E→ +   
final state using 2016 data. Rezhim dostupa: http://
inspirehep.net/record/1599663/files/EXO-16-052-
pas.pdf.

[35] M. Aaboud, G. Aad, B. Abbott, et al. 
(ATLAS Collaboration), Search for dark matter 
produced in association with a hadronically decaying 
vector boson in pp collisions at s = 13 TeV with 
the ATLAS detector, Physics Letters B. 763 (2016) 
251–268.

[36] M. Aaboud, G. Aad, B. Abbott, et al., 
Search for dark matter production associated with 
bottom quarks with 13.3 fb–1 of pp collisions at  

s = 13 TeV with the ATLAS detector at the LHC. 
Rezhim dostupa: http://cds.cern.ch/record/2206279/
files/ATLAS-CONF-2016-086.pdf.

[37] A. Alves, A. Berlin, S. Profumo, F.S. 
Queiroz, Dark matter complementarity and the Z ' 
portal, Phys. Rev. D.  92 (8) (2015) 083004.

[38] M. Aaboud, G. Aad, B. Abbott, et al., 
Search for dark matter in association with a Higgs 
boson decaying to two photons at s = 13 TeV with 
the ATLAS detector. Rezhim dostupa:  https://arxiv.
org/pdf/1706.03948.

[39] M.R. Buckley, D. Hooper, J.L. Rosner, 
A leptophobic Z ' and dark matter from grand 
unification, Physics Letters. B. 703 (2011)  
343–347.

[40] P. Ko, A. Natale, M. Park, H. Yokoya, 
Simplified DM models with the full SM gauge 
symmetry: the case of t-channel colored scalar 
mediators, Journal of High Energy Physics. 2017 
(1) (2017) 086.

[41] M. Aaboud, G. Aad, B. Abbott, et al., 
Search for new phenomena in dijet events using 37 
fb–1 of pp collision data collected at s = 13 TeV 
with the ATLAS detector. Rezhim dostupa: https://
arxiv.org/pdf/1703.09127.

[42] G. Aad, B. Abbott, J. Abdallah, et al. 
(ATLAS Collaboration), Search for new phenomena 
in the dijet mass distribution using pp collision data 
at s = 8 TeV with the ATLAS detector, Physical 
Review. D. 91 (5) (2015) 052007.

[43] G. Aad, B. Abbott, J. Abdallah, et al. 
(ATLAS Collaboration), Search for light dijet 
resonances with the ATLAS detector using a 
Trigger-object level analysis in LHC pp collisions at  

s = 13 TeV. Rezhim dostupa: http://inspirehep.net/
record/1470774/files/ATLAS-CONF-2016-030.pdf.

[44] G. Aad, B. Abbott, J. Abdallah, et al. 
(ATLAS Collaboration), Search for new light 
resonances decaying to jet pairs and produced in 
association with a photon or a jet in proton-proton 
collisions at s = 13 TeV with the ATLAS detector. 
http://inspirehep.net/record/1480050/files/ATLAS-
CONF-2016-070.pdf.

[45] G. Angloher, A. Bento, C. Bucci, et al. 
(CRESST Collaboration), Results on light dark 
matter particles with a low-threshold CRESST-II 
detector, The European Physical Journal. C. 76 (1) 
(2016) 25.

[46] E. Aprile, J. Aalbers, F. Agostini, et al. 
(XENON Collaboration), First dark matter search 
results from the XENON1T experiment. https://
arxiv.org/pdf/1705.06655.

[47] C. Amole, M. Ardid, I.J. Arnquist, et al. 
(PICO Collaboration), Dark matter search results 
from the PICO-60C

3
F

8
 bubble chamber, Physical 

Review Letters. 118 (25) (2017) 251301.
[48] D.S. Akerib, S. Alsum, H.M. Araujo,  

et al. (LUX Collaboration), Results from a search 
for dark matter in the complete LUX exposure, 
Physical Review Letters. 118 (2) (2017) 021303.

[49] A. Tan, M. Xiao, X. Cui, et al. (PandaX-
II Collaboration), Dark matter results from first 
98.7 days of data from the PandaX-II experiment, 
Physical Review Letters. 117 (12) (2016) 121303.

[50] N. Craig, J. Galloway, S. Thomas, Searching 
for signs of the second Higgs doublet. Rezhim 
dostupa: https://arxiv.org/pdf/1305.2424.



RADIOPhySICS

115

ELECROMAGNETIC WAVE PROPAGATION IN ThE ThREE-LAYER 

FERRITE-DIELECTRIC-FERRITE STRuCTuRE
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A problem of wave propagation in a rectangular waveguide containing a three-
layer ferrite-dielectric-ferrite (FDF) structure has been considered in the paper. The 
calculation of a free-space FDF structure usually runs into difficulties. The proposed 
approach has been made it possible to obtain a rigorous solution for the waveguide 
modes for which there is no dependence of electromagnetic fields on a coordinate 
directed along a magnetizing magnetic field. It is the main mode of the FDF structure 
that governs principal properties of a phased array. The obtained relationships 
were shown to describe the modes’ behavior for a free-space FDF waveguide. The 
dependences of the mode propagation constants on the magnetizing magnetic field 
were calculated, electromagnetic field structures of the main and the higher modes 
were found. The optimal structure parameters were determined. They are optimal when 
the controllability of the FDF structure by a constant magnetic field is maximal. 
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Introduction

To date, fabricating phased antenna arrays 
with optimal technical parameters and low cost 
remains an important problem. One possible 
solution is using electrically controlled ferrite-
dielectric-ferrite (FDF) structures to construct 
integrated phased array antennas (IPAAs)  
[1 – 3]. Such antenna arrays have a simple 
design, so they can be manufactured by 
integrated technology methods, which 
considerably reduces the production costs.

An FDF structure is an open waveguide 
operating with multimode operation. Electro-
dynamic analysis of such a structure is compli-
cated because the waveguide is open (unshield-
ed) and contains magnetized ferrite which is a 
non-reciprocal medium. For these reasons, the 
analysis can be performed only approximately.

Finding a strict dispersion equation describ-
ing the properties of at least the basic type of 
waves in such a waveguide is an interesting task 
(it is the properties of the main mode of waves 
in the FDF that determine the most impor-

tant characteristics of the IPAA). This allows 
to gain a better understanding of the physical 
properties of the proposed structure and to op-
timize the antenna.

In this paper, we have considered a three-
layer FDF structure in a closed rectangular 
waveguide. It is known that the distribution of 
electromagnetic waves in such waveguides can 
be described rigorously in a number of cases  
[4, 5]. Below we are going to prove that for a 
high dielectric constant of a dielectric plate in an 
FDF structure, the electromagnetic field outside 
this structure decreases quite rapidly, so that the 
presence of the walls near the waveguide has 
virtually no effect on the main mode.

Problem statement and solution

Let us consider the problem of a rectangular 
waveguide with two ferrite plates and a dielectric 
plate located between them (Fig. 1). The 
external bias magnetic field is directed along 
the z axis (the ferrite plates are magnetized in 
the opposite direction).
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(3)

(1)

(2)
The magnetic permeability tensor of ferrite 

is written in the form

||

0
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0 0
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 

µ = − µ µ 
 µ 



where i is the imaginary unit, μ, μ
a
, μǁ are the 

components of the magnetic permeability ten-
sor [4, 7, 8].

It was established in [4] that if the fields 
do not depend on the z coordinate, only the 
electric field components E

z
 and the magnetic 

field components H
x
- and H

y
- remain nonzero 

in a rectangular waveguide. The component E
z
 

in the ferrite satisfies the equation

2
2

2
0,z

f z

d E
E

dx
+ ν =

where 2 2 2
f fk ⊥ν = ε µ − β  (k is the wavenumber 

of the empty space, fε  is the dielectric permit-
tivity of the ferrite, β is the sought-for constant 
of wave propagation in the waveguide;

2 2

.a
⊥

µ − µ
µ =

µ

The components of the magnetic field 
in ferrite can be found using the following 
relations [4]:

1
,za

x z

dE
H E

k dx⊥

 µ 
= β − µ µ 

.za
y z

dEj
H E

k dx⊥

 µ 
= β − µ µ 

Relations (1) – (3) describe the fields of 
regions II and IV (ferrite plates). Similar rela-
tions are also satisfied for region III (dielec-
tric), and for regions I and V (air).

The only difference is the change in ma-
terial parameters. For example, instead of the 
quantity 2 ,fν  the quantity

2 2 2
d dkν = ε − β

can be written for the dielectric, where dε  is 
the dielectric permittivity of region III. 

In the air-filled regions I and V, 2 2 2
0 kν = − β  

instead of 2 .fν  Similarly, the form of relations 
(2) and (3) changes in these regions.

We can write the solution of Eq. (1) for all 
five regions and apply the boundary conditions 
to them: that the component E

z
 be equal to 

zero on the side walls and that the tangential 
components of the fields (E

z
 and H

y
) be con-

tinuous at the interface between the regions.
In view of the above, we can write the fields 

for the waveguide regions I – V (see Fig. 1):

I. 0sin( ),zE A x= ν

Fig. 1. Schematic representation of the FDF structure in a rectangular waveguide:  
a is the waveguide width; a

1
, g

1
 – g

3
 are the other geometric parameters; h

f
, h

d
 are the widths  

of ferrite (II, IV) and dielectric (III) plates, respectively; regions I, V are filled with air;
the external magnetic field is directed along the z axis
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;DD dz = ν

sin( ),ED d dz h= ν  cos( ).EE d dz h= ν  1;EGz = −

cos( ),FD d d dz h= ν ν  sin( ),FE d d dz h= −ν ν

 / .FF fz ⊥= −ν µ  / .FG az ⊥= βµ µµ

sin( ).GF f fz h= ν  cos( ),GG f fz h= ν  

0 1sin( );GIz a= − ν  

1
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IF f f f f fz h h
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= − ν − ν ν µ µ 
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cos( ) cos( ) ,a

IG f f f f fz h h
⊥

βµ 
= − ν + ν ν µ µ 

 

0 0 1cos( ).IIz a= −ν ν

Investigation of the waveguide modes  
of the FdF structure

By solving dispersion equation (4), we 
can obtain the dependence of the propagation 
constant β on the off-diagonal term of the 
tensor µ  (i.e., in fact, on the bias magnetic 
field), as well as on other parameters. Then, if 
we use the data of [4 – 6, 2, 3], we can find 
the structure of the fields for each mode. A 
combination of parameters of the FDF structure 
making it possible to create a workable IPAA 
was proposed and experimentally tested in [6]. 
However, no conclusions could be drawn as 
to whether this combination of parameters 
was optimal. It is possible to carry out such 
an investigation now that we have obtained an 
analytical solution for the main mode of an 
FDF waveguide.

FDF waveguides whose parameters are giv-
en in Table 1 were considered in Ref. [6].

Fig. 2 shows the dependence of the decel-
eration /q k= β  for two modes of the FDF 
waveguide, obtained using the parameters 
from Table 1, on the magnitude of the off-
diagonal term 

aµ  of the tensor µ  (the 
remaining elements of the tensor are assumed 
to be equal to unity). The result corresponds 
to that obtained in [6].

Fig. 3 shows the dependence of the 
controllability of the FDF waveguide 

max min( ) /q k∆ = β − β

II. 1 1sin[ ( )] cos[ ( )],z f fE B x a C x a= ν − + ν −

III. 
1

1

sin[ ( )]

 cos[ ( )],

z d f

d f

E D x a h

E x a h

= ν − − +

+ ν − −

IV. 
1

1

sin[ ( )]

 cos[ ( )],

z f f d

f f d

E F x a h h

G x a h h

= ν − − − +
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V. 0sin[ ( )].zE I a x= ν −  

The boundary conditions on the side walls 
have already been taken into account here.

As a result, we obtain a homogeneous 
system of linear equations of the eighth order 
with unknown coefficients A, B, C, D, E, F, G, 
I. A non-trivial solution of this system exists 
only if its determinant is equal to zero:

det

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0
det
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=

 
Thus, we have obtained a dispersion equation 

that allows to find the propagation constants for 
the modes of the three-layer waveguide, first 
and foremost, for the main mode. The resulting 
equation is rigorous, that is, the accuracy of the 
solution is determined only by the accuracy of 
the procedure for calculating its roots.

The nonzero elements of the matrix Z  are 
given below:

0 1sin( ),AAz a= ν  1;ACz = −

0 0 1cos( ),BAz a= −ν ν  / ,BB fz ⊥= ν µ  

/ ;BC az ⊥= −βµ µµ

sin( ),CB f fz h= ν  cos( ),CC f fz h= ν  1;CEz = −

1
sin( ) cos( ) ,a

DB f f f f fz h h
⊥

βµ 
= ν − ν ν µ µ 

1
cos( ) cos( ) ,a

DC f f f f fz h h
⊥

βµ 
= ν − ν ν µ µ 

 

(4)
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weight. Therefore, it is expedient to choose the 
plate thickness by the inequality / 0.1.fh a < . 
The value given in [6] seems valid.

Let us now investigate the dependence of 
controllability q∆  on the thickness h

d
 of the 

dielectric. Fig. 4 shows the dependence of q∆  
on h

d 
/a (the other parameters are taken from 

Table 1). It can be seen from the graph that 
there is an optimal thickness value ensuring 
maximum controllability for the dielectric.

The physical meaning of the presence of a 
dielectric plate in an FDF waveguide is that 
it ‘absorbs’ the electromagnetic field so that 
the energy propagates along the waveguide 
inside the plate and in close proximity to it, 
i.e., where the ferrite is located. This is what 
provides good controllability. If the dielectric 
is too thick, the field is concentrated in it, 
and the ferrite has a small magnitude of the 
electromagnetic field, resulting in decreased 
controllability. If the dielectric is too thin, 
it cannot concentrate the field, a lot of 
energy propagates outside the ferrite, and 
controllability decreases as well.

on the thickness /fh a  of ferrite plates. The 
remaining parameters were assumed to be the 
same as before (see Table 1).

It can be seen from Fig. 3 that controllabil-
ity q∆  increases with increasing plate thickness 
but the growth rate drops sharply for thickness 
values / 0.1.fh a >  This is because ferrite 
effectively interacts with the electromagnetic 
wave only in the regions where the polarization 
of the magnetic field is close to circular, while 
the field’s magnitude must be large enough. 
These regions are located near the dielectric 
plate. When thick ferrite plates are used, 
regions with a small magnetic field are involved. 
Therefore, a large increase in controllability is 
not achieved. A large amount of ferrite in the 
FDF waveguide leads to an increase in the 
waveguide’s losses, as well as an increase in its 

Fig. 2. Dependence of the deceleration /q k= β  
of the main (1) and second (2) modes of the FDF 
waveguide on the magnitude of the off-diagonal 

term aµ  of the tensor  ;µ ;
parameters from Table 1 were used

Fig. 3. Dependence of the controllability 

max min( ) /q k∆ = β − β  of the FDF waveguide on 
the normalized thickness /fh a  of ferrite plates;

parameters from Table 1 were used

Tab l e  1

Parameters of the FdF waveguides used in [6]

ka /fh a /dh a fε dε

4.82 0.097 0.042 12 40

Nota t i on s : h
f
 , h

d
 are the widths of the ferrite and dielectric plates, respec-

tively; ,fε  dε  are their dielectric permeabilities; k is the wavenumber of the 
empty space; a is the width of the rectangular waveguide.
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Fig. 5 shows the dependences of the 
normalized component of the electric field 
E

z
 on the coordinate x/a for the main and 

the second mode. It can be seen that the 
electromagnetic wave of the main mode is 
concentrated mainly in the FDF structure and 
decreases exponentially outside it. Therefore, 
the presence of side walls should not 
significantly affect the propagation constant 
of this mode. This is confirmed by direct 
calculation (the results are given in Table 2).

It can be seen from the data in Table 2 
that deceleration remains constant to three 
decimal places with a change in the waveguide 

width a. It follows then that narrow walls of the 
waveguide can be ‘continued to infinity’, that 
is, removed completely. Wide walls can also 
be removed, since the electric field on them 
does not have a tangential component and the 
boundary conditions are not violated. We obtain 
an open waveguide where we can accurately 
calculate the propagation constant of the main 
mode. The structure of the field is known in the 
region between the wide walls. Outside these 
wide walls, the field can be reconstructed, since 
tangential components of the magnetic field on 
these walls are known.

Thus, the problem of calculating the main 
mode for an open FDF structure has actually 
been solved.

The second mode decreases much slower 
outside the FDF structure, so a larger 
waveguide width a should be taken to calculate 
it accurately.

Fig. 6 shows the graphs of the struc-
ture of magnetic fields for the demagnetized 
state ( 0)aµ =  and for the maximum values 
of magnetization ( 0.5).aµ = ±  The fields are 
normalized by maxyH  with 0.aµ =  It can be 
seen that magnetic fields in ferrite are larger 
if 0.5aµ = −  than if 0.5.aµ =  In addition, the 
polarization of the magnetic field in ferrite 
plates is close to circular for 0.5,aµ = −  while 
for 0.5,aµ =  the field in ferrite, especially in 

Fig. 4. Dependence of controllability q∆ on the 
normalized thickness h

d 
/a of the dielectric; 

parameters from Table 1 were used

Tab l e  2

Set of parameters used and the result of the calculation of deceleration of electromagnetic waves 
propagating in the FdF structure

Parameter Notation Unit Value

Width
ferrite
dielectric

h
f cm

0.224

h
d

0.096

Off-diagonal term of the tensor  
of magnetic permeability of ferrite 
[7, 8]

aµ – + 0.5

Dielectric constant
ferrite
dielectric

ε
f –

12

ε
d

40

Microwave frequency f GHz 10

Waveguide width a cm 2.3; 3.0; 4.0; 5.0

The obtained value of deceleration /q k= β  is 4.774 for all given parameter values



120

St. Petersburg State Polytechnical University Journal. Physics and Mathematics. 11(2) 2018

Fig. 5. Dependences of the normalized component of the electric field E
z
 on the normalized coordinate x 

for the main (a) and the second (b) mode.
The geometric parameters correspond to those shown in Fig. 1

а) b)

Fig. 6. Results of calculation of the magnetic field distributions (the H
x
 and H

y
 components)  

in the FDF structure for its demagnetized state (a) and for the maximum values of magnetization (b, c); 
the magnetic permeability μ

а 
= 0 (a); + 0.5 (b); –0.5 (c). 

The fields are normalized by maxyH  with 0aµ =

b) c)

а)
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the right-hand plate, differs greatly from circu-
larly polarized. Therefore, as can be seen from 
the graph in Fig. 2, the slope of the ( )aq µ  de-
pendence is steeper for negative .aµ

Conclusion

The problem of propagation of waves in a 
rectangular waveguide containing a three-layer 
ferrite-dielectric-ferrite structure has been 
solved rigorously in the study. The proposed 
approach allows to investigate the modes of 
electromagnetic oscillations with no dependence 
of the fields on the coordinate directed along 
the bias field. We have established that the 
obtained relations also describe oscillation 

modes for an open FDF waveguide. In an 
open FDF structure, it is the main oscillation 
mode that determines the key properties of the 
integrated phased array antennas, such as the 
scanning angle and the beamwidth. Applying 
the proposed approach to investigation of an 
open FDF waveguide eliminates the need 
for cumbersome numerical methods taking 
considerable computational time. This greatly 
simplifies calculating the performance of 
integral phased antenna arrays.

The results obtained can also be used to 
create ferrite phase shifters [9, 10] based on a 
closed rectangular waveguide with a three-layer 
FDF structure.
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The energy of a closed universe is represented as a difference of two positive 
definite quantities, one of which includes the energy of matter and the energy of 
gravitational waves on the expanding universe background. The second quantity 
relates to the universe expansion and is called the energy of space. The whole energy 
of the universe equals zero provided the classical gravitational constraints are taken 
into account. In quantum theory a principle of the energy density of the matter 
minimum is formulated in the condition that the quantum gravitational constraints 
are also fulfilled in average. The states of the universe which satisfy the conditional 
minimal principle have different degree of the physical degrees of freedom excitation 
and, according to the gravitational constraints, corresponding excitation of space. The 
state of minimal excitation is proposed to be taken as the Beginning of the universe, 
and all the set of solutions, correspondingly, as admitted physical states of the universe 
at different moments of a cosmic time.
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Introduction

The Wheeler – de Witt equation (WdW) 
[1, 2] is the cornerstone of modern quantum 
cosmology. The equation can be written in the 
following condensed form:

 0,H Ψ =

where H


is the Hamiltonian of the Universe 
given in an arbitrary frame of reference.

This theory uses Dirac’s covariant approach 
to quantization of dynamical systems with 
constraints [3], with the physical state of the 
system determined by the conditions that the 
quantum constraints equal zero. As a result, the 
quantum state of the Universe does not depend 
on any parameters of the frame of reference, 
including the coordinate time (the problem 
of time in the ‘frozen’ formalism of quantum 
gravity theory [4, 5]). In this case, the time 
parameter should be sought among the dynamic 
variables of the theory. For this purpose, it 
seems natural to take the variables directly 
related to the expansion of the Universe, as 

they are contained in its scale factor

1/6( ) [det ( )] ,ikx g xΩ =

where ( ), , 1,2,3ikg x i k =
 
is the field of the 

metric tensor of 3D geometry of the spatial 
section .Σ  

This choice of cosmic time is the main one 
in analyzing the solutions of the Einstein equa-
tions near the cosmological singularity (where 

( ) 0)xΩ →  [6]. Below, we are going to give 
a general justification for this natural choice 
within the framework of the Hamiltonian 
formalism. Time is closely related to energy, 
so it should be expected that the solution of 
the time problem is also connected with the 
definition of energy in a closed Universe.

Eq. (1) has the form of a stationary 
Schrödinger equation with zero eigenenergy. In 
this paper, the zero energy of the Universe will 
be interpreted to mean that the positive energy 
of matter filling the Universe (this includes the 
energy of gravitational waves) is completely 
compensated by the negative energy of the 

(1)
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gravitational field, associated with the scale 
factor, which arises in case of a closed space 
(a 100 % mass defect). First of all, the gravi-
tational field energy in a closed Universe is di-
vided into two parts with opposite signs: the 
part of the energy that includes the energy of 
gravitational waves in an expanding Universe, 
and the energy of space expansion itself. The 
proposed approach is based on the theorem of 
positive energy of the gravitational field, which 
was originally formulated for an island mass 
distribution with asymptotically flat space-time 
geometry [7, 8]. The Hamiltonian formulation 
of this result, together with the new complex 
canonical variables of general relativity (GR) 
theory, was proposed in [9]. Ref. [10] offered 
a generalization of this theorem to the case of 
a closed Universe, where the Hamiltonian had 
the form of a linear combination of GR con-
straints , 0,1,2,3Hµ µ =  (the constraints are 
the densities of weight +1, see the Ref. [11] for 
their explicit form):

3 .H d xN Hµ µΣ
= ∫

The coefficients N µ  are called the lapse 
and shift functions, and determine the geom-
etry of the (3+1)-partition of space-time into 
space and time. The Witten identity [7, 8] us-
ing auxiliary bispinor fields on the spatial sec-
tion Σ  takes the central place in this analysis.

In case of asymptotically flat space-time 
geometry, the auxiliary spinor field that is the 
solution of the Dirac equation on the spatial 
section enters directly into the expression for 
the energy of the gravitational field. It does not 
have the physical meaning of a force field but 
determines the equally important result of the 
action of the gravitational field that is the speed 
of time at each point of the spatial section [8]. 
In the case of a closed Universe, the Witten 
identity produces the sought representation of 
Hamiltonian (2) as a difference of two positive 
definite quantities:

2,H h D= −

one of which, h, coincides in form with the pos-
itive energy of the gravitational field in asymp-
totically flat space-time, and the second, D2, is 
connected with the scale factor ( )xΩ  and can 
be called the energy of the expansion of space 

or simply the energy of space. Representation 
(3) arises by using a special parametrization 
of the lapse and shift functions N µ  with 
the components of the Dirac bispinor field 
ψ  on the spatial cross section Σ  [12]. Now 
the components of the bispinor ψ  determine 
the frame of reference and the corresponding 
geometry of space-time foliation, so we will call 
it the gauge spinor. Both terms in expression 
(3) are quadratic forms on the space of bispinor 
fields, in particular,

( , ),h h= ψ ψ


where the round brackets denote the scalar 
product in the space of bispinor fields.

In the presence of matter fields, their 
energy, proportional to the energy-momentum 
tensor, also enters quadratic form (4) with a 
positive sign [7]. From now on we will refer to 
this value as the energy of matter. According to 
the constraint equations,

0,Hµ ≈

Hamiltonian (2) is equal to zero, which means 
that the difference in the energies of matter and 
space in a closed Universe is equal to zero.

Having at our disposal the quantity of en-
ergy of matter in a closed Universe, with the 
value of this energy bounded from below, we 
can set the task of finding its minimum in 
quantum cosmology. This problem was formu-
lated in [13], where it is proposed to regard the 
corresponding ground state as the Beginning of 
the Universe. In this paper, we have formulat-
ed the principle of the minimum (extremum) 
of the energy of matter and the equations that 
follow from it as a basis for the definition of 
physical states of the Universe in quantum cos-
mology, alternative to the WdW equation (1). 
In ordinary quantum mechanics, the stationary 
Schrödinger equation

h EΨ = Ψ


arises naturally in the problem of the minimum 
(extremum) of the mean energy value (see, for 
example, Ref. [14]):

h
W

Ψ Ψ
=

Ψ Ψ



on a Hilbert space of states of an isolated 
system.

(2)

(3)

(4)

(5)

(7)

(6)
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momentum tensor of matter fields. As a result, 
we obtain the conditional principle of the 
minimum (extremum) of the mean energy of 
matter in a closed Universe for the functional

3

( , )

( , )

[ ],a
a

h

gd x l H A Dµ
µ

Σ

Ψ ψ ψ Ψ
+

Ψ ψ ψ Ψ

+ Ψ Ψ + Ψ Ψ∫



where ( ), ( )al x A xµ  
are the Lagrange multipli-

ers. 
The following section contains the neces-

sary definitions and the explicit form of rep-
resentation (3) of the Hamiltonian of a closed 
Universe. An operator representation of gravi-
tational constraints is derived from the Witten 
identity; the choice of the scale factor of the 
Universe as an internal (‘multi-arrow’) time 
parameter in the expanding Universe is sub-
stantiated. Then we obtain a system of equa-
tions, including the sought-for ‘stationary’ 
Schrödinger equation, from conditional mini-
mum principle (12).

Hamiltonian of a closed universe

Let us introduce the spinor variables pres-
ent in the Witten identity and in the proof of 
the theorem on the positive energy of the grav-
itational field [7, 8]. A spinor field is a pair 
of complex numbers 2, 0,1,A C Aλ ∈ =  given 
at each point of the spatial section ,Σ  which 
has certain transformational properties under 
the transformation of spatial coordinates (the 
necessary definitions and notations of spinor 
algebra are given in [15]). When dealing with 
spinor variables, it is also convenient to use 
complex canonical variables ( , )kCD

iAB Mσ  for 
describing the gravitational field. These vari-
ables are defined by the relations

( ), ,AB iCD C D
iAB k ik iAB A Bgσ σ = σ σ = ε ε

,kCD kl CD
lM ≡ π σ

and also by the Hermitian condition for the 
spin coefficients of the metric:

' '
' '2 ,C D

iAB A B iC D iABn n+σ ≡ σ = −σ

where ( ), , 1,2,3lm x l mπ =  are the canonical 
impulses conjugate to the 3D metric tensor 
(they are the tensor density of weight +1); to-

This problem itself makes sense insofar as 
the energy operator h


 is bounded from below. 

The closed Universe is an ideal isolated system, 
and according to the statement we have made 
above, the energy of matter in it is positive 
definite. Under quantization, quadratic form 
(4) becomes an operator

( , ),h h= ψ ψ
 

acting in the space of states of the Universe 
,Ψ  where the two ‘hats’ now indicate the 

operator acting in the space of bispinors ψ  
and simultaneously in the space of states of the 
Universe.

Thus, the minimum (extremum) problem 
must be formulated for the functional

( , )
.

( , )

hΨ ψ ψ Ψ
ρ =

Ψ ψ ψ Ψ



This quantity has the dimension of the en-
ergy density because the denominator in the 
normalizing quadratic form ( , )ψ ψ  involves 
integration over the volume of the Universe. 
However, the difficulty in formulating this 
minimum principle is that physical degrees of 
freedom of matter (and of gravitational waves) 
also interact with the scale factor ( ).xΩ  The 
scale factor determines the volume of the 
Universe, but we have excluded it from the 
physical degrees of freedom. The interaction in 
question is that both terms on the right-hand 
side of expression (3) depend on all parameters 
of 3D geometry.

In order to take this dependence into ac-
count, it is sufficient to supplement the princi-
ple of the minimum of the mean energy density 
by additional conditions imposed by quantum 
constraints on the physical states of the Uni-
verse:

 0.H µΨ Ψ =
 
(10) 

Notice that Gaussian constraints of gauge 
theories that underlie the standard model of 
matter [15] are added to gravitational con-
straints (5). Let us denote these Gaussian con-
straints as

0,aG ≈
 
(11)

where a is the numbering index. 
This addition occurs automatically, since 

constraints (11) are contained in the energy-

(9)

(8)

(10)

(11)

(12)

(13)

(14)

(15)
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gether with g
ik
(x) they form the real canoni-

cal variables of the gravitational Arnowitt –  
Deser – Misner field (ADM) (see [11]). The 
overbar indicates the operation of complex 
conjugation.

The spin tensors and ',ABn  determined by 
the relations ,AB BAε = −ε  01 1ε =  and

'
'

1
,

2
AA B AB

An n = ε

are, respectively, a metric tensor and an arbi-
trary unitary spin tensor in the space of spinors 
C2. The spinor indices become superscripts 
or subscripts using ABε  and acquire a prime 
through the operation of complex conjugation 
of the spinor (two primes annihilate).

Of all the canonical Poisson brackets (PB) 
for the new variables, let us concentrate on 
only one PB relation associated with the scale 
factor Ω  of the Universe:

2 3{ln ( ), ( )} ( ),x M y x yΩ = δ −

where .kCD
kCDM M≡ σ  

The scale factor determines the 3D volume 
of the Universe:

3 3 .V d x
Σ

= Ω∫
Let us introduce complex connection into 

the space of spinor fields [17]:

( ) ,
2

kMN kMN kMN

i
A M

g
= Γ σ +

where ( )lMNΓ σ  is the ordinary torsion-free spin 
connection which obeys the Hermitian condi-
tion of the form (15).

It determines the covariant derivative

B
k A k A kA BA∇ λ ≡ ∂ λ + λ

in the space of spinor fields. We also require 
Dirac bispinors

2 2.C Cψ ∈ ⊗

Let us define a 3D Dirac operator on the 
space of bispinor fields


'

'

'
'' '

2 ,

B k C
A B k C A

k CB
AB kA C

n
D i

n

 σ ∇ λ λ 
 ψ ≡ ψ =     µσ ∇ µ   

and introduce a Hermitian scalar product

' '3
11 2 ' 2 1 2( , ) ( ),
A AA A

AAgd xn
Σ

ψ ψ ≡ λ λ + µ µ∫

Dirac operator (21) is Hermitian with 
respect to this scalar product [12].

The Witten identity links the bilinear form 
of the squared Dirac operator 

2
D  with the bi-

linear form of another positive definite opera-
tor, which (with a slight modification) is the 
required representation of the energy of matter 
in a closed Universe.

Using the notations we have adopted and 
omitting for simplicity the contribution of mat-
ter fields, we can write this identity in the form 
[12]:

 2

1 2 1 2 1 2( , ) ( , ) [ , ],D w Hψ ψ − ψ ψ = ψ ψ

where


3

1 2 '

' '
1 2 1 2

1
( , )

4

 ( ),

ik
AA

A AA A
i kk i

w gd xg n
Σ

ψ ψ ≡ ×

× ∇ λ ∇ λ + ∇ µ ∇ µ

∫  

and the bilinear form on the right-hand side is a 
linear combination of gravitational constraints.

In case of an asymptotically flat space-time 
geometry, the Witten identity makes it pos-
sible to express the energy of the island system, 
which is determined by the surface integral at 
spatial infinity through a positive definite qua-
dratic form which is obtained from expression 
(24) with 1 2 ,ψ = ψ = ψ  where the bispinor ψ  
is a solution of the Dirac equation

 0Dψ =

with the given asymptotic value of 0 .ψ  
We should note that Witten actually did 

not expect an auxiliary spinor variable obeying 
differential equation (25) to appear in general 
relativity, in addition to the already existing 
fields of matter [7]. In this case, the bispinor 

,ψ  as previously indicated, specifies the local 
properties of the globally inertial frame of 
reference in which the energy is determined.

In case of a closed Universe, there is no sur-
face integral and no usual definition of energy, 
and the physical consequences of identity (23) 
will be somewhat different. Let us now take 
an arbitrary bispinor field 0ψ ≠  on the space 
section ,Σ  and, assuming that 1 2ψ = ψ = ψ

 
in 

identity (23), write the representation of the 
Hamiltonian of a closed Universe (in a frame 
of reference governed by ψ ) as a difference of 
two positive definite quadratic forms:

(16)

(21)

(17)

(18)

(19)

(20)

(22)

(25)

(23)

(24)
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 2
[ ] ( , ) ( , ).H w Dψ = ψ ψ − ψ ψ

Here the Hamiltonian [ ]H ψ  is given as a 
gauge [11]:

' '0
'

1
( ),

4 2

A AA A
AAN n= λ λ + µ µ

' '

'

1
( ).

4

A Ak k B A A
AB AN n= − σ λ λ + µ µ  

Thus representation (3) is proved. Being 
quadratic relative to the canonical momenta 
of matter and the geometry of space-time, the 
Hamiltonian of a closed Universe also produces 
the geometry of the configuration space of GR 
(superspace). It is evident from the representa-
tion of Hamiltonian (26) that this geometry is 
pseudo-Riemannian in any frame of reference.

Let us now propose a physical interpreta-
tion of both terms on the right-hand side of 
(26). The first term is nonzero for any ψ, since 
Dirac operator (21) is an elliptic operator on 
a compact manifold Σ, so that its spectrum 
is discrete and separated from zero. Notice 
that this operator contains only the momen-
tum ,kCD

kCDM M≡ σ  which, according to 
relation (17), is canonically conjugate to the 
scale factor of 3D geometry (more precisely, 
to the value 2ln( ).Ω  For this reason, we shall 
refer to this contribution to the Hamiltonian 
as the energy of expansion of the 3D space 
of the Universe. However, the momentum M, 
which is proportional to Ω  and determines 
the kinetic energy of the expansion of space, is 
also contained in the second quadratic form of 
the Hamiltonian (26). Its contribution can be 
‘extracted’ from there in a covariant manner by 
introducing completely symmetric spin tensors 
[12]

{ )2
,

3
MNA iMN A A M iN P

i P iϕ ≡ σ ∇ λ + ε σ ∇ λ

{ )2
.

3
MNA iMN A A M iN P

i P iχ ≡ σ ∇ µ + ε σ ∇ µ

It is easy to verify that these spin tensors do 
not contain the canonical momentum M. Now 
the representation of the Hamiltonian of a 
closed Universe takes the following final form:

211
[ ] ( , ) [ ],

9
h D Hψ − ψ ψ = ψ

where



3
' ' '

' ' ' ' ' '

1
[ ] ( , )

2

 ( ) ( , ).

AA MM NN

A M N A M NAMN AMN

h h gd xn n n

T

Σ
ψ ≡ ψ ψ = ×

× ϕ ϕ + χ χ + ψ ψ

∫


Here the ‘hats’ denote the operators acting 
in the space of bispinor fields.

We have added the contribution of ordi-
nary matter proportional to the corresponding 
energy-momentum tensor [7] to this expression 
for the energy of the gravitational field and will 
treat all of this together as the energy of the 
physical degrees of freedom in a closed Uni-
verse. The first term in (32) represents the part 
of the energy of the gravitational field that in-
cludes the energy of gravitational waves in the 
expanding Universe.

We should note that this expression for the 
energy in a closed Universe coincides with that 
obtained for the island mass distribution with 
the asymptotically flat geometry of space-time, 
since in this case the bispinor ψ  obeys the 
Dirac equation (25). This can be seen from the 
operator form of (32):

 21 2
,

2 9
h D T= − ∆ + +


where 

'
'

'
' '

( )1

( )

A ik B
A i A k B

A ik B
kA i A B

n g g n

g n g g n

 ∇ ∇ λ
 ∆ψ ≡
 ∇ ∇ µ   

is the Beltrami–Laplace operator in the space 
of bispinor fields.

The first term on the right-hand side of 
equality (33) is, like this entire expression, a 
positive definite operator and represents the 
operator of the energy of the gravitational 
field in case of asymptotically flat space-time 
geometry.

Witten’s identity (23) itself, which is valid 
for any 1 2, ,ψ ψ  leads to an operator equality on 
the space of bispinor fields, namely,

211
0,

9
h D− =


if gravitational constraints (5) are satisfied.
Equality (35) can be solved explicitly with 

respect to the Dirac operator:

 9
,

11
D h= ±



(26)

(27)

(28)

(32)

(31)

(30)

(29)

(33)

(34)

(35)

(36)
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where the square root of a positive definite 
Hermitian operator (33) can also be defined as 
a Hermitian operator.

Here the operators act in the space of bis-
pinor fields. Since the Dirac operator is lin-
ear with respect to M, we can conclude that 
the system of gravitational constraints is solved 
with respect to the canonical momenta conju-
gate to the dynamic variable 2ln( ( ).xΩ

This representation of gravitational con-
straints can be used as a basis for a nonco-
variant form of quantum gravity with classical 
‘multi-arrow’ time [10] whose role is naturally 
played by the 2ln( ( )xΩ  variable (there is an 
arrow of time for each point x of the spatial 
section Σ ).

However, operator equation (36) does not 
in itself describe the evolution of the Universe 
until a specific observer is fixed. In quantum 
theory this equation only takes the form of a 
nonstationary Schrödinger equation with a 
single cosmic time parameter in the projection 
onto an arbitrary gauge spinor ( ) :xψ

 9
( , ) , .

11
D h

 
ψ ψ = ± ψ ψ  

 



This is a clear violation of covariance, since 
the gauge spinor is fixed arbitrarily. In the next 
section, we offer an alternative description of 
quantum dynamics of the Universe without 
an explicit violation of covariance. Instead of 
extracting the square root in  operator equa-
tion (35) and introducing the classical time pa-
rameter, associated with the scale factor ( )xΩ  
and ‘projected’ onto an arbitrary gauge spinor 

( ),xψ  we formulate a quantum theory based 
on the principle of minimum (extremum) 
energy of matter (12), in which the scale factor 
is quantized along with the other components 
of the 3D metric.

Quantization of energy density  
in a closed universe

Let us carry out the quantization in a stan-
dard manner, by replacing the canonical mo-
menta p by the operators of variational differ-
entiation on the space of states of the Universe 

:Ψ

( ) ,
( )

p x
i q x

δ
≡

δ


where ( ) ( ( ), ( ))iABq x x x≡ σ φ  ( ( ))xφ  is the set 
of matter fields.

Respectively, the operators in this space 
of states are the Hamiltonian of matter ,h


 

determined by substituting operators (38) 
into Hamiltonian (31) and expression (32), 

and gravitational constraints  .H µ  We should 
note that Gaussian constraints (11) with the 
corresponding Lagrange multipliers are already 
contained in the second term of operator (32). 
At this stage, there is a difficulty in determining 
these operators due to the ambiguity of the 
ordering of the non-commuting operator 
multipliers. We shall here regard this difficulty 
as technical and shall not discuss it in detail.

After the basic quantities are determined, 
the remaining operation is to write down the 
equations that follow from the conditional 
extremum principle (12). The variational pa-
rameters are the wave function of the Universe 

[ , ],Ψ σ φ  the gauge bispinor ( ),xψ  and the 
Lagrange multipliers ( ), ( ).al x A xµ

 The variation with respect to Ψ
 
gives the 

actual Schrödinger equation:

 3

( , )

( , )

[ ] ,
a

a

h

gd x l H A D
µ

µ
Σ

ψ ψ
Ψ +

ψ ψ

+ Ψ + Ψ = ρ Ψ∫





where the mean value of the double energy op-

erator h


 is calculated in the frame of refer-
ence determined by the gauge spinor ( ).xψ  It 
remains an operator in the space of states Ψ

 
of the Universe.

The modified Lagrange multipliers 
( ), ( )

a
l x A xµ  differ from the initial ones by a 
normalization factor

( , )
.

( , )

Ψ ψ ψ Ψ

ψ ψ

Variation with respect to ( )xψ  gives an 
equation for the gauge spinor:

3

3

 ( )
,

( )

h x

x

Ψ Ω Ψ
ψ = ρψ

Ψ Ω Ψ



where the mean value of h


 is calculated in the 
space of states of the Universe with the weight 

3( )xΩ  and is an operator in the space of bis-
pinor fields on .Σ

(37)

(38)

(39)

(40)

(41)
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Thus, the distribution of energy of matter, 
determined by the operator ,h


 fixes the frame 

of reference corresponding to a given state 
of the Universe. Finally, the variation with 
respect to Lagrange multipliers 0, al Aµ  gives 
constraint equations (10) plus additional gauge 
constraints

0.aGΨ Ψ =

The constraint equations are sufficient for 
determining the Lagrange multipliers in equal-
ity (35); after that the self-consistent system 
of equations (39) and (41) forms a ‘stationary’ 
Schrödinger equation in quantum cosmology.

We should note that for a fixed ,Ψ  the 
operator acting on ( )xψ  on the left-hand side 
of equality (41), is, as well as 

2
,D  elliptic on a 

compact manifold .Σ  Its spectrum is discrete. 
We can assume that the spectrum of eigenvalues 
of ρ in this problem is also discrete, since Ψ  
and ( )xψ  are found self-consistently.

Thus, the parameter ρ  that enters into 
equations (39) and (41) is numbered by some 
set of quantum numbers. In classical cosmology, 
the energy density of matter in an expanding 
Universe decreases with the passage of cosmic 
time, starting from an infinite value. In the 
quantum theory considered here, the solutions 
of the ‘stationary’ Schrödinger equation differ 
by the degree of excitation of the physical 
degrees of freedom of matter. There is a state 
of minimal excitation among them, which is 
called the basic state of the Universe in quantum 
cosmology in [13], where it was proposed as 
the Beginning of the Universe. In this state, the 
energy density of matter is maximal but finite.

Now it becomes necessary to interpret 
the entire set of solutions of the ‘stationary’ 
Schrödinger equation. The basic assumption 
that we make about the spectrum of admis-
sible values of ρ  is that they are realized in 
the quantum evolution of the Universe. This 
means that the cosmic time should be sought in 
the above-mentioned set of quantum numbers. 
In this picture of quantum evolution of the 
Universe, the time parameter is discrete. The 
continuous nature of evolution with continuous 
time should be expected, as usual, at high degrees 
of excitation of the energy of matter. Another 
element of the formalism is the additional field 
of the calibration spinor ( )xψ  which determines 

the local properties of the frame of reference 
that accompanies the distribution of matter 
at a given moment in cosmic time. The lapse 
function 0( )N x  constructed from it, according 
to gauge (27), sets the speed of the standard 
clock located in each point of space. Thus, 
together with cosmic time, a frame of refer-
ence to which this time should be assigned is 
also fixed. There is no violation of covariance, 
since the parameters of the frame of reference 
are determined self-consistently with the actual 
distribution of matter in this quantum state. 
However, consistent development of this inter-
pretation assumes knowledge of the structure of 
the quantum energy density spectrum.

Conclusion

In this paper, we have proposed to consider 
the quantum evolution of the Universe in terms 
of the energy parameter, the mean energy den-
sity of matter. The basis for the new approach 
is that the dynamic structure of the general the-
ory of relativity in the case of a closed Universe 
allows defining the quantities of the energy of 
matter (including gravitational waves) and the 
energy of space expansion. In any frame of 
reference given by the gauge spinor ,ψ  these 
quantities are sign-definite quadratic forms of 
ψ  that cancel each other out if gravitational 
constraints are satisfied.

Thus, the concept of a closed Universe as 
an object with a 100 % mass-energy defect has 
been substantiated. In this case, the quantiza-
tion of the theory can be based on the principle 
of minimum energy with respect to one part of 
the internal energy of the Universe, namely, to 
the energy of matter and gravitational waves.

As a result, a system of equations is ob-
tained which serves as an equivalent of the 
stationary Schrödinger equation in ordinary 
quantum mechanics for a closed Universe. The 
system includes Eq. (39), whose solutions are 
the states of the Universe Ψ  with a certain 
mean energy density .ρ  It is supplemented 
by Eq. (41) for the gauge spinor ,ψ  i.e., the 
frame of reference to which the physical state 
Ψ  should be assigned, and the quantization 

parameter is the value of the mean energy 
density .ρ  The quantum-constraint equations 
(10) and (42) fix the uncertain Lagrange mul-
tipliers in Schrödinger’s equation (39). In this 

(42)
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formalism there is no violation of covariance, 
since additional calibration conditions are not 
necessary for fixing the Lagrange multipliers. 
In contrast to the conventional covariant form 
of quantum theory based on the Wheeler – 
de Witt equations (1), observable parameters 
ρ  and ( )xψ  are present here, which together 
can be linked to cosmic time and the frame of 
reference in quantum cosmology. The cosmic 

time is discrete in this formalism. Continuous 
evolution of the Universe should be expected 
only in the late stages corresponding to a high 
degree of excitation of the energy of matter.
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The problem of axial impact of a rigid body on elastic rod is considered. The 
Semi-Analytical Method  (SEM) and Finite Element Method (FEM) are applied to 
handle the problem. The SEM of solving the problem implies the quasi-static Hertz 
theory and numerical integration of obtained differential equations. The number 
of necessary degrees of freedom of the FEM solution is determined and numerical 
simulation is carried out. The time of contact interaction and dependence of the 
contact force on the contact time are calculated. The longitudinal wave propagation in 
the rod is investigated. The obtained results are compared with the data from natural 
experiments. An inverse dependence between impacting mass and the accuracy of 
both methods is discussed. The results of comparison confirm the appropriateness of 
both methods for solving the problem.

Key words: axial collision; contact force; finite element method
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Introduction

Solving problems of dynamics and stability 
of thin rods under longitudinal impact requires 
knowledge of the form and amplitude of the 
force in the contact zone [1 – 3]. This paper 
is dedicated to determining the contact force 
in the axial collision of a rod and an impactor 
using three fundamentally different approaches: 
the semi-analytical method (mathematical 
modeling), the finite element method, and an 
experiment. Comparing the results obtained by 
these approaches is particularly interesting, as 
this allows to assess whether each approach is 
correct and can be used in the future.

Problem statement

An elastic rod with a length l is consid-
ered; one of the rod’s ends is fixed (displace-
ments and rotations are forbidden for all points 

of the cross-section). An impactor of mass m 
approaches the free end of the rod at the ini-
tial time with the velocity V

0
, causing a contact 

interaction in the system (Fig. 1). The grav-
ity forces of the rod and the impactor are not 
taken into account.

In the general case, the force of elastic 
contact interaction arises as a result of mutual 
vibrations of colliding bodies and can be de-
termined from the analysis of their combined 
dynamic strain.

The goals of the study are to find the time 
of contact interaction between the rod and the 
impactor, to construct the dependence of the 
arising contact force on time, and to experi-
mentally verify the calculations.

Semi-analytical method

Description of the mathematical model. 
The condition for contact between the bodies 
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is the coincidence of the coordinates of their 
contact points [4]:

0 1 2 0,v t y y− α − − =

where α  is the linear convergence of the bodies 
due to contact deformations; y

1
 and y

2
 are the 

dynamic displacements of contact points of 
both bodies, caused by the contact force P(t) 
without taking into account local deformations; 
v

0
 is the initial velocity of the impactor.

As the contact area is small, we can neglect 
its mass. Then we are able to use Hertz’s quasi-
static contact theory, according to which the 
contact force P is related to the quantity α  by 
the dependence [5]:

3/2( ) ,P kα = α

Where k is the coefficient depending on the 
parameters of the contacting bodies. 

In the case of the model under consideration, 
it has the form [6]:

2

2
,

3(1 )
k E R=

− µ

where E and µ  are Young’s modulus and 
Poisson’s ratio, respectively (assuming that the 
rod and the impactor are made of the same 
material); R is the radius of the spherical profile 
of the impactor.

The displacements y
1
 and y

2
 can be 

expressed through the contact force, using the 
reaction of each of the colliding bodies to a 
unit impulse [7]:

(1)
1

0

(2)
2

0

( ) ( ) ,

( ) ( ) ,

t

t

y P Y t d

y P Y t d

= θ − θ θ

= θ − θ θ

∫

∫

where Y (1), Y (2) are the reactions to the unit 
impulse of the rod and impactor, respectively; 
t is the current time, θ  is the integration vari-
able; the moment of contact of bodies is taken 
as the origin.

Substituting these expressions into the con-
tact condition, we obtain an integral equation 
that determines the contact force:

2/3
0

0

( ) ( ) [ ( ) / ] ,

t

P Y t d P t k v tθ − θ θ + =∫
where (1) (2)( ) ( ) ( ).Y t Y t Y t= +

Since the integral term of this equation 
depends on the values of the contact force at 
all times θ  preceding the one under consider-
ation, with a sufficiently small integration step 
over the time ,t∆  we can neglect the change in 
the force in the integral sum over the interval

.t t t− ∆ ≤ θ ≤

In view of the above, the expression for 
determining the contact force can be written in 
the following form [8]:

0

0

3/2

0

( ) [ ( ) ( )

( ) ( ) ] .

t t

t

P t k v t P Y t d

P t t Y d

−∆

∆

= − θ − θ θ −

− − ∆ θ θ

∫

∫
Thus, using a small step t∆  with the help 

of numerical integration, we calculate the 
dependence of the contact force on time step 
by step. In this case, for the system under 
consideration, the reaction of the rod to a unit 
impulse is as follows [9]:

with 
2

0
l

t
a

< <  

(1) 2 2( ) / [(2 )( / ) ];Y t l EFa at l=

Fig. 1. Schematic for the problem statement (general case):
l is the length of the elastic rod; m is the mass of the non-deformable impactor, V

0
 is the vector 

of its initial velocity
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has one to three maxima depending on the 
parameters.

An example of calculating the contact force 
with three maxima is shown in Fig. 2 (curve 1) 
and was obtained with the initial parameters of 
the system given in Table 1.

The rod and the spherical profile of the 
impactor were assumed to be made of steel 
with the characteristics also given in Table 1.

The results obtained were verified by finite 
element simulation of a system with identical 
parameters (see Table 1).

Finite-element model

Description of the model.  After studying 
the convergence of the finite element method, 
we have selected the model shown in Fig. 3. It 
includes about 300,000 knots and has about 1 
million degrees of freedom. Since this problem 
involves investigating not only the contact 
interaction of the rod with the impactor but 
also the wave processes occurring in the rod 
itself [12], we decided not to condense the 
grid in the contact area. Thus, a uniform 
grid was used in the process of finite-element 
modeling.

The statement of the problem in this model 
is as follows.

The rod is made of linearly elastic material 
(as already noted above for the general model) 

with 
2 4l l

t
a a

< <
 

(1) 2 2( ) / {(2 )[8 (4 / ) ]};Y t l EFa at l= − −

with 
4 6l l

t
a a

< <

(1) 2 2( ) / {(2 )[8 ( / 4) ]}Y t l EFa at l= + −
and so on, 

where 
E

a =
ρ

 is the speed of sound in the 

material of the rod.
Since this model does not consider the 

wave processes occurring in the impactor, its 
reaction to a unit impulse is determined by the 
following expression [10]:

3
(2)( ) ,

6

t
Y t

m
=

where m is the impactor mass.
The essence of the semi-analytic method 

consists in numerical integration of the equation 
obtained above for calculating the contact force 
[11].

Results of mathematical modeling. The 
dependence of the contact force on time 
was calculated by the semi-analytic method 
for systems with different parameters. It was 
obtained from these calculations that the 
contact force is a smooth time function which 

Fig. 2. Dependence of the contact force on time, obtained by the semi-analytic method 
(curve 1) and the finite element method (curve 2); the values of the initial parameters are 

given in Table 1
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whose parameters are given in Table 1.  
One of the rod’s ends is fixed, that is, both 
displacements and rotations are forbidden for 
all nodes. The opposite end of the rod is free 
(general model). In this problem, we assumed 
that gravity was absent, therefore, there is no 
curvature of the rod at the initial time and the 
rod is stationary. Unlike the rod, the impactor 
consists of two materials. Its front part is made 
of the same material as the rod (it is elastic), 
and the material of the rear part is perfectly 
rigid. This composition of the impactor was 
chosen for two reasons. Firstly, the materials in 
the contact area have to be identical to correctly 
compare the results with those obtained by the 
semi-analytical method [5]. Secondly, this 

construction minimizes the influence of wave 
processes in the impactor on the model used 
[3]. Wave processes cannot occur in a perfectly 
rigid body, which allows to study only the wave 
processes that evolve directly in the elastic 
rod.

Displacement of the nodes of the perfectly 
rigid part of the impactor is only allowed along 
the axis of the rod, and all other displacements 
and rotations are forbidden. All the nodes of 
the impactor have a velocity directed along the 
axis to the free end of the rod at the initial 
time.

As already noted above, one of the goals of 
the study was to determine the dependence of 
the contact force on the impact time.

Tab l e  1

Initial design and experimental parameters of the system

System element, 
material

Parameter Notation Unit
Value

Model Experiment

Rod
Length l m 0.500 0.301

Cross-section area S m2 5.0∙10–5 3.14∙10–6

Impactor

Mass M kg 0.5 0.13 – 8.46

Spherical profile 
radius

R m 0.01 1.58 – 6.36

Initial velocity V
0

m/s 1.0 0.3225

Steel

Young’s modulus E N/m2 2.1∙1011 7.342∙1010

Poisson’s coefficient μ – 0.30 0.34

Density ρ kg/m3 7800.0 2696.6

Note : the initial calculated parameters for both models given in the Table are the ones deemed to be the 
most convenient by the results of the calculation 

Fig. 3. Schematic of the finite-element model 
(an enlarged area of the contact between the rod and the impactor is additionally shown)
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Results of finite-element modeling. This 
problem was modeled by the finite-element 
method with different parameters of both the 
rod and the impactor. The most noteworthy 
results were obtained for the initial parameters 
identical to those for a semi-analytical modeling 
method (see Table 1).

The obtained dependence of the contact 
force on time is shown in Fig. 2 (curve 2).

Depending on the input parameters, the 
number of maxima of the time function of the 
contact force can vary from one to three. It can 
be seen from the obtained results that in this 
case the graph has three local maxima.

Analysis of different results obtained during 
the simulation with different initial data indi-
cates that the dependence of the contact force 
on the time under impact is a rather complex 
function that cannot be represented as simple 
functions such as, for example, the Heaviside 
function. In particular, analysis of dynamic loss 
of stability of a rod should include the possible 
forms of the function of the force applied to 
the end of the rod.

One of the advantages of the finite-element 
method over the semi-analytic method is that 
it is possible to determine the set of parameters 
at any time (for example, the values of dis-
placements, deformations, stresses, etc.). This 
option makes it possible to focus closer on the 
wave processes evolving in the rod under im-
pact, which ultimately determine the form of 

the contact force. In particular, Fig. 4 shows 
the time dependence of the longitudinal dis-
placement of the points of the cross-section 
located half the rod length away from the front 
end of the rod.

It can be seen that a superposition of waves 
propagating in the rod occurs. The method also 
makes it possible to compare the behavior of 
different points of the rod with the results of 
natural experiments.

Comparison of the results obtained  
by two methods

Since these methods are based on different 
concepts and assumptions, it is particularly 
interesting to carry out comparative analysis 
of the simulation results. Fig. 2 shows such a 
comparison for the time dependences of the 
contact forces obtained by the semi-analytical 
and finite-element methods.

Comparing the obtained graphs, we can see 
the perfect qualitative agreement of their forms. 
Quantitative comparison of the calculated results 
reveals that the values of the contact time differ 
by 11 %, and the values of the local extrema of 
the functions by 9 %. Based on the simulation 
data, we can conclude that the results obtained 
by both methods are in good agreement, and 
that the contact force and contact time were 
determined correctly.

If we compare the obtained dependences 
in more detail, we can notice small oscillations 

Fig. 4. Time dependence of the longitudinal displacement of the cross-section 
of the rod; the cross section is located half the rod length away from the front 

end of the rod (the result was obtained by finite element modeling)
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on the curve obtained by the finite-element 
method, absent from the curve obtained by the 
semi-analytic method. These oscillations can 
be attributed to the influence of edge effects 
which the semi-analytic method does not take 
into account.

Comparison of the results of the natural 
experiment with the data of the two calculation 

methods

Natural experiments served to verify the 
semi-analytical and finite-element methods.

The natural experiment conducted at the 
National Taiwan University involved a cylinder 
with a radius of 10.0 mm and a length of  
30.1 mm, made of a material whose parameters 
are given in Table 1.

One was the ends of the cylinder was fixed, 
and a steel impactor approached the second 
free end at the initial moment time at a speed 
of 0.3225 m/s (the impactor was ball-shaped). 
A piezoelectric film 28 μm in thickness and 
7 × 3 mm in size, serving as a piezoelectric 
sensor, was attached to the free end of the 
rod. The principle of measuring the time of 
contact between the cylinder and the impactor 
was based on the piezoelectric effect; the time 
was measured depending on the mass of the 
impactor (Table 2).

A comparison of the results of finite-element 
simulation and semi-analytical calculation with 
the results of natural experiments is also given 
in Table 2.

It can be seen from the results given that the 
greatest error is observed for the finite-element 
method at intermediate values of the impactor 
mass. The error is minimal for the smallest and 
the largest of the selected masses.

A decrease in the error is observed for the 
semi-analytic method with increasing mass of 
the impactor. Thus, the minimal values of the 
impactor mass yield the greatest discrepancy 
between the results of the semi-analytic 
method and the results obtained in the natural 
experiment and by finite-element modeling. 
However, this discrepancy decreases with an 
increase in the mass of the impactor.

Conclusions

In this paper, we have used two fundamentally 
different methods (finite-element and semi-
analytic) to study the dynamic process of 
an impact on a perfectly elastic rod in the 
longitudinal direction. In particular, the contact 
force and the interaction time have been 
determined. The wave processes occurring in 
the rod upon impact have also been studied.

The obtained results were in agreement, and 
it seemed logical to conduct a natural experi-
ment to verify both methods. In addition, the 
approximation of the graphs makes it possible 
to use such functions to solve related problems. 
In particular, using approximated functions in 
studies on dynamic loss of rod stability can al-
low to correctly compare simulation with ex-
perimental results, since impact interaction is 

Tab l e  2

Comparison of the experimental results with the data obtained by the two calculation methods

Value of the impactor 
parameter

Time of the contact interaction, μs Error of the method, %

Diameter, m Mass, g
Natural  

experiment
FEM SEM FEM SEM

3.16 0.13 36.42 31.20 15.32 14.33 57.93

4.75 0.44 46.83 60.75 23.63 29.72 49.54

5.56 0.71 52.26 78.09 27.90 49.42 46.61

6.34 1.04 60.05 81.61 31.71 35.90 47.19

9.51 3.51 84.96 106.21 47.94 25.01 43.57

12.73 8.46 111.10 121.71 64.82 9.54 41.66

Abb r e v i a t i on s : FEM is the finite-element method, SEM is the semi-analytical method (mathematical 
modeling).
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easier to carry out than, for example, step im-
pacts. The latter are extremely popular in vari-
ous model problems but using them in natural 
experiments is not possible yet.
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