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THE ANOMALOUS g-FACTOR VALUE OF PARAMAGNETIC
IRON CENTERS IN THE TOPAZ LATTICE WITH
STRONG TETRAGONAL DISTORTION

E.G. Apushkinskiy, B.P Popov, V.P. Saveliev,
V.C. Sobolevskiy, L.P. Krukovskaya

Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russian Federation

The theoretical and experimental results of analyzing the electron paramagnetic resonance
(EPR) spectra of iron impurity paramagnetic centers in the topaz (aluminum fluorosilicate)
lattice are presented. Characteristic defects of the system exhibiting some lines with abnormally
large values of g-factor (4.33 and 2.66) in the EPR spectra have been found. The experimental
results were discussed within the framework of a previously developed model describing a de-
fect involving an impurity iron ion replacing the AI** or Si*" ion. The “Fe* — an oxygen va-
cancy” model is a special case of the complexes with strong tetragonal distortion. The g-factors
were calculated taking into account the covalent nature of the bonds.
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AHOMAJIbHOE 3HAYEHUE g-®PAKTOPA NMAPAMATHUTHbIX
LLEHTPOB XXEJIE3A B PELUETKE TOINA3A C CUJIbHbIM
TETPATOHAJIbHbIM UCKAXEHUEM

E.l. AnywkuHckut, b.I1. lTono8, B.I1. CaBesnved,
B.K. CoboneBckuti, J1.I. KpykoBckas

CaHkT-MNeTepbyprckuii TONUTEXHUYECKUI YHUBEPCUTET MNeTpa Benukoro,
CaHkT-lNeTepbypr, Poccuiickas ®eaepauus

ITpencraBieHbl pe3yabTaTbl TEOPETUUYECKUX UM OKCMEPUMEHTAIbHBIX HWCCIEIOBAHUN
CIIEKTPOB 3JIEKTPOHHOTO MapaMarHuTHoro pe3oHaHca (DI1P) mpuMecHBIX LIEHTPOB Xejie3a B
peuretke dropocunukara amoMunusa AlSiO,(OH,F), — tonasa. OGHapyXXeHbl XapaKTepHbIE
ne(EeKThl CUCTeMBI, TIPUBOASIINE K TTOSIBICHUIO JIMHUN ¢ aHOMAJIBHO OOJIBIIMMU 3HAYEHUSIMU
g-(akTopoB (4,33 u 2,66) B cnekrpax ODIIP. PesynbraThl sKcrnepuMeHTa 0OCYXIAIOTCS B
paMKax paHee pa3paboTaHHON Moaeu ¢ AedeKTOM Mpu y4yacTUM MPUMECHOTO MOHA XeJje3a,
3aMelaolero noH AlI** wiam Si*t. Monens «Fe’*— KuciaopomHas BakaHCHsI» SIBJISIETCST YaCTHBIM
cIy4aeM MOJETN KOMILIEKCOB C CUJIBHBIM TETPAarOHAJIBHBIM HCKaXeHneM. B paboTe mpuBeneH
pacueT g-(HakTopoB C YUYETOM KOBAJIEGHTHOIO XapaKTepa XMMHYECKOM CBSI3MU.

Kmouesbie cioBa: criektp DI1P, cuMMeTpus 1IeHTpOB, ToMas, CIIUH-TaMWIbTOHUAH, g-(dakTop,
TeTparoHaJIbHOE MCKaxKeHUE
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Introduction

Topaz is an aluminum fluorosilicate with the
chemical formula ALSiO,(OH,F),. The struc-
ture of topaz consists of SiO, groups connect-
ing Al[O,(F,OH),] octahedral chains. Four of
the six anions surrounding the AI** ion belong
to oxygen (O?7), and the remaining two to the
fluoride ion (F~) or the hydroxyl group (OH").

Topaz has the following lattice parameters, A:

a = 4.6499, b = 8.7969, c = 8.3909.

The color of the crystals can be changed
by irradiating them or adding transition
metal impurities [1]. However, the coloring
mechanisms of topaz are not entirely clear.
Irradiation induces complex defects that are
unstable. Iron group transition elements pres-
ent in aluminosilicates prevents the formation
of centers generated by ionizing radiation. For
this reason, aluminum fluorosilicates appear
to be promising materials for radiation do-
simetry and radiation-resistant coatings. Since
ALSiO, compounds have good luminescent
properties, aluminosilicates with iron group
impurities are also interesting as novel materi-
als for laser devices [2]. Furthermore, study of
impurity centers in topaz is potentially valu-
able for fundamental research. Impurity ions
can take different charge states due to strong
internal electric fields [3, 4]. Considering in-
trinsic defects in aluminosilicates, we earlier
observed an unusual spectrum of electron
paramagnetic resonance (EPR) [1, 5]. We
discovered three types of iron centers: a Fe(I)
center in state S (34° electron configuration)
with g = 2.004 and two Fe(Il) and Fe(III)
centers with anomalous values of g equaling
4.33 and 2.66. EPR spectra obtained at room
temperature for the X band (the frequency v =
9.4 GHz) using a Bruker ER 220D spectrom-
eter are given in [1, 5]. The high intensity of
the spectra collected for the samples at room
temperature pointed to high concentration of
iron impurities (7 = 10" cm™3). A model of the
centers that can form with the participation of
iron was proposed.

This is primarily the center with the g-factor
equal to 2.004. Such an iron ion substitutes

aluminum, occupying an octahedral site co-
ordinated by oxygen (Fe(l) center). The iron
atom donates its three electrons to bond for-
mation, acquiring the electron configuration
3d° (Fe’*"), ground state °S. The position of
energy levels, their angular dependence and
calculation of the gfactor for this center are
given in [5]. The angular dependences of EPR
spectra for Fe(Il) and Fe(I1I1) centers suggest
their tetrahedral symmetry. The centers are
formed when silicon ions are substituted by
iron ions. The Fe(Il) center with the g-fac-
tor equal to 2.66 was an iron—oxygen vacancy
complex: Fe> — V. Interacting with an oxy-
gen vacancy, the substituting Fe’*" ion (34°)
is shifted from its equilibrium position by d
= 0.544L- tge in the <110> direction. It was
found from analysis of the angular dependence
of the EPR spectrum for Fe(II) that the angle
¢ equals 6°. As a result, the Fe(Il) center is
shifted by 0.17 E from the center of the tet-
rahedron.

The Fe(1II) center with g = 4.33 is formed
by the Fe**ion in 34¢* state, substituting silicon
at the Si** site. However, theoretical calcula-
tions of anomalous values of the g-factor were
not performed in [5].

Our study presents calculations of anom-
alous values of the g-factor for Fe(Il) and
Fe(III) centers in a strong crystal field, taking
into account bond covalence.

Theoretical calculation of EPR spectra

Following Abragam and Bleaney’s classi-
cal work [6, 7], let us consider the theory
of paramagnetic resonance of iron ions in a
cubic field. The angular dependence of EPR
spectra [1] indicates that local paramag-
netic Fe(Il) and Fe(Ill) centers are located
in a crystal field with tetrahedral symmetry.
Experimental results confirm that CF split-
ting exceeds the electron interaction energy.
Hund’s rule is violated in this case, and the
ion is in a low spin configuration. Splitting
diagrams for iron ions in a tetrahedral crystal
field, taking into account the spin-orbit cou-
pling and tetragonal distortion of the crystal
lattice, are shown in Fig. 1.
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We use the equivalent spin Hamiltonian to
describe the EPR spectrum. In contrast to the
spin Hamiltonian used in [5], we take into
account the distortion of cubic symmetry of
the crystal field due to its axial distortion [8,
9] along the tetragonal axis; the degree of dis-
tortion depends on the fine-structure parame-
ter D. In this case, the spin Hamiltonian H is
written as follows:

H =PB(HgS)+ta{S!+S!+5! -

—%S(S+1)(3S2+3S—1}+ (1)

+D{S§ ~Ls(s+ 1)}+st,

where H is the applied magnetic field; S is
the full spin of the center, S is its quantum
number; L is the orbital angular momentum,
L is the quantum number of the total orbital
momentum; B is the Bohr magneton; a, D are
the crystal field parameters determining the
fine structure of the EPR spectrum; A is the
spin-orbit coupling constant.

The energy levels of allowed transitions
were calculated in [5]. Accounting for tetrago-
nal distortion, characterized by the parameter
D, generates a change in the energies by =2.D,
+D. The parameters of the spin Hamiltonian
are given in the table.

>

The structure of the Fe(II) center (includes
the Fe’* ion) is determined by the fact that
the energy level of d electrons in the crystal
field with tetrahedral symmetry is split into a
lower doublet (e states) and an upper triplet
(1, states) with the energy difference denoted
as 10Dqg (see Fig. 1). The positions of reso-
nance transitions in the EPR spectrum of the
Fe(Il) center indicate that the CF splitting is
greater than the spin-spin interaction energy,
i.e., D >> gBH. The lower doublet in the ligand
field with tetragonal distortion splits into an or-
bital triplet with an effective angular momen-
tum /=1, § = 1/2. Spin-orbit coupling causes
the triplet to split into a series of levels with an
effective total momentum

Jy=85+1,J, 85— L

The diagram for energy level splitting in a
crystal field with tetrahedral symmetry tak-
ing into account axial distortion is shown
in Fig. 1, a. It is assumed for iron group tran-
sition elements in a strong crystal field [1] that

2M/D=1cm™.

In this case, the energy difference between
sublevels with the effective momentum J . is
described by the effective g-factor 8, whicﬁy is
determined by the expression equivaf’ent to the
Land¢ g-factor [6]:

Table
Parameters of spin Hamiltonian of paramagnetic
iron centers in crystal lattice of topaz
Center g-factor | a,102cm™ | D, 102 cm™!
Fe(Il) {3&° -V} 2.66 6.2 3.2
Fe(III) {3d*} 4.33 7.0 3.5
a) b)
st s 2
3d I=1, 5=1/2 3d s
J=3/2 e
e L. J=3/2
J=1/2
. . ; —J=12
tetrahedral tetragonal spin-orbit tetrahedral  spin-orbit
field distortion splitting field splitting

Fig. 1. Energy levels of Fe3* ions in 34° configuration (a) and Fe** ions in 3d* configuration (b)
in strong crystal fields with tetrahedral symmetry in the presence
of tetragonal lattice distortion (a) and spin-orbit interaction (a, b)



_1 [([+1)xs(s+1)
Ly =758t &)+ 2J(T+D)(gs-g) @

Substituting the values g, = 1 and g = 2 into
the formula

4 2
geff _gg] +§gs7

we obtain the value g e 2.67, which is in good
agreement with the experiment.

The diagram for energy level splitting in a
crystal field with tetrahedral symmetry taking
into account spin-orbit interaction is shown in
Fig. 1, a.

The structure of the F(III) center (Fe*
ion) is determined by the fact that it is ener-
getically favorable for electrons to occupy the
lower e level for the 394 ion in a strong crystal
field, as long as this is allowed by the Pauli
principle. Consequently, the Fe*" ion is non-
magnetic and its EPR spectrum should not be
observed. However, strong spin-orbit coupling
can remove spin degeneracy [9, 10]. Three
pseudo-J-multiplets form, which are charac-
terized by the effective momenta

J,=1/2,3/2,5/2.

The doublet with J, e 1/2 is the ground state
because the parameter oA (spin-orbit coupling
constant accounting for chemical bond cova-
lence) is positive. The energy splitting diagram
of the Fe*" ion in the 34" configuration is shown
in Fig. 1, b. Accounting for spin-orbit interac-
tion changes the gaps between energy levels by

AE(% N %) = %ax,

Condensed Matter Physics >

AE(% —)%) :%ak.

Using the effective total angular momentum
allows to calculate the g-factor by expression
(2), replacing the orbital value of g = 1 with
g = a = —3/2[3, 6]. We have for the ground
state with JeﬁZ 1/2:

38728 3

Conclusion

Studying iron impurity centers of iron in
topaz by EPR spectroscopy, we found that
strong crystal fields make it possible to ob-
serve and identify transition ions in different
charge states even at room temperature. Iron
ions can substitute both A" and Si** ions.
The paramagnetic Fe(I) center substitutes
aluminum and is located in an oxygen-co-
ordinated octahedral site; the paramagnetic
Fe(Il) and Fe(lll) centers substitute Si,,
ions in SiO* tetrahedra. The Fe(Il) center
with oxygen vacancies (V,) is formed by sub-
stituting Fe3* — Si**, and the Fe(IIl) cen-
ter is formed by substituting Fe** — Si*". A
fragment of the aluminosilicate lattice with
tetrahedral oxygen coordination of the iron
center and one oxygen vacancy was consid-
ered in [5]. Applying procedure for calcu-
lating EPR spectra based on representation
of the model spin Hamiltonian and effective
angular momenta greatly simplified the cal-
culations, yielding good agreement between
the experimental data and the theoretical
description.
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Results of direct numerical simulation of the turbulent convection in a bottom-heated cy-
lindrical container have been presented. The height-to-diameter ratio was equal to 1.0. The
calculations were performed for two media: mercury (Pr = 0.025) and water (Pr = 6.4) at Ra =
10¢ and 10® respectively. To suppress possible azimuthal movements of the global vortex (large-
scale circulation) developing in the container, its axis was tilted a small angle with respect to
the gravity vector. Structure of the time-averaged flow pattern symmetrical with respect to the
central vertical plane was analyzed. Peculiarities of vortex structures developing in the corner
zones were revealed. Representative profiles of the Reynolds stresses and components of the
turbulent heat flux vector were obtained for the central vertical plane.
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NnPAMOE YNC/IEHHOE MOAEJIUPOBAHMUE
TYPBYJIEHTHOW KOHBEKLLUMU PIJIEA - BEHAPA B CJIETKA
HAK/IOHEHHOM UWHW/TIUHAPUYECKOM KOHTEUHEPE

C.U. CmupHoB, E.M. CmupHOB

CaHkT-MNeTepbyprckuii NONUTEXHUYECKUI YHUBEpCUTET MNeTpa Benukoro,
CankT-lMNeTepbypr, Poccuiickas ®eaepauus

IMpencraBieHbl pe3yiabTaTbl TPSIMOrO YMCICHHOTO MOIEIMPOBAHUS  TYypOyJEeHTHOM
KOHBEKIIMM B TIOJOTPEeBAEMOM CHU3Y IMJIWHIPUYECKOM KOHTEHEpe C BBICOTON, pPaBHOMU
nurametpy. Pacuersl mpoBeneHbI s ABYx cpea: Bonbl (Pr = 6,4) u prytu (Pr = 0,025), nipu
yuciaax Panes 10% u 10° coorBeTcTBeHHO. OCh KOHTEiiHEpa HakKJIOHEHA HAa HEOOJIbIION yro
MO OTHOUICHWIO K BEKTOPY TPaBUTALIMOHHOTO YCKOPEHUS C 1IeJbI0 TOJABICHUS] BO3MOXHBIX
a3UMYTaJIbHBIX TEpeMEIIEHUI TJI00aJbHOTO BUXPsI, pa3BUBAIOIIETOCSI B  KOHTEWHepe.
AHanmM3MpyeTcsl CTPYKTypa OCPEIHEHHOIO0 KOHBEKTMBHOTO JBWXEHMSI, CUMMETPUYHOTO
OTHOCHTEJIBHO IIEHTPAJIbHOTO BEPTUKAIBHOTO CeYeHMSs. BBIIBICHBI OCOOEHHOCTH BUXPEBOTO
TEUEHUSI B YIJOBBIX OOJIACTSIX, TIPUCYIIME JBYM PACCMOTPEHHBIM ciydasm. [lomxydeHbr
MpeACTaBUTEbHbIE TPOGMUIN BCEX HEHYJIEBBIX COCTaBJSIONIMX TEH30pa PEWHOJbIACOBBIX
HaMpsIKeHUI 1 BEKTOpa TypOYJIEHTHOTO TeTUIOBOTO MOTOKA B LIEHTPAJbHOM CEUECHUMU.

KimoueBbie cioBa: konBekinsi Pajes — beHapa, HakJIOHEHHBIN KOHTeiHep, TypOyJeHTHOCTb,
MpSIMOE YUCJICHHOE MOJETMPOBAHUE, KPYITHOMACIITAOHAST LIUPKYJISIIIUS
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Introduction

There is much interest in study of natural
convection, as it is a phenomenon widely found
in nature and technologies. Rayleigh—Bénard
convection of fluid in a vertically oriented cir-
cular cylindrical container is one of the most
attractive model problems in this field.

Diverse experimental and numerical studies
found that large-scale circulation (LSC) is a
characteristic feature of natural convective flow
in a cylindrical container heated from below
(see, for example, review [1]). If the height of
the container is equal to its diameter or close
to it, the LSC is a large-scale vortex covering
the entire region of convective flow [1—5]. If
the container axis is strictly vertical and ax-
isymmetric boundary conditions are imposed,
the problem does not have a preferential azi-
muthal position, and it is reasonable to assume
that the global vortex can occasionally move in
the azimuthal direction. Experimental studies
on Rayleigh—Bénard convection in a circular
cylindrical container confirm this, observing
slow (ultra-low frequency) changes in LSC
orientation, with irregular behavior (see, for
example, [3—9]). Liquid metals [3, 4, 9] and
water [5—8] are mainly used for experimental
studies. Evidently, the azimuthal behavior of
LSC is governed in each case by very small,
difficult-to-control deviations from axial sym-
metry, typical for laboratory models. This fea-
ture of LSC was also observed in multiple nu-
merical experiments on transitional and turbu-
lent regimes of Rayleigh—Bénard convection in
cylindrical containers at Prandtl numbers (Pr)
characteristic for liquid metals [10—13], water
[11] and air [14—16].

Random changes in azimuthal orientation of
LSC are not the only feature of a global vortex
structure of this type. It was found that LSC
exhibits two more types of oscillations, sloshing
and forsional. In addition, LSC can disappear
for relatively short periods of time and reappear
with a pronounced reorientation (this is known
as cessation). These features of LSC were stud-
ied experimentally in [16—20]. Sloshing and tor-
sional oscillations are also reproduced in numer-
ical solutions (see, for example, the recent study
[21] and references therein).

Azimuthal instability of LSC makes it dif-
ficult to obtain the statistical characteristics
of turbulent convection in cylindrical con-
tainers heated from below, including averaged
three-dimensional fields of physical quantities
describing relatively small-scale background
turbulence. LSC can be locked in a certain
azimuthal position by introducing a stabilizing
external factor that does not considerably alter
the intensity and structure of the flow. For ex-
ample, slightly tilting the container may act as
such a factor. This approach has been repeat-
edly used in experimental studies conducted
at different Rayleigh numbers (Ra) for media
with Pr = 0.025 [3, 4], 0.7—0.8 [17, 18] and Pr
= 4—6 [17, 19, 20, 22—24]. The effects from
slight tilt of a container filled with a medium
with Pr = 0.025, from non-uniform heating
of the horizontal wall and the structure of the
computational grid in the central plane were
numerically studied in [25].

One of the most popular numerical ap-
proaches used for describing turbulent natural
convection in relatively simple geometrical re-
gions is Direct Numerical Simulation (DNS),
resolving all components of turbulent motion
(see, for example, [26—34 | carried out for me-
dia with different Prandtl numbers: Pr = 0.005
[30], 0.02 [26, 30], 0.1—1.0 [26, 27, 29, 32—34]
and 6.4 |28, 31]). A notable recent work [32]
presented DNS for turbulent Rayleigh—Bénard
convection at Pr = 1, Ra = 108 in regions with
different geometric configurations (including
cylindrical), focusing on comparing the pre-
dictions of integral heat transfer provided by
different software packages.

Our study is dedicated to direct numerical
simulation of turbulent convection in a slightly
tilted cylindrical container, whose height is
equal to its diameter, heated from below.
Results were obtained for the Rayleigh number
Ra = 10° at the Prandtl number Pr = 0.025 and
Ra = 10% at Pr = 6.4.

Problem statement

We considered turbulent convection of a
fluid with constant physical properties in the
Boussinesq approximation for a circular cylin-
drical container heated from below with a 1:1

11



4St. Petersburg State Polytechnical University Journal. Physics and Mathematics 13 (1) 2020

height-to-diameter ratio of the cylinder (I' =
D/H = 1). The container was tilted by a small
angle, ¢ = 2°, with respect to the gravity vector
(Fig. 1, a).

Unsteady fluid motion is described by the
following system of equations (1)—(3), includ-
ing the continuity equation, the Navier—Stokes
equations and the convection-diffusion equa-
tion.

V-V=0, (1)
6—V+(V-V)V=
ot
1 5 (2)
=——Vp+B(T,-T)g+VV-V,
p
oT 2
E+(V-V)T:xv T. (3)

Here V. = (V, Vy, V) is the velocity vector
in the x'y'z coordinate system; ¢ is the time;
p, T, and p are the pressure, temperature, and
density of the fluid; B, v, and y are the coeffi-
cients of its thermal expansion, kinematic vis-
cosity, and thermal diffusivity; g is the gravity
vector pointing in the opposite direction from
the axis y' and making an angle of 2° with it;
T, is the fluid temperature under hydrostatic
equilibrium.

The solution to system (1)—(3) is obtained
in the x'y'z coordinate system, whose axis )’
coincides with the axis of the container (see
Fig. 1, a).

No-flow and no-slip conditions are imposed
on all boundaries. Constant temperatures are
given for the horizontal walls; it is assumed that
the temperature of the top wall (7)) is lower

>

than the bottom (7). The side wall is assumed
to be adiabatic.

The dimensionless governing parameters of
the problem are the Prandtl number Pr = v/y
and the Rayleigh number, related as

Ra = Pr(V,H/v)?,

where V), is the characteristic (large-scale) flow
velocity (buoyant velocity),

V= @ATH)

(AT is the characteristic temperature difference
between the hot (7)) and the cold (7)) wall),

AT=T, - T.

Let us also introduce the Grashof number
Gr = Ra/Pr, whose square root acts as the
equivalent of the Reynolds number in natural
convection problems.

The computations below were performed for
Pr = 0.025, Ra = 10°and Pr = 6.4, Ra = 108
The Grashof numbers for these two cases are of
the same order and equal 4.0-107 and 1.6-107,
respectively.

Computational aspects

The computations were carried out using
one of the latest versions of the in-house fi-
nite-volume code SINF/Flag-S developed at
Peter the Great Polytechnic University (the
computational algorithms implemented in the
code run on unstructured grids). We used a
variation of the fractional step method de-
scribed in [35]. The Crank—Nicolson scheme
with second-order accuracy was used for ad-
vancing in time. A central difference scheme
was used to approximate the convection and
diffusion terms in the continuity equations. The
computational grid consisted of approximately

Fig. 1. Geometry of computational domain for tilted container (a),
grid structure in central horizontal (b) and vertical (c) planes
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1.5-107 hexagonal elements; the grid structure
in horizontal and vertical planes is shown in
Fig. 1, b, c. The grid is refined near the walls,
while the size of the first near-wall cell was
about 10™* H. A characteristic feature of the
computational grid was a central unstructured
(asymmetric) region with a diameter of about
0.8D (see Fig. 1, b).

The finite-volume  computations  of
Rayleigh—Bénard convection on this grid can
be interpreted as direct numerical simulation
of turbulence if the local cell size is sufficiently
small compared to the size of the smallest vor-
tices in the given region. It is well known the

Kolmogorov scale is the smallest scale of tur-
bulent flow if the temperature layers are thicker
than the velocity layers (Pr < 1):

SK: (V3/8)0'25,
where ¢ is the dissipation rate of turbulent ki-
netic energy,
ov.! ov!
eE= V—l . _l
Ox . Ox.
J J

(V! is the fluctuation of the ith velocity compo-
nent, x; are the Cartesian coordinates).

Fig. 2. Distributions of instantaneous (a) and averaged (b, c) vertical velocity components for mercury
convection in cylindrical container (CC) heated from below at Pr = 0.025: isosurface components a,
|Vy| = (.14; distribution b in central plane perpendicular to CC axis, y'= 0.5; distribution ¢ along
a line lying in (x'0y’) plane of CC at a height of y’= 0.5.

Blue structures correspond to downward flow, red to upward flow.

a) b)
B

il iy

T

Fig. 3. Averaged temperature field in central vertical plane of container (coinciding with LSC midplane)
with superimposed vectors of averaged velocity at Pr = 0.025:
entire convection region of mercury b, regions a, ¢ with corner vortices
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If Pr > 1, the smallest scale is the Batchelor
scale:

5,= 8,/Pr's,

Accordingly, the quality of the computa-
tions can be assessed by comparing the charac-
teristic sizes of the grid elements with different
smallest turbulence scales.

The computations started from the zero ve-
locity field and the uniform temperature field,
assumed to be equal to (7, + T))/2. The time
step did not exceed one thousandth of the
characteristic time #,=H/V,, guaranteeing that
the local values of the Courant number were
less than unity. The computed fields were aver-
aged over time starting after a transient process
that lasted about 2007,. The samples for averag-
ing were 3000z, for convection of mercury and
40007, for water.

Computational results and discussion

The quantities V and T in the discussion
below refer to the velocity and the temperature
difference T'— T, related to the corresponding
scale (V, and AT), and (X', y', 7) refer to the co-
ordinates related to the height of the container.

The quality of grid resolution was assessed
after the computations, using the statistics ac-
cumulated for the TKE dissipation field. We
actually analyzed the fields of the smallest
turbulence scales 5, and 5,, computed by the
above relations and taken relative to the cubic

>

root of the computational cell volume (}'73).
It was found that the ratios 3,/V"*and 5,/ V"
took values exceeding unity in almost the en-
tire region of the flow. The exceptions were a
small area near the side wall, in the layer with
the average height, and also the region with the
corner vortices, where the smallest values of
the ratios 3,/V"*and &,/ V" were 0.6—0.7.

Results for mercury. Fig. 2, a shows an in-
stantaneous distribution for convection of mer-
cury in the cylindrical container heated from
below, with pronounced large-scale circulation.
Fig. 2, b, ¢ shows the distribution of the aver-
aged vertical velocity component in the central
plane perpendicular to the container axis; the
vertical velocity component here and below re-
fers to the velocity component along the axis of
a slightly tilted container. Evidently, this dis-
tribution has double symmetry, as expected for
the case of LSC ‘locked’ in a certain azimuthal
position.

It is of particular interest to explore the
characteristic features of convective flow in the
central vertical plane of the container, which
coincides with the midplane of the LSC (see
Fig. 2); this plane is also the x'Oy’ plane of the
container axis tilt.

ig. 3 shows the vortex structure of the flow
and the temperature field in this plane. Notably,
aside from LSC, the flow contains several
smaller vortices located in the corners of the
container. The region occupied by additional

I
U(ld

X0y

0.6 d

X0y’

02 0.4

Fig. 4. Distributions of normalized components of Reynolds stress tensor and turbulent heat flux vector
along AC (black curve) and BD (red curve) diagonals of container’s central plane
in case of mercury convection (see Fig. 3), coordinate dx,oy, = 0 at points A and B, respectively
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vortices is considerably larger in the corners A
and C (see Fig. 3, @) than in the corners B and
D (see Fig. 3, ¢); the intensity of the vortices
also differs: it is much higher in the corners
A and C. Gradient layers near the isothermal
walls are clearly visible in the temperature field.

We also obtained three-dimensional fields
of all components of the Reynolds stress ten-
sor and the turbulent heat flux vector. These
data are interesting, in particular, for assessing
the capabilities of different second-order turbu-
lence models (Reynolds stress models) used for
computations of convective flows based on the
Reynolds-averaged Navier—Stokes equations.
Data for the central vertical plane of the con-
tainer are given in this paper. Two of the six
components of the Reynolds stress tensor, as

b)

well as one of the three components of the tur-
bulent heat flux are equal to zero in this plane
due to statistical symmetry of convection.

The distributions of the components of the
Reynolds stress tensor and the turbulent heat
flux vector are given in Fig. 4 along the diag-
onals of the central vertical plane (the corre-
sponding coordinate, denoted as d_ oy is used).
Because the averaged flow is symmetric, distri-
butions are given only for half of the diagonal.
Moreover, the given distributions were obtained
by averaging over two halves of each of the
diagonals (evidently, this technique effectively
increases the initial sample for obtaining statis-
tics). Fig. 4 shows that almost all of the given
the correlations are close to zero in a small
corner region (conditionally, at dx,oy, < 0.02)

0.12 y
0.1 0
0.08
0.06
.04
0.02

-0.02
-0.04
-0.06
| -0.08

0.1 -0.1
-0.12

[P T R M|
-04 02 0 02 0.4x’

Fig. 5. Distributions of instantaneous (@) and averaged (b, c) vertical velocity components for convection
of water in cylindrical container heated from below at Pr = 6.4
The distributions are similar to those shown in Fig. 2 for mercury

a) b)

L
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(I A A

(BT m A s ot

0.57
0.56
(155
S 0.54
(.53
0.52
0.51
(L5
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Fig. 6. Averaged temperature field with superimposed vectors of averaged velocity
in central vertical plane of container at Pr = 6.4
The distributions are similar to those shown in Fig. 3 for mercury
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where there is practically no flow in the me-
dium, with the exception of the Reynolds stress
due to fluctuations of the velocity component
normal to this plane (see Fig. 4, ¢). With d >
0.02, all correlations increase in absolute value
to a certain degree, and their variation is essen-
tially nonmonotonic with a further increase in
the distance from the corner. This is generally
consistent with the picture of the vector veloc-
ity field shown in Fig. 3: here, the stable region
in the corner is followed by the region where
two vortex structures coexist; their presence
and interaction determine the nonmonotonic
behavior of the distributions shown in Fig.
4. The spans of nonmonotonic segments are
somewhat different depending on the choice of
the diagonal (AC or BD). The region covered
by LSC follows the zones occupied by corner
vortices (d oy 0.15...0.2); the correlations
change relatively smoothly within this region.

The integral value of the Nusselt number
for convection of mercury, obtained as a re-
sult of these computations with Ra = 10°, was
Nu = 5.64, which is in good agreement with
the results of previous studies carried out in
the framework of the implicit LES (ILES) ap-
proach: Nu = 5.70 [25], Nu = 5.58 [35], and
also with the DNS results, Nu = 5.43 [30].

Results for water. Similar distributions are
shown in Figs. 5—7 for convection of water (Pr
= 6.4) at Ra = 108

>

We can conclude from the distributions of
the averaged vertical velocity and tempera-
ture (Fig. 5) that the solution obtained is also
symmetric with respect to the LSC midplane
(central vertical plane) in this case. In case of
long samples, symmetric statistical character-
istics of the flow can be obtained only if the
LSC is ‘locked’ in a certain azimuthal position.
Comparing the computational data shown in
Figs. 2 and 5, we can establish that the maxi-
mum values of the normalized vertical velocity
for convection of water are lower than for con-
vection of mercury by approximately five times.

Fig. 6 shows the structure of convective flow
of water in the central vertical plane. The same
as in in the case of mercury convection consid-
ered above (Fig. 3), large-scale circulation of
water is complemented by corner vortex struc-
tures. However, unlike convection of mercury,
there is only one pronounced vortex in each
of the corners A and C, and there are no in-
tense vortices at all in the corners B and D; the
flow turns sharply here, and a small region with
very slow motion evolves. These characteristics
of water convection in a cylindrical container
were earlier discussed in [15]. As expected,
high-gradient layers form in the temperature
field near the isothermal walls.

Fig. 7 shows the distributions of the non-
zero components of the Reynolds stress ten-
sor and the turbulent heat flux vector along
the diagonals of the central vertical plane. In

c)

0.6 d -
i

02 04 0.6 4 0 0.2

x'Oy'

04 0Sq, 0 02 0.4
X'ty

1
0.6
d L!.\"Qr'

Fig. 7. Distributions of normalized components of Reynolds stress tensor and turbulent heat flux vector
along AC (black curve) and BD (red curve) diagonals of central vertical plane of container
for water convection (see Fig. 6), coordinate d, o= 0 at points 4 and B, respectively
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contrast to convection of mercury, the correla-
tions given for Pr = 6.4 generally change more
smoothly; evidently, this is because the corner
vortex structures are underdeveloped in case
of convection of a fluid with a large Prandtl
number. However, segments where the effect
of corner vortices can be observed are also
visible in this case in the given distributions.
Furthermore, compared with the previous case
(see Fig. 4), the general level of normalized
correlations characterizing the intensity of tur-
bulent transfer is less by about 1 to 1.5 orders
of magnitude for convection of water than for
a fluid with a small Prandtl number.

The integral Nusselt number obtained
for convection of water with Ra = 10% was
Nu = 33.0, which coincides with the results
of previous computations [28] performed using
the DNS method up to three significant digits.

Conclusion

Direct numerical simulation helped accu-
mulate a large amount of statistical data for
essentially three-dimensional turbulent con-
vection in a slightly tilted cylindrical container
heated from below, whose height equals the
diameter. Computations were carried out for
Ra = 10° at Pr = 0.025 (mercury), and for
Ra = 10% at Pr = 6.4 (water).

We have found that tilting the container axis
by 2° relative to the gravity vector allows to

reliably ‘lock’ the global vortex (large-scale cir-
culation (LSC)) in a certain azimuthal position.

The pattern of the averaged flow in the cen-
tral vertical plane of the container, coinciding
with the midplane of the LSC, is characterized
by a combination of LSC with corner vortex
structures, which are most pronounced for
convection of the medium with a small Prandtl
number.

We have computed three-dimensional fields
of all components of the Reynolds stress tensor
and the turbulent heat flux vector. These data
can serve, in particular, for assessing the ca-
pabilities of different second-order turbulence
models (Reynolds stress models) used to com-
pute convective flows based on the Reynolds-
averaged Navier—Stokes equations.

The values obtained for the Nusselt inte-
gral number are in good agreement with the
data given in literature for a container with a
vertical axis.

This study was supported by the Russian
Foundation for Basic Research (Grant for Vortex-
Resolving Numerical Modeling of Turbulent
Natural Convection under Conjugate Heat
Transfer Conditions no. 17-08-01543).

The computational data were obtained us-
ing the resources of the Supercomputer Center
at Peter the Great Polytechnic University (www.
scc.spbstu.ru).
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OUHAMUKO-CTOXACTUUYECKMU Nnoaxoa K NOCTPOEHUIO
M UCNOJIb3OBAHUIO MOJEJIEM MPOTHOCTUYECKOIO TUMA

I0.A. MNMuuyzuH

CaHkT-TNeTepbyprckuin rocyAapCTBEHHbIM YHUBEPCUTET a3pPOKOCMUYECKOrO NPUBopOCTpPOoeHUs,
CaHkT-lNeTepbypr, Poccuiickas ®eaepauns

B pabore paccMOTpeHBI [IBa HaIlpaBICHUS Pa3BUTUS ITWHAMHUKO-CTOXAaCTHYECKOTO
MOJX0/Ma K TIOCTPOCHUIO M MCITOJb30BAaHUIO TPOTHOCTMYECKMX Mojeneil. [lepBoe cBsizaHO
C HEOIIPeIeICHHOCThI0O HAaYaJbHOTO COCTOSIHUS MOICIMPYEeMOTO IIpollecca, a BTOpPOE — CO
CTOXaCTUUYECKOI IMPUPOAOI OLIEHOK IMapaMeTpoB Moieiau. B mepBoMm ciydae pacCMOTpPEeHBI
METOAbl BBIUMCICHUS OBICTPOPACTYLIMX BO3MYIICHMI HAvaJlbHOTO COCTOSIHUS MoOjeJei
aTMoc(epHOI AMHAMUKM M METOJ MX MCIIOJIb30BaHMSI B ONTUMM3ALUMUA CUCTEM HAOJIIOAEHMS
Ha OCHOBe WH(OPMAIIMOHHOIO yIopsmouynBaHus. I[IpwBemeH TpuMep OIpeneieHUS 30H
ITUHaMU4ecKoll HeycToitunmBoctr CeBepHOTO Tonymiapus. Bo BTOpoM ciyvae TpemioxXeH
MaTeMaTUYeCKWil ammapar TeHepaluu BO3MYIIEHUN MapaMeTpoB MOJAEIN B COOTBETCTBUU C
UX BEPOSITHOCTHBIM pacripeneieHneM. Ha ocHoBe maHHBIX 3KOHOMMYeckux uHaekcoB CCCP
MPUBEACH YMCICHHBIN MPpUMEP BO3MYIICHMS OLICHOK IIapaMeTPOB U MHTEIPUPOBAHMSI MOAEIU
BonbTeppsbl.

KioueBbie cioBa: nuHamMuyeckass MOJENb, OBICTPOpACTyIllee BO3MYIIEHUE, pacripeiesieHue
OLIEHOK MapaMeTpoB, aHCaMOJIb MPOTHO30B, IKOHOMUYECKUI UHIEKC
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Introduction

The dynamic stochastic approach to fore-
casting was first developed in meteorology,
associated with uncertainty of initial states of
predictive models. However, it is well under-
stood that this approach can be easily extended
to mathematical modeling in general, since the
model parameters estimated using the ordinary
least squares method (OLS) have a stochastic
nature.

The goals of this study consist, firstly, in
developing a method for using fast-growing
perturbations of the initial state of a dynamic
model to optimize monitoring of any controlled
multidimensional process based on information
ordering; secondly, in developing a universal
method accounting for the stochastic nature
of OLS estimates of model parameters to con-
struct a forecasting system allowing to track the
dynamics of the probability distribution for the
quantities described by the model.

secondly, in developing a universal method
accounting for the stochastic nature of OLS
estimates of model parameters to construct a
forecasting system allowing to track the dy-
namics of the probability distribution for the
quantities described by the model.

These objectives are achieved by solving the
following tasks:

describe the key methods for calculating
fast-growing perturbations (FGPs) of the initial
state of the dynamic model and apply them to
the selected optimization;

describe the mathematical tools for gener-
ating perturbations based on the probabilistic
distribution of their OLS estimates, providing a
numerical example for constructing an ensem-
ble of model integrations.

Considering the first task, mainly related
to meteorology, we intentionally omit some
details of meteorological forecasting so as not
to complicate the discussion. For example,
considering the errors of measuring the initial
state, we do not mention the objective anal-
ysis, i.e., interpolation of the measurement
data obtained at weather stations to a regular
geographic grid. At the same time, we focus
closely on mathematical tools, which are not

described in sufficient detail in meteorological
studies; furthermore, this can allow to transfer
these mathematical techniques and methods to
predicting other multidimensional processes.

Uncertainty of the initial state,
fast-growing perturbations and
optimization of observation systems

Judging from the available literature, the
dynamic stochastic approach was first applied
to constructing prognostic models by Epstein
[1], who hypothesized that the stochastic na-
ture of the initial state of the dynamic pre-
dictive model, naturally generated by random
measurement errors, should be reflected in the
result of model integration.

Let x(7) be the vector of quantities operated
by the dynamic model, where ¢ is the time,
i.e., x(7) is the vector used to describe some
simulated multidimensional process. Within
the purely dynamic approach, we pass from a
certain state x(#) to the state x(7) as a result
of integration, where 7 = 7 + Af, and At is the
time interval for model integration. In practice,
a perturbed initial state always emerges instead
of the true initial state x(7,),

X(1) = x(1) + Ax(z),

where the perturbation Ax(#) is due to mea-
surement errors of the initial state.

Epstein proposed to simulate the spread of
perturbations of the initial state Ax(#), which
would correspond at least to the scale of mea-
surement errors if not to a multidimensional
probability distribution. Thus, if there is an
ensemble of generated perturbations

{AX(tO )1}7 =1, we also have an ensemble

of initial states

{x(10), = x(t0) +2x(10),}_ -

(see the Remark below).

Integrating a dynamic model from each
member of this ensemble of initial states, we
obtain a new ensemble:
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{X(t)i}"l 1

1=

that is a sample of integration results

with the size n. Such a sample makes it possible
to estimate the probabilities of certain states of
the simulated process, x(7), if the distribution
parameters (presumably normal) are estimated
in advance.

Epstein’s ideas were first introduced into
the practice of meteorological forecasts based
on the Monte Carlo method generating pertur-
bations of the initial state [2]. However, very
soon, as ensemble forecasts were introduced,
fast growing perturbations started to be used.
This refers to perturbations which have a (spa-
tial) configuration producing the greatest devi-
ations of the forecast from the result obtained
by integration from the measured initial state,
while preserving the scale of errors in measure-
ment of the initial state. Using FGPs allows to
obtain the largest spread of the forecast ensem-
ble, thus better accounting for the uncertainty
due to the error in measuring the initial state.
This can be done by several methods.

Let A be a real matrix of the model opera-
tor linearized in some initial state. It is known
from the geometric interpretation of linear op-
erators that the eigenvectors of the matrix A’A
(T is the transpose operator) corresponding to
the largest eigenvalues of this matrix should
be taken as the fastest growing vectors (per-
turbations). These eigenvectors and the square
roots of the eigenvalues of the matrix A”A are
known as singular vectors and singular numbers
(respectively) of the matrix A. It was difficult
to apply this to meteorological practices be-
cause the dimension of the model (dimension
of matrix A) had to be reduced due to limited
computational capabilities, at least at the time
when this idea was introduced in meteorology.
The decrease in dimension naturally leads to
smoothing of the initial data, i.e., to inevitable
loss of information, which ultimately reduces
the effectiveness of this idea [3].

The method based on calculating the ei-
genvectors of the matrix A, corresponding to
the eigenvalues largest in magnitude turned out
to be relatively easier to implement. There are
slight losses here because the largest magnitude
of eigenvalues of the matrix A does not exceed
the largest singular number (see above) of this
matrix. The geometrical meaning in this case is
that singular numbers can be interpreted as the
lengths of the semi-axis of an N dimensional
ellipsoid, where a linear operator with the ma-
trix A maps an N dimensional sphere of unit

radius centered at vector space zero (N is the
space dimension). Thus, the singular numbers
are the expansion (compression) coefficients
along the mutually orthogonal directions of
singular vectors; unlike the eigenvectors, sin-
gular vectors generally do not preserve their
direction, undergoing some rotation in space.
The eigenvalue magnitudes are equal to the
magnitudes of some segments connecting this
ellipsoid with its center.

If the matrix A is symmetrical, which hap-
pens in case of a self-adjoint operator, then
eigenvalues and vectors coincide with the sin-
gular values and vectors. Therefore, perturba-
tions proportional to the singular vectors that
correspond to the highest singular values can
essentially grow faster than the perturbations
proportional to the eigenvectors. Therefore, us-
ing singular vectors is preferable if the dimen-
sion of the model is such that the operator is
not self-adjoint and can be linearized without
reducing the dimension.

The second approach to calculating FGPs
proportional to the eigenvectors of the ma-
trix of the linearized operator of the hydro-
dynamic model gained great popularity in
meteorology. This is because numerical im-
plementation, known as the breeding method
[4], is relatively simple. The method is sim-
ilar to the direct iteration method; the only
difference is that multiplication AAx(7)) that
this well-known method is based on is re-
placed by integrating the model over a rela-
tively short time Af, (Af, is no more than 12
or 24 hours in meteorology ), so the operator
determined this way can be assumed to be
linear. The action of the operator on pertur-
bation Ax,(#) in the iterative process of the
breeding method is usually formulated as the
difference

Ay (f0) = A(x(t0) + A% (19). At ) -
—A(x(t9). Aty )

with subsequent normalization

Axp 41 (t0) = 8][Ay g1 (10 )";1 AYis1(%0)> @

where A(x(7)),A?) is the result of integration of
the model over time t A from the initial state
x(#); |#l, is the energy norm; & is the stan-
dard perturbation norm (see below); k is the
iteration number.

The initial perturbation Ax (z) (if £ = 0) is
chosen arbitrarily but true to scale (the adopted
norm).

(1
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The scalar product plays an important role
in the breeding method. An energy scalar prod-
uct is commonly used in meteorology.

Let the total energy of the process at time ¢
be expressed in quadratic form with respect to
the components of the vector x(7):

E(x(1)) ZZWC? @),

where p, (i = 1, 2,...,N, N = dimx) are the
model constants.

Then the energy scalar product of two per-
turbations Ax'(f) and Ax"(?) is expressed as [5]

N
(AX'(0), AX"(D)), = D 1 AX/(OAX(0).
i=1
The magnitude of the perturbation energy norm is
|Ax(0)|, = E"(Ax(2)),

and the magnitude of the perturbation standard
norm & (see Eq. (2)) is formulated as 5 = [|5x],
where the components of the vector dx act as
standard measurement errors of the initial state.

Rayleigh relations, which are approxima-
tions of eigenvalues and essentially perturba-
tion growth factors, are calculated using the
energy scalar product

_ <Ayk+1(to)ﬂAXk (t()) >e

kel <Axk(to), Axk(t0)>e ’

When the eigenvectors and eigenvalues of a
symmetric real matrix are calculated by direct
iterations, Gram—Schmidt orthogonalization
should be performed after calculating the first
vector (corresponding to the maximum eigen-
value) to calculate subsequent vectors in or-
der to exclude configurations (directions) for
eigenvectors already calculated. In case of a
symmetric matrix, it is sufficient to perform
orthogonalization when each subsequent initial
approximation is generated.

Orthogonalization should be performed in
each iteration between operating Egs. (1) and
(2) in the breeding method. The subsequent
vectors obtained this way can be interpreted
as eigenvectors of some self-adjoint approxi-
mation of the initial linearized operator, which
naturally imposes an additional restriction
on the number of growing perturbation vec-
tors. The Rayleigh ratio /, that stops to grow is
taken as the criterion that stops the breeding of
perturbations.

Remark. Like most physical, mathematical
and natural sciences dealing with real natural
processes and phenomena, mathematical mod-
eling has to rely on assumptions in building
models, when some obvious discrepancies be-
tween the model and the real object have to be
neglected. Each of the perturbations is added
to the initial state twice with different signs so
that the modeled distribution of perturbations
is at least symmetric, However, this goal is not
fully achieved, since we never have an unper-
turbed initial state x(#)) because simulated per-
turbations are added to the measurement result
already containing errors X(¢) (perturbations,
see above). Another consideration is that inte-
grating the model over relatively long periods
of time (longer than perturbation breeding) is
not in fact a linear operator acting on a pertur-
bation. Therefore, simulating an ensemble of
normally distributed perturbations (statistically
justified perturbations [6]), we do not necessar-
ily obtain an ensemble of normally distributed
forecasts.

These issues have to be neglected in me-
teorology, which is more or less compensated
by the fact that the effectiveness of forecasts
obtained by averaging over an ensemble of per-
turbed initial states significantly exceeds the
effectiveness of forecasts from the standard ini-
tial state. On the other hand, as noted above,
the ensemble of forecasts obtained this way
allows to estimate the distribution parameters,
i.e., to construct the probability distribution
and the probability forecast. The dynamic sto-
chastic approach to forecasting implemented
in this manner became common practice in
meteorological forecasting (in particular, at the
Hydrometeorological Center of Russia) in the
late 20th century.

Evidently, the fast-growing perturbations
(FGPs) calculated by some method depend on
the initial state, since the result of linearization
of the model operator (see above) depends on
the initial state but also significantly depends
on the quality of the model used.

Let there be a sample of initial states
x(tl.)};':], obtained by measurements at times
tg" , covering a sufficiently long period. The

sample of FGPs {Ax(t,.)};’:1 with the highest
growth coefficient in the breeding interval or
(if the dimension allows) corresponding to the
largest singular value can be calculated by this
sample of initial states. Next, constructing a
basis of principal components and a regres-
sion of perturbations for this basis by a sample
of perturbations (see [7]), we can arrange the
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components of the vector Ax(#) (i.e., the ini-
tial vector x(7)) by decreasing quantity of in-
formation (see [8]) relative to the principal
components interpreted as hidden factors. If
perturbations of only one specific meteorolog-
ical field, for example, the geopotential H,
(the height of the isobaric surface is 500 mbar),
surface pressure or surface temperature is con-
sidered as Ax(?), then each component of the
vector Ax(7) corresponds to a specific point in
the geographic grid. Thus, geographical zones
where errors of meteorological measurements
can lead to significant forecasting errors can
be identified. In other words, zones with the
largest quantity of information are in fact zones
of dynamic instability. This approach was de-
veloped in [9] using a hemispheric model of
atmosphere circulation by a sample of initial
states of volume n = 216 and covering a three-
year time interval (1999—2001). In this case,
the algorithm for calculating FGPs used the
formula

Ayis(to)=
= A(x(t0)+Axk (to),At)—X(to).

The reason why we use Eq. (la) is that
we are interested in the fastest possible devi-
ation from the initial state rather than from
the result of integration over a short time Az,
Furthermore, using Eq. (1a) accelerates the
calculations of fast-growing perturbations,
and using the FGPs obtained this way sig-
nificantly improves the results of ensemble
forecasts. The information ordering in [9]
was carried out for the perturbations of the
field H,, as the most important component
of atmospheric dynamics. Ref. [9] illustrates
the results in [8], published much later. Fig.
1 shows the final result obtained in [9]. The
most informative zones marked on the map
correspond to known geographical objects
(Gulf Stream, Aleutian Islands) commonly
believed to significantly impact the atmo-
spheric processes, which, in turn, confirms

(1a)

=l
=
T

>

the validity of the method and the quality of
the model used.

Clearly, the technique proposed in [9] can
be used to optimize any spatial monitoring
systems given a sample of observations and a
mathematical model of the controlled process.
This information ordering technique (transi-
tion from observations to FGPs) is crucial for
solving, aside from the problem of control, the
problem of forecasts for monitoring systems re-
quiring optimization.

Stochastic nature of model parameter
estimates and generation of perturbations
corresponding to their
probabilistic distribution

Construction of mathematical models of any
processes, not necessarily natural, produces the
problem of estimating parameters that are not
known physical or other constants on the one
hand, and are estimated by the OLS method
based on the initial data if they are linearly in-
cluded in the model, on the other hand. Some
progress was made in developing the dynamic
stochastic approach in mathematical model-
ing by testing the statistical hypothesis that the
true values of the model parameters belong to
a region where model integration is Lyapunov-
stable (or unstable) [10]. This problem was also
solved in [10], subsequently greatly refined and
substantiated theoretically in [11].

However, the problem of dynamic stability
of the model can be considered from a differ-
ent standpoint. Instead of checking the statis-
tical hypothesis whether the solution is stable
or not with the true values of the parameters,
we can assess the degree of possible instability
by modeling the spread of parameter estimates
in accordance with the distribution obtained.
Thus, the next stage in developing the dynamic
stochastic approach to constructing predictive
models should consist in simulating the distri-
bution of OLS estimates of model parameters,
allowing to account for the uncertainty arising
from the stochastic nature of these estimates.

2

e
=

North latitude, degrees

50 100 150

East longitude, degrees

=

200 250 300 350

Fig. 1. Zones of Northern Hemisphere associated with dynamic instability
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Let us consider the main technical aspects
for this approach.

Following [11], we assume that the model
parameters are estimated as parameters of a
system of regression equations:

Y1=00;F 011+ Opxp +... 4+ Oy xp +4,

1=1,2,...m (3)
where each equation contains the same set
of regressors {x}" and corresponds to some

J
differential equatlon of the original model
where the parameters to be estimated occur
linearly.

In this case, the left-hand sides of equa-
tions of system (3) are any expressions, and
the variables of the right-hand sides of the
system (regressors, see above) are also any ex-
pressions whose factors are parameters to be
estimated. We will illustrate this below with
an example.

Let us assume that there is a sample of all
values of variables of size n. By calculating the
average values for each of the variables

_ IS
y,Z;Zyi,, [=1,2,....m;
i=1

1 n
X, ==Y x,j=12,..k,
[y

we proceed to centered variables

Yirr=Yi =y 1=12,..m
XU::)CU _fjkalaz,-.-,k
i=12,...,n),

allowing to eliminate the parameters 0, (/ =
1,2,...,m) in system (3)

Y= 0x, 0, L O X e
[=1,2,....m

We fill the matrices Y and X of dimensions
nxm and nxk, respectively, with the centered
variables obtained this way. System (3a) takes
the following matrix form

Y = XO+E, 4)

(3a)

where each /th column of matrix @ is a vec-
tor @, of the parameters of an /th equation of
centered system (3a); element g, (nxm) of the
matrix E is the error of the /th equation sub-
stituting ith centered values of the sample, and
the OLS estimate of the parameter matrix fol-
lows the expression

©=(6,.8,....8, )= (X'X) X'Y. (5

The matrices ® and © have the dimension
kxm. We use the column of these matrices to
construct composite vectors

T=(0],0],..,00),
T=(87,87,..,87)

According to OLS theory, if it is assumed
that each column of the matrix E follows a
multidimensional normal distribution, i.e.,

£~N(0,6°I),

where 0 is the zero vector, I is the identity
matrix, then each column of the matrix @ fol-
lows the distribution

0 ~N(0,cX(X"X) "),
Unbiased estimate o; expressed as

_ 1 ~ -
512 = (Y, - X, /)T(Y/ -X,)), (6
n—k—-1

where Y, is an /th column of the matrix Y.

It follows that the composite vector ©
also obeys the multidimensional normal
distribution 0~N(®, Vy). Therefore, let us
consider in detail the construction of ma-
trix Vé

Let the orthogonal matrix R of dimension
mxm produce the diagonal form of the matrix
Y'Y, i.e., the matrix R’Y'YR has a diagonal
structure. We calculate the matrix

Z = YR,

writing a system of regression equations in
matrix form, similar to representation (4):

7. = XE+A. (7)

Next, let us calculate unbiased estimates
similar to estimates (5) and (6) (A is the resid-
ual matrix), i.e.,

= (Esamn &, ) =(XTX )IXTZ (8)

[b

and
—
—k-1

where Z, corresponds to the /th column of
the matrix Z, and §, to the /th column of the
matrix Z. R

Each column in Z follows the multidimen-

sional normal distribution

(z,-X,) (z,-Xg).
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&~ N&, 87 (XTX)"),
and the composite vector (similar to the vector
0)is
E-N(E, V).

The matrix V; has the dimension (mk)x(mk)
and block-diagonal structure due to uncor-
related columns Z:

s2xI'x)™! 0 0
2 vl -1
v. 0 s2xIxy! L 0
g
0 0 8 xI'x)™!

Then, following [11], we have:

T
V, = R®I(k)Vg(R®I(k)) R (10)
Where R®I(k) is the Kronecker product of R
(see above) and a unit matrix of dimension kxk.

Eq. (10) naturally follows from the equa-
tions for estimating composite vectors:

0=R®I ¢,

- ~ (11)

E=(R®IL,)6.

The residuals of regressions (3a) can be
composed into a vector

e= (g, &y..0ng, )

following the multidimensional normal dis-
tribution &~MN(0,V), and a similar vector
~N(0,V)).

Implementations of the vector ¢ are rows
of the matrix E, and implementations of the
vector & are rows of the matrix A (see Egs. (4)
and (7)). The following equalities hold true for
these vectors and their covariance matrices:

8=R’s, V,=R'VR,
(12)
¢=R3,V_=RVR".

It follows from groups of equations (11)
and (12) that it is in fact sufficient to calcu-
late estimates (5) and (6), obtaining estimates
(8) and (9) using these groups of equations,
or, vice versa, calculate only estimates (8) and
(9), obtaining (5) and (6) from (11) and (12).

We introduce the following notations for
the centered version of model (3a) with cal-
culated OLS estimates for each /&h equa-
tion (/= 1,2,...,m)

>

Yir=017Xi1 0 X0 + ... F0x
i=12,...,n

and calculate the coefficients of determination
(squared coefficients of multiple correlation):

n n
2 =2 2
R =2 %1 | 2 vii- (13)
i=1 i=1
We can check the hypothesis
HZI 911 = 912 = ...=91k =0
using statistics [12]:
RI(n—k-1)
(A e w— (14)
(1-R)k

which, provided that hypothesis #, is correct,
follows the F distribution, i.e., y,~ F, L

Rejecting the hypothesis H,, we claim that
the / equation can be included in system
(3a), and, therefore, in the initial system (3)
(/=1,2,...,m). Notably, adopting matrix formu-
lation (4) for system (3) does not at all require
centering of variables. If we did not apply cen-
tering, the matrix X would have an additional
leftmost column filled with units, and the ma-
trix ® would have an additional top row filled
with parameters 6, (/ = 1,2,...,m). However,
the matrix Vg, generally cannot be constructed
without regression (7) and estimate (8), which
means that centered variables should necessar-
ily be adopted.

The structure of Vé implies that the orthog-
onal matrix Q reduces V@ to diagonal form has
the following form [11]:

Q=R )T, ®W)=ROW, (15)

where the orthogonal matrix W of dimension
kxk reduces the matrix X’X to diagonal form.
Therefore, we have the equality

Q'V,Q=A,

where A is a diagonal matrix.

Suppose that the matrix P of dimension /xs,
where & = mk (see above), contains linearly in-
dependent centered rows satisfying the normal
distribution test. If P is a full-rank matrix, i.e.,
rankP = A with s > h, then transition to inde-
pendent (uncorrelated) rows of the matrix does
not lead to a decrease in dimension. Therefore,
after appropriate transformations and normal-
ization, we can regard the columns of this
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matrix P, (i = 1,2,...,s) as implementations
of the multidimensional normal distribution
P~ N(0,I). We obtain the perturbation ensem-
ble of the parameters {Aﬂi}j: , by the formula

A8 =QA"P,i=1,2,..,s, (16)

because the matrix QA'? transforms the distri-
butions N(0,I) into the distribution N(0, Vy).
In this case, the matrix A2 sets the scale of
perturbations, and the matrix Q the depen-
dence corresponding to their distribution.

Returning to the non-centered initial system
of equations (3) (to non-centered variables), we
need to calculate the estimates of parameters
0, (! = 1,2,...,m) acting as free terms. Recall
that OLS estimates of unperturbed free terms
of system (3) satisfy the relations

~ 1 & _ R -
O0r = (3 =By + By .ot B ) =
i=1
k (17)
=37 = 2, 0%,[=1.2,....m,
j=1

which can be used for calculations in all cases,
including cases of perturbed parameters.

Indeed, let us calculate perturbed values of
parameters

é;lzéjl +A9§~l, [=1,2,..,m,
=12k, i=1,2,..5.

It is evident from Eq. (17) that the free terms of
equations of system (3) are calculated as arith-
metic means. The Statement follows from this.

Statement. For any fixed set of perturbed
parameters (see Eq. (18)), substituting these
values into Eq. (17) produces an OLS estimate
of the free terms of system of equations (3),
i.e., the OLS estimate of free terms is

(18)

. ko
0= — 2 05%;,
j=1
[=1,2,....m,i=12,...,s.

Eq. (19) is necessarily used to calculate the
free terms of the model based on the assump-
tion that the perturbations introduced in the
estimates of the parameters which are coeffi-
cients of the variables satisfactorily account for
the stochastic nature of the model.

Reiterating the point made in the
Remark to the Section "Uncertainty of ini-
tial state, fast-growing perturbations and

(19)

optimization of observation systems", we
should note that what_we ultimately simulate
is the distribution N (9, V(j, rather than the
distribution NV (9, V(:)), since the true value of
the parameter vector 0 remains unknown, and
by adding the value of estimate O to the distri-
bution N (9, Vs, ) (see Eq. (18)), we obtain as
a result the distribution N (0, V;). Therefore,
the term unperturbed parameters used below is
not quite correct.

Integrating the initial model whose parame-
ters were estimated using regression model (3)
for both unperturbed and perturbed param-
eters, we obtain a time sequence of samples
of model elements. Calculating the parameter
estimates for the distributions of individual el-
ements or groups of model elements, we take
into account the uncertainty associated with
estimation of the model parameters, making it
possible to estimate the probabilities of certain
states of the given process and test certain sta-
tistical hypotheses.

Remark. There are two significant problems
in implementing the dynamic stochastic ap-
proach to construction of predictive models.

The first problem is related to simulating
samples belonging to the multidimensional
normal distribution N(0,I). Here the dimen-
sion is equal to the number of estimated pa-
rameters. This requires considerable efforts but
is actually achievable.

The second problem is related to the situa-
tion when the groups of variables on the right-
hand sides in the equations of system (3) are
different or only partially coincide, and we can-
not use Egs. (4) and (5), estimating the param-
eters of each equation separately. This problem
is naturally solved when system (3) consists of
a single equation or when the left-hand sides
of system (3) are independent. In the latter
case, R = I and Vj ZVE” i.e., the mutual
covariance matrix of parameter estimates has a
block-diagonal structure, where all blocks are
different and each block corresponds to one of
the equations of system (3). The matrix Q also
has a block-diagonal structure (see Eq. (15)):

W, 0 .. 0
0w, .. 0
Q= > (20)
0o .. 0 W
where all orthogonal blocks W, (/ = 1,2, ...,m)

are different.
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Otherwise (with R # I), the equality R =1
becomes another assumption that we are forced
to adopt.

Finally, we note that the theorem that an-
swers the question whether the true values
of the parameters belong to a certain region,
formulated and proved in [11], also fully ex-
tends to the case of differing right-hand sides
of equations of system (3), considered in the
above Remark provided that R = 1.

Numerical example

As an example, we consider the construc-
tion (estimation of parameters) and integration
with the perturbed values of the Volterra model
parameters (see [10]), taking a table of indices
for output, capital input and labor in the USSR
for 1958—1990 (n = 33) as initial data for con-
structing the model; the indices were also used
in [11], where all values were given as percent-
ages of the values for 1970 (Table 1).

We assume that the output index is described
with sufficient accuracy by the well-known for-
mula of the production function

Y=aK"L*, 21)
where the parameters a, a, and o, were success-
fully found using the data from Table 1 in [11],
and the Volterra model describes the mutual
dynamics of capital input and labor, i.e.,

K
X Boi + B K +B,L,
(22)

~.

7 =Bp + P12 K +PL.

This choice was made for several reasons. First,
major corrections can be introduced to the prob-
lem of statistically correct estimates of parameters
o, and o, of production function (21) considered
in [11], related to the estimate of parameter a
(see below). Secondly, the Volterra model (22)
is an example of minimal dimension, illustrating
the proposed mathematical tools. Thirdly, model
(22) has the remarkable property that the result
of integration never fall beyond positive values
(outside the first quadrant) with positive initial
values, which is consistent with the nature of the
variables included in it. According to model (22)
and the data in Table 1, m = k=2 and n = 33
for the given example. Notably, the notations for
the parameters in model (22) are adopted in ac-
cordance with [10] and differ from the notations
for models (3) and (3a) in the previous section.
However, we left unchanged the rest of the nota-
tions given in the previous section, in particular
the notations for auxiliary matrices.

Table 1

Output, capital input and labor indices (%)
in USSR for 1958—1990 [13]

Year Y K L

1958 43.20 30.83 61.97
1959 46.45 33.94 64.19
1960 50.17 38.10 68.74
1961 53.59 41.59 73.06
1962 56.63 44.97 75.72
1963 58.90 49.79 78.16
1964 64.38 54.31 81.26
1965 68.81 60.16 85.25
1966 74.39 68.11 88.36
1967 80.85 78.00 91.24
1968 87.55 86.68 94.35
1969 91.68 93.01 97.45
1970 100.00 100.00 100.00
1971 105.65 107.84 102.88
1972 109.81 116.64 105.54
1973 119.62 125.98 108.09
1974 125.98 135.32 110.64
1975 131.73 145.69 113.30
1976 139.48 156.78 115.52
1977 145.81 167.69 117.96
1978 153.32 179.45 120.40
1979 157.10 191.56 122.62
1980 164.82 203.74 124.72
1981 173.55 216.58 126.39
1982 186.64 230.20 127.72
1983 195.43 244.73 128.71
1984 203.11 259.80 129.49
1985 206.29 274.32 130.60
1986 211.03 288.73 131.37
1987 214.41 303.50 131.49
1988 223.85 318.14 129.93
1989 229.43 333.94 127.94
1990 220.26 349.49 125.17

Notations: Y is the output of production, K is the
capital input, L is the labor resources.
The data for 1970 are taken as 100%.
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Recall that the following OLS estimates of
the parameters were obtained in [11] after tak-
ing the logarithm of Eq. (21): o, = 0.631 and
o, =10.260. To satisfy the conditions

(23)

economists commonly use central projection
on a straight line (23) in the plane of the values
of these parameters (o, and o,), which gives the
values of = 0.708 and o5 = 0.292.

It was proposed in [11] to take the max-
imum likelihood point on the straight line
(23) for the distribution N (&, Vd), where a
=(0,,0,) , gives the values o] = 0.585 and
o, = 0.415. Verification of the corresponding
statistical hypotheses confirmed that the point
(the vector @ = (o,0,)” of maximum likeli-
hood does not reject the hypothesis H_: o= o’
according to any of the standard statistical cri-
teria (y?, t, F), and the central projection ad-
opted in economics rejects the hypothesis H, :
o = a¢ by all criteria (see [11]).

However, an important point was not dis-
cussed in [11], namely, that after corrections
are introduced to the estimates of parameters
o, and a,, according to the Statement of the
previous section, the new value of the coef-
ficient a in Eq. ( 19) should be calculated,
namely, a = e*, where

18 ) .
MZ§Z(lnYi —aInK; —a,InL;),
i=1

giving the following values of the coefficients:
[1=613-107,a=1.01.

They differ significantly from the initial
OLS estimate (KL = 0.50, a = 1.65).

The time derivatives of investments are ap-
proximated by the formulas

a to,=1,

K ::KZ_KI K. - Ky — K,
1 At P At

K = Kt+1 _Kt—l
: 2At

We use the same formulas to approximate
the time derivatives of labor L (human re-
sources). In both cases, A = 1 year.

After centering all the values of system (22)
by formula (5), we obtain the following values:

@H @2 :10_4[—1.31 —1.90} (24)
B B —-3.15 0.065

and the estimates of free terms of system (22),
calculated by Eq. (19), are equal to By, =0.129
and Bg, =0.050.

The quality of the estimates obtained is
characterized by the determination coefficients
(13) R? = 0.772 and R} = 0.906, as well as the
statistics (14) y, = 50.7 and vy, = 144.6, which
in both cases significantly exceeds the critical
value of F statistics with a significance level a
= 0.01, equal to F,,= 5.39.

Fig. 2 shows the result of model integration
by the Runge—Kutta method with a time step
h = 0.25 years for unperturbed parameters of
system (22).

Next, we confine ourselves to considering
the output Y calculated by Eq. (21).

Calculated matrices

(0760 —0.650

10650 0.760)
0.979 —0.204

= (25)
0204  0.979

confirm that the approach to constructing per-
turbation parameters discussed in the previous
section should be used to the full extent.

Here we omit the parameters of the remain-
ing matrices related to constructing this model.
To implement the ensemble of perturbations
in Eq. (16), we used a matrix (table of num-
bers) P of dimension 4x25, whose rows are un-
correlated with each other, are normally dis-
tributed, and give unbiased estimates of mean
value and standard deviation, equal to 0 and 1,
respectively.

Fig. 3 shows an ensemble of Y values ob-
tained by integration of our model. The ensem-
ble {¥(#)}%, includes 26 members: 25 for per-
turbed model parameters (i = 1, 2,...,25) and
for undisturbed parameter estimates (i = 0).

Notably, the ensemble average for
2020, equal to Y (2020) = 174.95%, practi-
cally coincides with the result of integra-
tion for unperturbed parameters, equal to
Y,(2020) = 173.34% (the relative deviation is
less than 1%).

Analysis of the sample of final integration
values with perturbed parameters revealed
the following. With the number of histogram
intervals calculated according to the Sturges
rule [14] and equal to five, Pearson’s test n for
checking the normal distribution is n = 0.650.
The critical value with the significance level
a = 0.05 and the corresponding number of
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degrees of freedom is 9.49. Therefore, we
have no reason to reject the normal distribu-
tion law. Fig. 4 shows the time dependence of
the parameters of the normal distribution ¥(7),
estimated by the ensemble of all integration
results. The figure also shows the time evolu-
tion of the boundaries of Student’s 95% con-
fidence interval. The growth of the standard
deviation corresponds to the fact that wthe
degree of uncertainty inevitably increases with
an increase in the forecast horizon.

As already noted in the previous section, the
parameter estimates calculated by the ensem-
ble of integration results allow to calculate the
probabilities of any specific states of the given
process and test certain statistical hypotheses.
Moreover, we have the time evolution of the
estimates obtained, which ultimately, imple-
ments the dynamic stochastic approach to con-
structing predictive models.

Yo. Ko. Ly. %

300 -

700 -

600 -

500 =
400 -~

>

Notes regarding model (22)

1. If only the first equation changes in model
(22) (see below)

K = :Bm +ﬂ11K + :B21L’

i (22a)
Z = ﬂoz + ﬁlzK + ﬁzzL >

then, accordingly, the estimates of parameters
and statistics of the first equation also change:

BOI = _40835 ﬂ,\“ = 00175, BZI = 0107,
R} =0.966, y, = 426.3.

Furthermore, the matrix R changes, which
is in this case close to the unit matrix R = I
(coincides with the unit matrix when rounded
to the third decimal place). The latter means
that Ve = Vg. The results of integration only

200 +
100 -~
]

1985 1990 1995 2000 2005 2010 2015 2020 Year

Fig. 2. Model integration by Runge—Kutta method
with unperturbed parameters (22):
1 corresponds to production output Y, 2 to capital input K, 3 to labor resources L

Y, %

0 -

1985 1990

1995

2000

2005

2010 2015 2020 Year

Fig. 3. Ensemble of results for integration of model (22).
The ensemble includes 26 members (curves)
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change insignificantly. In this regard, we omit
the graphs similar to those shown in Figs. 2—4,
giving only a table comparing the results of the
integration of these models for 2020 (Table 2).

As follows from Table. 2, transition to model
(22a) reduces the standard deviation by 15%.
Additionally, this transition worsens the value
of Pearson’s test checking the normal distribu-
tion of the final values of the integration inter-
val, which is in this case n = 3.7.

2. The approximate equality R = I mentioned
above allows to consider a variant of model (22a)
with different right-hand sides, for example, as-
suming the parameter f,, to be zero (excluding L
from the right-hand side of the second equation),
which indicates that the significance of its esti-
mate is relatively small (see the Remark to the
previous section and equality (24)). In this case,

BT: (B]]’ BQ]’ B]z):
and, according to Eq. (20) and equality (25),

the matrix Q takes the form
0979 -0.204 0
Q=10.204 0979 0.
0 0 1

Finally, we should note that models (22) and
(22a) can be considered as an alternative to the
Solow model well-known in economic science.
The final choice of model is left to the researcher.

Conclusion

We have considered the dynamic stochas-
tic approach associated with uncertain initial
states of prognostic models in meteorology. We
have described all the technical details allowing

¥,6,.%

300 —

0 I

to apply this approach to forecasting any mul-
tidimensional processes.

We have established how fast-growing per-
turbations (FGPs) of initial states in the dy-
namic model of a controlled process and the
information ordering method can be used by to
optimize the monitoring system.

Methods accounting for the stochastic na-
ture of OLS estimates of model parameters
have been described. We have proposed an al-
ternative to the previously investigated problem
on testing the integration stability hypothesis,
which consists in generating a spread of OLS
estimates of the parameters with respect to
their probability distribution.

The mathematical methods proposed in this
study for accounting for the stochastic nature
of OLS estimates of dynamic model parameters
can be widely used in predicting economic, so-
cial, biological, and other processes. A numer-
ical example given confirms the efficiency of
this approach.

Table 2
Comparison of integration results
for models (22) and (22a) for 2020

Index or | Value, % formodel [R ¢1ative
estimate (22) (22a) difference, %
K, 834.00 757.85 -9.13
L, 19.09 22.99 20.41
Y, 174.95 178.68 2.13
Y 173.34 180.29 4.00
oy 47.37 40.21 -15.13
— e —
g
.
~ i
~
~
b
~ "
------------ 2

1985 1990 1995 2000 2005 2010 2015 2020 Year

Fig. 4. Normal distribution parameters estimated by ensemble of integrations of model (22):
1 corresponds to the mean value of Y'; 2 to the standard deviation Gy ;
3 to the boundaries of the 95% confidence interval
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Introduction

This paper continues a series of studies
[1—4] on the properties of homogeneous har-
monic functions and applying these functions
to synthesis of electric and magnetic fields for
electron and ion-optical systems using spectro-
graphic recording [5—8].

Euler-homogeneous functions with the de-
gree of homogeneity equal to p are real func-
tions of several variables satisfying the follow-
ing identity for any A [9]:

SO, Ay, Ax ) = NMfx,, X, x ). (1)

Any Euler-homogeneous function has a one-
to-one correspondence taking the form [9]:

S, X% ) = x Pg(x,/x ), X /X, 0x /x), (2)

where g(x,/x,, x,/x,,..., x /x,) = g(t,, ..., 1) is
a real function of (» — 1) variables.

Accordingly, the only homogeneous func-
tion of degree p of one variable is the power
function f{x) = const-x?, and the only homoge-
neous function of degree zero of one variable
is a constant.

If the function flx,, x,,...,x ) is differentia-
ble, then its partial derivatives with respect to
the variables x,, x,,...,x, are homogeneous func-
tions of degree p — 1 [9]. Besides, if the func-
tion Ax,, x,,...,x ) is differentiable at any point
in the space R’, then the necessary and suffi-
cient condition for this function to be Euler-
homogeneous of degree p is that the following
condition holds true at any point in the space
R

fx,0flox, +x,0flox, + ... +x Oflox, = pf (3)
(the Euler theorem on homogeneous functions,
also called Euler’s criterion for homogeneous
functions [9]).

Instead of definition (1), we can consider a
functional equation of the form

Sx, A, A ) = a (M) fix,, x,,...,x)  (4)

with the previously unknown function a(d),
which, at first glance, should have more

36

generality than condition (1). However, it soon
turns out that if the function g () is contin-
uous at least at one point, then the only case
when Eq. (4) can have non-zero solutions that
are of practical interest is a power function
a,(L) = ». At the same time, although Eq. (4)
may have solutions different from the power
function g (A) = ¥ and discontinuous at any
point, such solutions are interesting only in
the abstract mathematical sense rather than for
physical applications.

Indeed, condition (4) implies that the func-
tion a,(A) must satisfy the functional equation

V7”1>7‘z: aO(Xlkz) = aO(Xl)aO(KZ),
since

S x) = a (M A X)) = a(X) fhx) =
= ay(A,) fOhx) = a,(X)a,(A,) fx).

This equation is a Cauchy multiplica-
tive functional equation. Any solution to this
equation has the form of the power function
a,(A) = WV if the function a (1) is continuous at
least at one point. The proof of this statement
for differentiable functions a (1) is obtained
in an elementary way after differentiating the
relations

a, (M) = a,(Ma, (W)

with respect to p at the point u = 1 and the
solutions of the corresponding ordinary differ-
ential equation.

Homogeneous adjoint Gelfand func-
tions [10, 11], are a generalization of Euler-
homogeneous functions; they can be defined as
the solution of a semi-infinite system of func-
tional equations:

L1000, M) = ay () £ X )
[0x, M) =a ) [ X )+ (5)
+a, () fi(x,, %000

L0x, Ax,,....) = a,(M) f(x), X,,...) +
+a,M)fi(x, x,....) Ha, M) f(x, X, ,..);
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which must be satisfied for any L > 0; at the
same time, the functions g, (1) are unknown in
advance.

The general solution for the system of func-
tional equations (5), which has the form of a
lower triangular matrix with identical functions
a (1) along the diagonals, can be rather com-
plex. However, only the so-called main chain
of homogeneous adjoint functions can be of
practical interest, for which

a,(\) = (1/k!) 3 (In LY, (6)

S X x ) =

= (VEDGe, )y (In x,)'g(x,/x, x,/x .

(7)
- X,/%,),

where g(7,, ,,...,¢) is an arbitrary real function
of (n—1) vanables.

The next level of generalization are func-
tions that must satisfy the system of functional
equations

S, hxyoe ) = Za M) (g x,nn), (8)

where k = 1, 2,..., m, and the functions a (x)
are not known in advance

Such functions, which we called mutu-
ally homogeneous, are considered in this
paper.

The resulting formulations can have not
only theoretical but also practical meaning. In
particular, the principle of trajectory similar-
ity, introduced by Golikov [5—8], holds true
for Euler-homogeneous electric and magnetic
potentials:

if the initial conditions of charged particles
are properly scaled, then, provided that the non-
relativistic approximation holds true, article tra-
Jectories in such fields are geometrically scaled
expressions.

This property allows to synthesize efficient
electron and ion-optical systems, for example,
such as those obtained in [12—28].

To simplify the calculations, we assume
that both the functions akj(k), and the func-
tions f(x,, X,,...,x,) are differentiable at any
point. Another assumption, valid for Euler-
homogeneous functions and for associated ho-
mogeneous Gelfand functions, is that imposing
the condition that the functions be differen-
tiable at all points can be considerably weak-
ened by replacing it with the condition that
the functions be continuous least at one point,
producing exactly the same general formulas at
the output.

Mathematical Physics
IEISNG

Proving the corresponding theorems is be-
yond the scope of our study, since the require-
ment for differentiability at any point is always
fulfilled for the scalar potentials of electric and
magnetic fields used in electron and ion optics.

Matrix of minimum size

Let us consider a system of functional equa-
tions corresponding to a 2x2 matrix (8):

fl()\-xp 7\)( ) (111(7\,)f (xl, -~ ) + (9)
ta,(Mf(x, Xy,
fé(;\xp )\‘XZ" . ) - 6121(}\,)f‘(x1’ - ) (10)

+ a,,(Mf(x,, x,,...),

where the functions a,,(}), a,(A), a,(}), a,,(V)
are not known in advance.

We apply one-to-one
variables:

substitution of

t—x/x t—x/x

=lnx,1

=X /x.

Substituting
f(x17 2’
f(‘xlﬂ 2’

L=g(nx,x/x,...,x /x),

=g(nx, x/x ..., x /x)

instead of Egs. (9), (10), we obtain the equiva-
lent functional equations:

g(x+1nk, 1, t,...,1)=
=a, (Mg,(x, b, t,..., 1)+ (11)
ta,(M) g,x, b, t,... . 1),
g(x+Inh, t,t,..,t)=
=a, (Mg,(x, by, ty,...n t )+ (12)

+a22(7»)g2(x, 2° 3’ tn)'

After differentiating Eqs. (11), (12) with re-
spect to the variable A at the point A = 1, we
obtain ordinary linear differential equations with
constant coefficients with respect to the variable x:

(x,..)=a’ (1 )T
g (x,..)=a’,(Dg(x,...) 13)
ta ’12(1)g2(x9' . '):
x,..)=a’ (1 )T
g% ) =a’, (g (x,...) (14)

+a’,,(g,(x,...).
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The form of the analytical solution for
Egs. (13), (14) depends on the class to
which the eigenvalues of the matrix [la’ (1)]|
belong.

Mismatched real eigenvalues. Let the eigen-
values of the matrix (13), (14) be real and not
equal to each other. The general solution for
system of differential equations (13), (14) has
the form

g(x, 2° 3’ tn)_cll 2’ 3’ tn) exp(plx)+
tep(ty, L. 1) exp(p,x),
gZ(X, 2’ 3’ t)_CZI 22 3’ tn) exp(pzx)Jr
tey(ty, Ly..s 1) eXp(p x),
where ¢, ¢,, ¢,, ¢,, are some functions of

(n — 1) variables.
In this case, the functions f(x,, x,,..., X))
and f(x,, x,,..., x,) should have the form

Six XX )=

=xe (/X ., x /x) + (15)
+x,7%c,(X,/X ... X /X)),
S, X X)) =
=x e, (XX, x /X, x /x )+ (16)

p2
X, P2, (XX, XX ey

X /x,).

Because the functions x”' and x/? are lin-
early independent, substituting expressions (15)
and (16) into conditions (9) and (10) yields the
relations

M, =a, (Mec, +a,(Mc,, (17)
Mee,=a, (Mec, +a,(Mc,,, (18)
M, =a, (Mc, +a,,(Mc,, (19)
Mee,, =a, (Mc,, +a,,(Mc,,. (20)

Linear algebraic equations (17), (18) for
unknown functions a, () and a,(A) cannot
be linearly dependent (proportional to each
other), except for the degenerate case

=c,, =0,

which is of no practical interest, since the func-
tions A?' and A? are linearly independent.

Similarly, linear algebraic equations (19),
(20) for unknown functions a, (A) and a,,(})
are also linearly independent.
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Therefore, we can assume without loss of
generality that

A=c c

11722

—c.c, #0.

12721
In this case,

a; () = Nﬂ(cn zz/A) 1)
+ MA(—c,,c,,/A),
a12(7”) - Xpl(_cu 12/A) +)\‘p2(011 12/A) (22)
a,, (M) = N'(c,,c,,/N) @3)
+ NM2(—c,,c,,IA),
a,,(h) = N'(—c,,c,,/A) 24)

+ M2(c, 0,y N).

Since the functions a, (), a,,(A), a,, (L) and
a,,(1) should not depend on the set of variables

X, X,,...,x , and the functions
n
(/% 50X 1X ), € (/X 50X /X)),
Cy (/X X 1X ), € (3, 50X /X))

should not depend on A, the factors
c,.c./\ c.c /A c.c. /A c c [A

11722 12721 117127772 721722

are constants that do not depend on the given
set of variables or on A.
Therefore, the expressions

012:(011 22/A) (011 12/A)

ch - (cll ZZ/A) (021 ZZ/A)

must also be constants.
As a result,

¢, (x,/x,, x,/x

X /X)) =

h (x)/x,, x,/x,,

- X,[%),

111

c,(x,/x,, x,/x,

X [x)=

= 5,1,/ X,/X 5. 00y

x /x),

C,,(0,/x s X /X 50y X /X)) =

b (x/x,, X,/x .

),

211

Cop (0% 5 X,/X ey X /X)) =

hy(x,/x,, X,/X .

),

222
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where the values s,,, s,, s,, s22
constants; A (1, t,...,t), h (1, L,..
trary functlons of (n —1) Varlables

The final form that the general solution for
functional equations (9) and (10) takes is

are arbitrary
.,1 ) are arbi-

a, (M) =N+ (W= N")(=s,,5,,/A), (25)
a, (L) = W2=N")(s,s,,/A"), (26)
a, (M) = (W= N")(=s,,5,,/A"), 27)
@) =W+ QMg N,
f(xl’ 27" xn) -
= x5 b (x,/x, x3/x1, X X))+
s (29)
x P28 L h, (/X X/, X /X)),
S X ooy X)) =
x s b (cx, x/x ., x x )+ (30)
+ X728, (X%, XX, X /X)),
where
A - S11S22 S12S21 ;é O
and 8,15 S,55 Sy,» §,, are arbitrary constants; 4,(z,,

.t ) and hy(1, 1,,..

of (n — 1) Varlables

In the general case, some of the constants

in Egs. (25)—(30) are redundant because, for

example, the constant s, can be combined with
the function

.,1 ) are arbitrary functions

h(x,/x, X, /X .00 X /X)),
and the constant s,, with the function
hz(xz/xl, XX ey X /X)),

however, then the cases s, = 0 or s,, = 0
have to be considered separately. In particu-
lar, we can assume without loss of generality
that s, = s5,,= 1 in the general formulas, and
regard cases when s = s,,=0ors =0,s,=1
as degenerate.

Notably, Egs. (25)—(30) hold true even with
P, = p,= p, when they take the form

a, (V) =¥, a,0)=0,
a, (M) =0, a, (M) =¥,
f(xp 20° X ) =

=x/h (x,/x, x,/x,,..., X /X)),
S, X X)) =
=x"h(x,/x, x/x,,..., X /X)),

e., the solution splits into two independent
homogeneous functions of the same degree in
this case.

Equal real eigenvalues. Let the eigenvalues
of matrix (13), (14) be real and equal to each
other. The general solution for system of differ-
ential equations (13), (14) has the form

(‘x9 2’ cce tn) Cll 2° 33 tn) eXp(px) +
t) x exp(px);
021( 29 35 tn) exp(px) +

. 1) x exp(px),
¢,, are some functions of (n

+ clz(tz, Lysenos
gz(xa 20 35 t,,)

+ czz(tz’ l

where ¢, c,,
— 1) variables.
In this case, the functions

c21’

S Xy X)), f(X 5 X X))
should have the form
Si(xp, Xpse ) =
. (e/x, X /% 0, X Jx)) + (31)
+x (Inx, e, (x,/x,, x,/x ..., X /X)),
VACHE N
xPe, (e x, x/x ., x x)+ (32)

+x/ (Inx))e,,(x,/x, X/ ..., x /x)).

Because the functions x” and x/ (In x) are
linearly independent, substituting expressions
(31) and (32) into conditions (9) and (10)
yields the relations

a, ,(Me,, +a, M, (33)
a,,(Mc,, +a,(Mc,, =W(Ink)c,,, (34)
a,,(Mc,, +a,,(Mc,, =Nc,,, (35)
a, (Mc,, + a,,(Mc,, = ¥(Ink)c,,. (36)

Since the functions »» u A (InA) are lin-
early independent, linear algebraic equa-
tions (33), (34) for unknown functions a,,(})
u a,,(A), as well as linear algebraic equations
(35), (36) for unknown functions a, (1) and

39
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a,,(1) cannot be linearly dependent (propor-
tional to each other), with the exception of
the degenerate case ¢, = ¢, = 0, considered

separately.
Let
A= €116 €616y 7 0.

In this case,
a, (M) =N+ (1-1InA)(c,,c,,/N), (37)
a,(A) =N(1—Ink)(—,c,,/A), (38)
a,,(A) =N(1 —Inh)(c,,c,,/A), (39)
a,,(\) =N(1+(1-1nh) (—,,c,,/A)). (40)

Since the functions a, (), a,,(A), a, (A) and
a,,(1) should not depend on the set of variables
X, X,,...,x , and functions

. (6/x 5 X/ 5y X /X)),

x./x

clz(xz/xl, A P

, X /X)),
oy (XX 5 X/ ey X /X)),

x./x

czz(xz/xl, NA

L X /X))

should not depend on A, then the factors
€, /A, €,C,/A, czlczz/A,.c“cn/A are constants
that do not depend on either the given set of
variables or on A.

Therefore, the expressions ¢, : ¢, = (¢,,¢,,/A)
D (c,c,/A) and ¢, : ¢,, = (¢,,¢,,/D) = (¢, c,,/D)
are also constants, so that

(X%, X /X ey X /X)) =5

h,(x,/x,, x,/x

1 XX sy X /X)),

oy (X)X 5 X /X ey X /X)) = 5,

h,(x,/x,, x,/x

1 XX sy X /X)),

(XX, X /X ey X /X)) =5,

hy(x, /X, X, /X, X /X)),
Cop (X)X 5 X/ iy X /X)) =8

5y Py (X, /X, X /X,y X /X)),

where s, s, s, and s, are con-
stants that are not simultaneously
equal to zero; h(x,/x, Xx/X,.., X/X)

and h,(x,/x,, x,/x,,..., X /x,) are some functions
of (n — 1) variables.

40

>

The solution takes the final form

a,MN)=M1+(1- lnk)(slzszz/A*)), 41)
a, (M) =W —Ink)(=s,,s,,/A"), (42)
a,, (M) =¥ (1 - InA)(s,,s,,/A"), (43)

a,,(M) =M1+ (1 - Ink)(-s

S, x,,. ., xn) =

/NY)), (44)

11S22

=xPs b (x/x, x/x,..,x /x )+ (45)
+x(Inx))s A, (x,/x, X /x,,..., X /x),
S X X)) =

=xs, h(x,/x, x/x,....x [x)+ (46)
+x/(Inx,)s,,h,(x,/x, X /x,,..., X /x)),
where A" =, 5,, = 5,5, #0, 5., 5,,, 5,,, S,, are arbi-
trary constants, and 4,(1, £,,...,t) and A1, £,....t)

are arbitrary functions of (# — 1) variables.
Complex conjugate eigenvalues. Let the

eigenvalues of matrix (13), (14) be conjugate
complex numbers taking the form p * iw.

The general solution for system of differen-
tial equations (13), (14) has the form

g t,t,...,1)=
=c,,(t, t,,..., 1) cos(ox) exp(px) +
+c,(t,, 1., 1) sin(ox) exp(px);
g, b, )=
=c,,(t, t,,..., 1 ) cos(ox) exp(px) +

+ ey, L,y 1) sin(0x) exp(px),

where ¢, ¢,, ¢, are some functions of
(n — 1) variables.
In this case, the functions f u f, should have

the following form:
S X X)) =

.., X /x )cos(olnx, ) + (47)

C22

= p
xPe, (e,/x,, x/x .

P
+x e, (x,/x, x/x,

S, X X)) =

<o X [x )sin(olnx,);

=x/c,, (x,/x,, X /x,,..., x /x )cos(olnx,) + (48)

+x.rc, (X, /x., X./x

L€, (/% X, /x50 X /x )sin(wlnx, ).



\

Because the functions x/cos(wlnx) and
x/sin(olnx,) are linearly independent, substi-
tuting expressions (47) and (48) into conditions
(9) and (10) yields the relations

cll all(}\') + CZla12(7\') -

(49)

= NMc,,cos(wlnd) + Ve, sin(wlni),
2P an(;“) + czzalzo‘) - (50)

= Nc,,cos(wlnk) — Me, sin(wlnk),
cll aZl(}\') + CZlaZZ(;\') - (5 1)

=N c,,cos(wln}) + Ve, sin(wln}),
ClZa21(7\') + 0226122(}\’) - (52)

= Nc,,cos(wlnd) — Ve, sin(wlnd).

Linear algebraic equations (49), (50) for
unknown functions a,,(A)a,,(A) and linear al-
gebraic equations (51), (52) for unknown func-
tions a, (A)a,,(1) cannot be linearly dependent,
except the degenerate case

Cli=C =6 6™ 0,

which is of no practical interest.

Indeed, the functions A’cos(wln)) and
Msin(wln)) are linearly independent, while the
proportionality relations

Ci1- €12~ G- (_011)’

Cp1-Cyp = Coy e (_021)

for the right-hand sides of Egs. (49)—(52) can-
not be satisfied with nonzero values of ¢, c,,,
Cyps Cppe

Therefore, without loss of generality, we can
assume that

11°
21°

A= €112

—c.c,, #0.

12 721
In this case,

a (M) = Ncos(wlnk) +

(33)

+ Msin(olnd)((c, c,, + ¢,,¢,,)/A),
a,(AM) =—Wsin(olnd)((c,,* + ¢, ,*)/A), (54)
a, (M) =+ Msin(olnA)((c,,* + ¢,,?)/A), (55)
a,, (M) = Mcos(o In}) — (56)

— Msin(wlnd)((c,,c,, + ¢,,¢,,)/A).

12c22
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Since the functions a, (), a,,(A), a, () and
a,,(1) should not depend on the set of variables
X, X,,...,x , and the functions

e, (x/xp, x/x .0, X /X)),
(X, /x,, X% .00, X /X)),
Cy (X, /x5 X /x50y X /X)),

Coy (X)X 5 X/ 5y X /X))

should not depend on A, the factors

(c,,¢,FC,0,,)/A, (¢, M e P/,

11721 12022

(0212+0222)/A

are constants that do not depend on the given
set of variables or on A.
Substituting

e (x,/x,, x/x,..) =

xXJ/x.,...),

=h (x,/x, x,/x,,...) €08 h,(x,/x,, X,/x,,

(XX, X /x,..) =

X./x,...),

=h (x,/x, x,/x,,...) sin b (x,/x , x,/x,

Cy (X)X, X /x ,..) =

= h (x,/x, X,/x,...) sin h (x,/x,, X,/x,...),

(X)X, XX ) =

x./x

= h (x,/x,, X,/x ,...) €08 h (x,/x,, x./x,,...),

we obtain that the constants should be

tg (h,(x,/x , X,/ ,...) + h(X,/x, X,/x,...));

12 773

XX ,...).

10 Al Aqse s

h (x,/x,, x,/x ... )/ (x,/x

1°773
Therefore, after substitutions

h (x,/x,, x,/x,...) =5 h(x,/x, x,/x,...),

2277 TR 2277 TR

h (x,/x,, x,/x,...

) =5, h(x,/x

X X /X000,

h(x,/x, X /x ,...) = flx,/x,, x,/x

27771 1773 1"")+Sb’

h (x,/x

X XX ) = = flx,/x, X /x . ) s

d)
where s, s, s, s, are constants; h(xz/xl_, x,/
X, f%,/x,, x3/x1,..:)_ are auxﬂlary functions,
and after some additional equivalent transfor-
mations, we obtain the formulas

41
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¢, (x/x, x/x,...) =
5, h(x,/x , x,/x ,...) cos flx/x,, x,/x,...) =
— 8,00, /x, x/x .. sin flx/x, x/x . ),
C,(0,/x, X /X ,...) =
=+, h(x/x, x,/x,...) sin ix,/x , x,/x,,...) +
+ 5 ,h(x/x, x,/x ,...) cos flx,/x, X /x ,...);
c, (0 ,/x, X /x ,...) =
== s, hx,/x, x/x ,...) sin flx,/x , x,/x ,...) +
+ 5, h(x/x,, x,/x ,...) cos flx,/x, X /x,...);
(/% s X /X y.0) =
=+ 5,,h(x,/x,, x,/x,...) cos flx,/x , x,/x ,...) +

5, h(x/x,, x,/x ,...) sin fAx,/x , x./x ,...),
where s,,, s5,,, 5,,, 5,, are constants that do
not depend on the given set of variables or
on A.

Such a choice of parameterization for ¢,
€,y G5 €y, is redundant (obviously) because we
can establish, for example, s, = 1 and s, =0
practically without loss of generality, which

means that s, = 1 and 5,,= 0.
Besides, it is convenient to substitute

h(x,/x,, x,/x,,...) cos flx,/x,, x,/x,,...)

with h (x,/x,, x,/x,,...), and
h(x,/x,, x,/x ,...) sin flx,/x,, X,/x,,...)
with h,(x,/x,, X,/x,,...).

The final form that the general solution for
functional equations (9) and (10) takes is

a,,(A) = ¥cos(olnl) + ¥sin(wlni) x

* (57)
% ((S11S21 t Slzszz)/A ),

a,,(A) =—Msin(olnd)((s,,* +5,2)/A7), (58)

a,, (M) =+ Msin(wlnA)((s,,* +5,,5)/A"), (59)

a,,(A) = Mcos(olnh) — Msin(wlni) x 60)
% ((S11S21 T Slzszz)/A*)’

42

.
S Xpsens X)) = x P(s,, cO8(wnx, ) +
+ s, xsin(wlnx)h, (x,/x,, x,/x,,...) + 61)
+x,/(—s,,co8(wlnx,) +
+ 5, sin(wlnx,)) A (x,/x,, x,/x,,...),
S Xpsenny X ) = x (s, c08(wInx, ) +
+5,, x /sin(wlnx)))a, (x,/x,, x,/x,,...) + 62)

+x 7 (= s,,co8(wlnx, ) +

+ 5, sin(wlnx,)) A (x,/x,, x,/x,,...),
where
A= S11522 75125 70,

and s,, s,,, S,, S,, are arbitrary constants (par-
tially redundant); h(z, f,...,1), h(t, £,....t)

are arbitrary functions of (» — 1) variables.

Further steps

We can analyze other systems of functional
equations of the form (8) with matrices of finite
size by a similar scheme. However, complex
formulas with many variant branches appear as
a result of analysis; in our opinion, they have
no particular practical meaning.

Taking into account the analysis given in
this article for differentiable functions, all solu-
tions of functional equations of the form (8)
are linear combinations of functions taking the
form

fk’p(xl, Xyperiy X)) = 63)

= x,P(Inx))h(x,/x,, X /x,,..., X /x,),

which correspond to real eigenvalues p with the
multiplicity &, and functions taking the form

fc>k,,,(x1, X,,..., X ) = x(Inx )'cos(wlnx ) x )
X h(x,/x, X /X000 X /X)),

S 005 Xgoe 5 x,) = x(Inx Ysin(olnx, ) x )
X (XX, X,/X 000 X /X)),

which correspond to complex conjugate ei-
genvalues of the form p * i» of multiplicity
k, where h(t,, t,...,t) are some functions of
(n — 1) variables.

Regarding the theory on mutually ho-
mogeneous functions, we believe that it is
sufficient to analyze systems of functional
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relations corresponding to isolated funda-
mental chains of functions taking the form
(63) and (64), (65), instead of analyzing sys-
tems of functional relations with a general
form.

We plan to carry out further investigations
analyzing systems of mutually homogeneous
functions with infinite chains of functional
equations of the form (8).

The calculations in this paper were carried out
using the Wolfram Mathematica software [29].
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Using the method of laser triangulation as the base, a mobile high-precision sensor has been
created for measuring displacements and monitoring of the geometric parameters of workpiec-
es in production. Both the process of signal processing and the operation of the triangulation
sensor were accelerated many times owing to the architecture of processes, which was based
on a reduced set of commands using simple and effective instructions of the stm32f407vet6
microcontroller. The measurement procedure was carried out by searching for a laser spot,
calculating the center of the spot using the center of mass method, converting the centroid
into the metric and applying calibration tables. Sensor scan speed amounted to (3 — 5)-10° s7!.
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TPUAHTYNIALUOHHBIU OATYUK ONA USMEPEHUA
NEPEMELLEHMUA U BbICOKOTOYHOIO KOHTPOJI1 MAPAMETPOB
U3AEJSIUA HA NMPOU3BOACTBE

B.A. CmenaHoG, E.H. Mooc, M.B. llladpuH,
B.H. CaBuH, A.B. YMHSWKUH, H.B. YMHSWKUH

Psi3aHCKMI rocyapCTBEHHbI yHMBepcuTeT umeHn C.A. EceHuHa,
r. PsisaHb, Poccuiickas ®egepauus

Ha ocHoBe MeTonma ja3epHON TPUAHTYJISIIMM CO3JaH MOOMJIBHBIA BBICOKOTOUHBIN aaT-
YUK [UIST UI3MEPEHMST TepeMelleHUd U KOHTPOJISI T€OMETPUYECKUX MapaMeTpoB M3ACIMN Ha
MPOU3BOJCTBE. APXMTEKTypa TPOIIECCOB, MOCTPOEHHAs Ha COKpAallleHHOM Habope KOMaHII,
WCTOJB3YIOIINX TPOCThie U 3(PhEeKTUBHBIE MHCTPYKIIMM MUKPOKOHTpoJiepa stm32f407vet6,
obecrieyrBaeT MHOTOKpaTHOE YCKOPEHUE HE TOJbKO Ipolecca oOpabOTKM CUTHala, HO U pa-
0O0TBbI TPUAHTYJSILIMOHHOTO JaTyMka. [Ipouenypa M3MepeHus OCYLLIECTBISETCS MyTeEM IOMCKa
JIa3epHOro TISITHA, pacyeTa PacIlOJOXEHUs IIEHTpa MsITHA METOIOM IIEHTpa Macc, IepeBoja
LIEHTPOUIBI B METPUKY U MPUMEHEHUST KATMOPOBOUYHBIX Ta0biuil. JJOCTUTHYTass CKOPOCTh CKa-
HUpOBaHUS matuynka cocrtasisteT (3 — 5)-103 m3mepeHUit B CeKyHIy.

KiroueBble €0Ba: TPUAHTYISLMOHHBIN JATYMK, MUKDPOIPOLECCOP, JA3ePHbIA AUOM, LIEHTP
MITHA, UHTepdeiic, MOIY/Ib yIpaBIeHUS
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Introduction

The significance of this study stems from
the need for high-precision monitoring of the
movements of working bodies in machining
centers in production and development of
workpieces in such industries as engineering,
aerospace industry, military production, as well
as in other branches where precise control of
geometric parameters or positions of the objects
is required.

The triangulation method for measuring
the displacements, geometric dimensions
and roughness of workpieces with complex
surfaces [1 — 6] was used to develop a sensor
for measuring displacements and monitoring
the geometric parameters of workpieces in
dynamics, for example, on a conveyor, without
slowing down production. The sensor must
provide high accuracy for operation (control)
in various industries and a high scanning speed;
be compact and have a degree of protection
appropriate to the needs of enterprises. The
software can process signals from the measuring
channel of the sensor transferring the main
aspect in the development of applications from
hardware to software.

The principle of triangulation
distance measurement

The triangulation method of control is based
on calculating the required distance in terms of
the ratios in the triangle using known system
parameters. This allows to measure both the
relative change in the distance from the sensor
to the controlled object and its absolute value.

The triangulation scheme (Fig. 1) can
conditionally be divided into three parts: a
radiating (or lighting) channel, a controlled
surface, and a receiving channel.

The first part of the meter is a channel
consisting of a radiation source and an
objective lens, where a probe beam is formed
on a controlled surface. A laser diode with a
Gaussian distribution is typically used as such
a source. The objective lens consists of one or
more optical lenses. Its relative position and
the position of the laser diode determine the
setting of the emitting channel. To set up the
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laser module (for getting the maximum intensity
value), it is necessary to set the constriction to
the center of the measuring range and to center
the probe beam. The result of good adjustment
is a centered beam, whose width and intensity
vary symmetrically relative to the center of the
measurement range.

The second integral part of the triangulation
meter is the controlled surface. Any surface
reflects or scatters incident radiation. Scattering
of radiation by the surface of a controlled object
is used in triangulation as the basis for obtaining
information about the distance to this surface.

The triangulation sensor is intended for
measuring the distance from the selected
point on the probe beam axis to the physical
point on the surface with high accuracy.
Any controlled surface is characterized by
roughness, corresponding to the degree to
which the surface is smooth or uneven. The
required measurement accuracy is usually
inversely proportional to the roughness of the
surface monitored. In particular, the surface
roughness of microelectronic crystals and

2

— | Az
Fig. 1. Schematic diagram of a triangulation
meter:
the radiating and receiving channels /and 3, respectively;
the controlled surface (2); the displacements of the
controlled surface (Az) and a laser spot (Ax); the
distances from the controlled surface to the projection
lens (r) and from the lens to the photo detector ()



\

Experimental Technique and Devices

therefore the measured distance to them have a
scale of several micrometers. For example, the
accuracy required in the surveying industry is of
the order of hundreds of meters.

Industrial dimensional control consists in
determining the parameters of metal surfaces,
the required control accuracy ranging from
a few micrometers (in the nuclear industry)
to hundreds of micrometers (in the railway
industry).

Each surface also has the property of reflecting
or scattering incident radiation. Radiation
scattering by the surface of a controlled object
is used in triangulation as a physical basis for
obtaining information about the distance to
this surface. Therefore, the controlled surface is
an integral part of the triangulation measuring
system.

The third part of the triangulation meter is
the receiving channel, consisting of a projec-
tion lens and a photodetector. The projection
lens generates an image of the probe spot in the
plane of the photodetector. The larger the lens
diameter D, the higher its aperture. In other
words, the larger the lens diameter D, the more
intense the spot image, and the higher its qual-
ity. Depending on the specific implementation,
either a photodiode array or a position-sensi-
tive receiver is used for capturing the generated
image.

The triangulation meter shown in Fig. 2 op-
erates as follows. Emitting channel 7/ forms an
image of the light spot on controlled surface 2
(6 — 67). Next, the light scattered by the con-
trolled surface enters receiving channel 3. Thus,
an image of the illuminated portion of the con-
trolled surface (light spot) is generated in the

Fig. 2. Principle of operation of the triangulation
meter:
the laser (/); the lenses of the radiating (2) and the
receiving (3) channels; the dividing plate (4); the supply
system (J5); the images of a light spot on the controlled
surface (6 - 6")

plane of the photodetector. If the controlled
surface is displaced by Az (see Fig. 1), the light
spot in the plane of the photodetector shifts by
Ax. Dependence of the displacement Az of the
controlled surface on the displacement Ax of
the light spot in the plane of the photodetector
has the following form:

Az =r-sin@/sin(o—¢)
where
(p:arctg(A-Ax/(lJrB-Ax)),
A=sinB/r',B=—-cosP/r

rand " are the distance from controlled surface
2 to the projecting lens of receiving channel 3,
and that from the lens to the photodetector,
despite the fact that the controlled surface
is in the center of the range of displacement
measurements, respectively.

Software architecture
of microcontrollers with ARM core

The ARM core is based on RISC (Reduced
Instruction Set Computing) architecture, a
processor architecture built on the basis of a
reduced set of instructions), using simple and
efficient processor instructions that can be ex-
ecuted in a single cycle. The basic concepts of
RISC involve shifting the main emphasis in
developing applications from hardware to soft-
ware, since it is much easier to increase appli-
cation performance by software methods rather
than using complex hardware solutions. As a
result, programming of RISC processors im-
poses more stringent requirements for compiler
performance compared to CISC architecture
(Complete Instruction Set Computing, proces-
sor architecture with a wide range of different
machine instructions of variable length and dif-
ferent execution times). Microprocessors with
CISC architecture (for example, Intel x86) are
not so demanding on development software:
here the main emphasis is on hardware perfor-
mance. Fig. 3 shows these differences.

Considering RISC architecture in more
detail, we can see that it is based on the
following basic principles.

The system of instructions (commands) of
the processor. A standard RISC processor has
a limited set of instruction types, with each
of these instructions executing in a single
processor cycle. Individual software algorithms,
for example, division, are compiled entirely via
software development tools (compilers) or by
actual developers. Each processor instruction
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More powerful
processor required
CISC [ Compiler ]ﬁ:::{ CPU J
RISC | Compikr ~{ crU ]
More powerful
compiler required

Fig. 3. Architecture of RISC and CISC processes

has a fixed length, which allows to successfully
use the pipeline principle to select the next
instruction while the previous one is decoded.
In contrast, CISC processors have dif ferent
lengths and can be executed in several machine
cycles. Comparing two code snippets for CISC
and RISC processors, we can see that t he
RISC processor needs more instructions. On
the other hand, a large number of registers in
ARM processors allows computing operations
with several variables to be performed very
efficiently, since intermediate resul t s of
calculations can be placed in registe rs. In
addition, ARM processors can use multiple
access instructions for multiple memo r y
locations, which improves the perform a nce
of data read/write operations. Additi o nal
opportunities for increasing the performance
of ARM microprocessors are achieved by using
conditional execution instructions, when the
next instruction is executed only if the previous
instruction set certain flags in the p rogram
status register.

Instruction  pipeline. = Each  processor
instruction is processed in several stages,
which are performed simultaneously. Ideally,
in order to achieve maximum performance,
the instruction pipeline should move one step
in each machine cycle, and decoding of the
instruction can be carried out in one step of the
pipeline. This approach is different from that
adopted for CISC architectures where special
microprograms have to be executed to decode
instructions.

Using processor registers. RISC processors
have many common registers. Each of the reg-
isters may contain data or a data address in
memory; therefore, registers are local data stor-

50

ages during all operations in the processor. For
comparison: CISC processors have a limited
set of registers, each with a separate functional
purpose, which is why many CISC instructions
use a memory cell as one of the operands. For
example, the ADD instruction where one of
the operands was a memory cell was used for
adding two numbers for CISC Intel x 86 pro-
cessors. Such an instruction requires a lot of
machine cycles, reducing the performance of
the application, especially if such instructions
are used in cyclic calculations. Despite signif-
icant differences in architectures, the RISC
and CISC architectures are gradually becoming
similar. For example, CISC microprocessors
are implemented according to RISC principles
at the microprogram level. That increases the
speed of microinstructions.

The microcontroller stm32f407VET6 and the
electrical circuit of the receiving channel

Microcontroller stm32f407VET6. General
characteristics of the microcontroller used for
operations with the ARM?7 core are presented
below.

ARM 32-bit Cortex-M4 CPU:;

Clock frequency 168 MHz, 210 DMIPS /
1.25 DMIPS / MHz (Dhrystone 2.1);

Support for DSP instructions;

New high-performance AHB-matrix tires;

Up to 1 MB of Flash memory;

Up to 192 + 4 kB SRAM-memory;

Supply voltage of 1.8 — 3.6 V (POR, PDR,
PVD and BOR);

Internal RC-generators at 16 MHz and 32
kHz (for RTC);

External clock source of 4—26 MHz and of
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32.768 kHz for RTC;

SWD/JTAG debugging modules,
module;

Three 12-bit ADCs on 24 input channels
(speed up to 7.2 megasamples, temperature
sensor);

Two 12-bit DAC;

DMA controller for 16 streams with support
for packet transmission;

17 timers (16 and 32 categories);

Two watchdog timers (WDG and IWDG);

Communication interfaces: 12C, USART
(ISO 7816, LIN, IrDA), SPI, 12S;

CAN (2.0 B Active);

USB 2.0 FS/HS OTG;

10/100 Ethernet MAC (IEEE 1588v2, MII
/ RMII);

SDIO controller (SD, SDIO, MMC, CE-
ATA cards);

Digital camera interface (8/10/12/14-bit
modes);

FSMC-controller (Compact Flash, SRAM,
PSRAM, NOR, NAND and LCD 8080/6800);
hardware random number generator;

Hardware CRC calculation, 96-bit unique
ID;

AES 128, 192, 256, Triple DES, HASH
(MD5, SHA-1), HMAC encryption module;

Extended temperature range of 40 — 105 °C.

This controller is selected based on the
following parameters:

(i) High performance. High performance is
necessary for fast operation of the algorithm for
calculating the position of an object.

(ii) High frequency of the core and periphery.
The operating frequency of the microcontroller
is 168 MHz, which makes it possible to
interrogate a linear image sensor with a high
frequency, and also allows peripheral data
transmission modules to operate at high speeds.
The core and peripheral frequencies can be
flexibly tuned in this family of controllers,
which affects the power consumption of the
controller.

(iii) Large number of peripherals. We are
primarily concerned with the periphery for data
transmission in this study. At the same time,
the controller has a large set of different data
transfer interfaces, which makes the sensor
universal.

Ethernet. The unit is made strictly according
to the IEEE802.3 standard. It is possible to
transfer data at a speed of 10/100 Mbit/s. Clock
synchronization is available: the IEEE1588 v2
protocol is implemented in hardware for this
purpose. A fiber optic or copper line requires

ETM

a third-party transceiver. The PHY transceiver
connects directly to the MII or RMII port.

USB (Universal Serial Bus). The system
has two separate USB blocks. The first
one is USB OTG full-speed, which is fully
hardware-implemented and compatible with
USB 2.0 standards, as well as OTG 1.0. The
USB operates at speeds up to 12 Mbit/s. It is
supported in Host/Device/OTG mode. Session
Request Protocol (SRP) and Host Negotiation
Protocol (HNP) are included.

The second block, USB OTG high-speed,
operates in Host/Device/OTG mode with
a high speed of 480 Mbps; a transceiver unit
operating at high speed through a special ULPI
interface is required for this purpose.

USART (Universal Synchronous Asynchronous
Receiver Transmitter). Four USART units
and two UART (Universal Asynchronous
Receiver Transmitter) are integrated in the
microcontroller. USART1 and USART6 units
allow high-speed data exchange at speeds up to
10.5 Mbit/s. Others support a speed of no more
than 5.25 Mbit/s. Thanks to USART, standards
such as RS323 and RS485 can be used in the
sensor.

Linear Image Sensor ELIS-1024. The
ELIS-1024 linear image sensor from Dynamax
imaging is used as a photosensitive sensor in the
system. This sensor is selected due to its high
speed, sufficient resolution with simple controls
and low cost.

Its main features are low cost; programmable
resolutions of 1024, 512, 256, 128 pixels; high
sensitivity; low noise level; clock frequency
from 1 kHz to 30 MHz; low dark current;
fully customizable clock frequency and frame
rate; electrical characteristics: supply voltage
of 2.80 — 5.50 V; current consumption of 25
mA; supply voltage of the digital part of 5 V;
minimum voltage of the upper logic level of
0.6 V; maximum clock frequency of 30 MHz;
saturation output voltage of 4.8 V; output dark
voltage of 2.1 V.

This sensor has a resolution control function.
The resolution of the sensor can be at 1024,
512, 256, 128 pixels. This is convenient when a
high measurement speed is needed.

Eight digital signal lines were created from
the microcontroller to operate the sensor:

M1 and M2, controlling the resolution of
the sensor and the frame rate and controlled by
the table;

Pin PCO-PC5 for operating the image
sensor ELIS-1024;

RST (Reset) resets the pixel values and
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translates the origin of the pixels to the zero pixel;

SHT (Shutter) is a shutter used to control
the exposure of the image sensor;

DATA triggers the image sensor to issue
pixels;

RM-pin controls the operation mode of the
image sensor, it is directly connected to the
total equipment.

Pin CLK are clocking the image sensor; all
processes, including laser modulation, occur
in the sensor by the clock cycles of this pin;
analog signal is used to synchronize with the
AD9203 ADC and the microcontroller.

Analog-to-digital converter ADC (AD9203).
Data transfer interface (RS485) and receive
channel circuit. ADC is an important part
of the sensor, the accuracy of measurement
directly depends on its conversion accuracy
[7, 8]; moreover, it must be fast enough to be
able to convert all the signals. We have selected
the AD9203 of ADC architecture from Analog
Devices. This ADC has a sampling rate of 40
megabytes per second and an accuracy of 10
bits. The ADC transmits data through a parallel
interface, which provides greater speed and ease
of communication with the microcontroller.

The sensor has several data transfer interfaces
for communication with other devices. One of
them is UART with the RS485 standard of
logical levels. RS485 is a half-duplex multipoint
serial data interface. Data transfer is carried out
via one pair of conductors using differential
signals. The voltage difference between the
conductors of one polarity means a logical
unit; the difference of the other polarity is zero.
RS485 is implemented using the MAX485 chip.

A block diagram for the connection (Fig.
4) and a printed circuit board (Fig. 5) were
developed to combine all MCs and other ele-
ments of the receiving channel, including the
ADC (AD9203) and the data transfer interface
(RS485).

Figs. 4 and 5 show the functional and
electrical connections between the main blocks
and nodes of the electrical circuit of the receiving
channel of the triangulation displacement
sensor. Evidently, all the electrical connections
between the units, including the laser control
modules and the ELIS-1024 linear image
sensor, are subordinated to the stm32f407VET6
microcontroller.

The electrical circuit was developed in
P-CAD (software for Computer Aided Design
of electronics by Personal CAD Systems Inc)
intended for design of multilayer printed circuit
boards, computing and electronic devices.
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P-CAD includes two main modules: P-CAD
Schematic (graphic editor of circuit diagrams)
and P-CAD PCB (graphic editor of printed
circuit boards), as well as a number of auxiliary
programs.

Software STM32Cube TX program.

The STM32Cube TX program is used
to configure and further operate the MCs
(microcontrollers) and initialize the code of
different elements in the circuit board circuit
of the receiving channel of the triangulation
displacement meter. The program allows to
select the necessary MC, specify the clock
sources of different buses, initialize the pins,
including timers, configure the interrupt. All
this is done in graphical mode. The STM32Cube
TX program does not allow for errors for
operations with hardware. The programmer
needs to concentrate directly on solving applied
problems: measuring displacements.

The stm32f407vet6 microcontroller is used
in the sensor, so ARM Cortex M4 is selected
in the Core tab, stm32f4 is in the Series one,
stm32f407/417 is in the Line one, LQFP100
is in the Package one. The clock system is
configured in the Clock-Configuration tab.
The clock of the microcontroller is fully
configurable in the STM32Cube TX program.
The source of clock signals in this study is an
external quartz (8§ MHz) generator. At the same
time, the system clock frequency (SYSLK) is
set to 168 MHz, which is the maximum for our
microcontroller.

Asynchronous operation mode is selected to
connect the USART serial interface (Universal
Asynchronous Receiver-Transmitter) in the
USART] tab; data transfer at a speed of 11500
Bit/s and a data library are connected via USB
Full Speed; the integrity of bit parity data is
automatically controlled and the parity control
is different. When the sum of the number of
unit bits in a packet is an even number, and
when this sum is odd, USB interruptions are
cleared automatically.

Operation of the linear image sensor ELIS-
1024. The ELIS-1024 linear image sensor
operates in frame-by-frame synchronization
mode, when new exposure is set for each new
frame.

Data is written to an 8-bit data array with a
dimension of 1024 mass-elements [9].

One important point should be noted. The
microcontroller operates on 3.3 V, respectively,
and the logical unit (high level) will be 3.3V,
and the ELIS-1024 image sensor needs 5 V logic
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Fig. 4. The electrical block diagram of the receiving channel:
1 is the supply system; 2 is the analog-to-digital converter; 3 is the microcontroller stm32f407vet6; 4 is the
interface logic levels RS485 (the main elements of one); 5 is the operational amplifier; 6 is the linear image sensor;
7 is the laser control module; & is the data transfer interface

g N s

_ e ! ‘.}’L

Fig. 5. Appearance of the receiving channel (the face (@) and the back (b)
of the finished printed circuit board with elements);
1 to 4 positions correspond to Fig. 4

levels for normal, fast operation. Therefore,
a new level converter should be used. The
74AVHCTO4AMTCX chip from Fairchild
Semiconductor was chosen. In fact, this is not
just a converter but also an inverter of levels
(6 inverters). This microcircuit was used in the
study because it can operate with the required
frequencies and voltages. Since the applied
microcircuit is an inverter, this is taken into
account in the image sensor control function:
all signals are inverted. While unity was first
supplied earlier for the DATA signal, followed

by zero, first zero and then unity is supplied
after inversion from the microcontroller.
Processing data from a linear image sensor
and calculating distance. After a data array is
obtained, it should be processed. According to
the triangulation method for finding distance,
the beam reflected from the surface of the ob-
ject passes through the optical system to a linear
image sensor. The position of the laser point on
the image sensor depends on the distance from
the object to the sensor, which is how distance
to the object is determined. Therefore, the dis-
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tance to the object can be calculated after ob-
taining data from the image sensor. A graph
constructed of data from the linear image sen-
sor clearly shows the laser spot, provided that
there is an object in the range visible by the
sensor (Fig. 6). The spot has the form of a nor-
mal (Gaussian) distribution.

Distribution of the spot can be analyzed to
find its exact position on the matrix, which is
then translated into the distance to the object.
There are several ways to do this.

We used the method for finding the center
of mass for a system of material points to cal-
culate the center of the spot in this study. This
method allows to calculate the center of the
spot with great accuracy that is higher than the
resolution of the matrix pixels. The formula for
the calculation is as follows:

_Zml.-xl.
Zmi

where x . is the center of the laser spot on the
linear image sensor, m, is the value of the i-th
pixel of the spot, x, is the coordinate of the i-th
pixel of the spot.

The center value is calculated only for a
region of the spot on the data array with a
linear image matrix. The numerator in the
function calculating the centroid (the center
of the laser spot) is multiplied by 10 because
the microcontroller takes longer to perform
calculations with fractional numbers.

Application of such a solution allows to
perform calculations with larger numbers, it
does not matter for the microcontroller how
big the number is, allowing to maintain the
accuracy of the calculations as a result.

The next steps are to convert the centroid

Xc

Light intensity, a.u.

M
8
6
4
2
>
0 3 6
X, mm

2

Fig. 6. Laser spot graph (plots of the light intensity
versus the x coordinate)
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into the metric and convert the position of the
laser spot in pixels on the linear matrix into the
distance in mm to the sensor. The dependence
of the laser spot position (pixels) on the spot
— object distance (mm) (it was found from the
general optical scheme (see Fig. 7). Calibration
tables are introduced to convert distances from
subpixels to millimeters.

The accuracy of conversion in millimeters
depends on the number of elements in the
calibration table. The number of table elements
in this study was 32.

The bisection method (half division method)
was used to search for the range. The half division
method allows to exclude half the interval after
the each iteration. It is assumed within this
method that the function is continuous and
has a different sign at the ends of the interval.
After the value of the function is calculated
in the middle of the interval, one part of the
interval is discarded so that the function has
a different sign at the ends of the remaining
part. Iterations of the bisection method stop if
the interval becomes sufficiently small. Since
there are 32 values in the calibration table,
the method allows to find the interval in just 5
iterations, regardless of the centroid value.

The code of this function consists of about
250 lines, so only part of the code is given.
Despite the large code size, the program runs
very quickly.

The optical scheme of the displacement sensor
The optical scheme [10] is shown in Fig. 8.
According to Fig. 8, the distance D from the

laser (L) to the subject of inquiry (SI) can be

found as follows:

_h
tan®’

where & is the distance between the image
sensor (LIS) and the laser (L), 0 is the angle
between the laser beam and the laser point.

The angle between the laser beam and the
returned laser point can be calculated from this
formula:

0 = pfc - rpc + ro,

where pfc is the number of pixels from the
center of the focal plane, rpc is the radian per
pixel pitch, ro is the radius offset.

A high reading speed allows to track the
position of moving objects, and the resulting
accuracy can reach an error of one thousandth
of the distance.

An interference filter of 650 nm is installed



Experimental Technique and Devices

N, pix -
[ [iklei] |
10000 | 867
9400 |
L] | i
RALO 1 /’
BoCo | 76

7400
o0
/400
&)
2500
iy
&40
2000
M
3020
il
2000
1500
1620

w00

[ L]
X, mm

Fig. 7. Plots of the spot position versus the distance from the laser to the measured object
(calibration chart)

Fig. 8. Optical design of the displacement sensor:
SI — subject of inquiry, L— laser, LF — light filter, LIS — linear image sensor.
Geometric parameters are shown

in front of the lens, which does not transmit
light of unnecessary wavelengths, to reduce
the influence of external factors and increase
accuracy.

Conclusion
The result of the study is a compact
triangulation  displacement measurement

sensor that we have created.
The accuracy of the sensor is 15 — 20 pum,

this accuracy is achieved only through cor-
rect selection of optics, high-quality filter,
accurate calibration on precision equipment,
such as CNC machines with digital linear
encoders.

The scanning speed is from 3 to 5 thou-
sand measurements per second, which meets
most of the needs in the industry. Scanning
can be carried out directly on the conveyor
without slowing down production.
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performed using constant temperature anemometer and resistance temperature detectors. The
experimental data was compared with numerical simulation one obtained through solving the
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3KCNEPUMEHTA/IbHOE UCCNEONOBAHUE TEYEHUA B 30HE
BJINMSAHUA LUUJIUHAPA, NOTPY)XEHHOIO
B CBObOHOKOHBEKTUBHbIXA MOrPAHUYHbIN C/IOU
HA BEPTUKAJIbBHOM MOBEPXHOCTMU

10.C. YymakoB, A.M. JleBueHs, E.®. XpanyHoB
CaHkT-MNeTepbyprckuii NONUTEXHUYECKUI YHUBEpCUTET lMNeTpa Benukoro,
CaHkT-TNeTepbypr, Poccuiickas ®eaepauus

IIpencraBieHbl HOBBIE 3KCIIEPUMMEHTAJIbHBIC JaHHBIE, KOJIMYECTBEHHO XapaKTepU3YIOIue
MMOJII OCPEIHEHHON IO BPEMEHM CKOPOCTHU, OCPEIHEHHON TemIlepaTypbl, MHTEHCHBHOCTU
MyJIbcalluii CKOPOCTU W TEMIEepaTypbl, a TakKe KOpPEISIUU TyabCalluii CKOPOCTH U
TeMIIepaTypbl B OKPECTHOCTH KPYIJIOTO LMJIMHAPA, YCTAHOBJIEHHOTO HAa BEPTUKAJIbHOM HarpeToil
IMOBEPXHOCTU, Ha BBICOTE, COOTBETCTBYIOLIECH Pa3BUTOMY TYpPOYJIEHTHOMY PEXUMY TE€UCHMUS.
CucreMaTu4ecKue M3MEpeHus B CpeaHeil BepTUKAIbHOM (IIpOXoasilieil yepe3 oCh LMJIMHAPA)
IUTOCKOCTH BBINIOJTHEHBI METOJaMU TEPMOAHEMOMETPUM U TEPMOMETpa COIPOTUBJICHUS.
ITpoBeneHo cpaBHeEHME M3MEPEHHBIX MpOdUIeH OCPeATHEHHOW CKOPOCTM M TeMIlepaTyphl C
pe3ybTaTaMy YMCJIEHHOTO MOJIEJTMPOBAHUS HAa OCHOBE ypaBHeHMI PeitHonbaca. JloCTUTHYTO
XOpolllee COOTBETCTBUE OIIbITHBIX M PACUETHBIX JaHHBIX, KOTOpbIe B LIEJIOM YKa3bIBalOT Ha
KapJAMHAJIbHYIO TIEPECTPOUKY TEUEHUs KaK Tepel UWIMHIAPOM B objactu (HOPMUPOBAHUS
IMOJKOBOOOPA3HBIX BUXPEBBIX CTPYKTYP, TaK U 3a MPEISITCTBUEM, B OJIVXKHEN OTPHIBHOM 30HE
M 30HE BOCCTAHOBJICHMSI CBOOOTHOKOHBEKTMBHOTO MPUCTEHHOTO TCUCHUS.



4St. Petersburg State Polytechnical University Journal. Physics and Mathematics 13 (1) 2020

>

Knouesbie cioBa: Kpymiblii HMJIMHAP, CBOOOJHOKOHBEKTUBHBIN TEILUIOOOMEH, MOTPAHUYHbBII

CJIO, TEPMOAHEMOMETPHUSI, 30HA BIUSHUS

Ccpuika npu nutapoannn: Yymakos F0.C., Jlepuens A.M., XpamyHos E.®D. DkcniepnMeHTaIbHOE
MCClIeJOBaHNE TeUeHWS B 30HE BIUSHUS [IUJINHIPA, OTPYXKEHHOTO B CBOOOJTHOKOHBEKTUBHBIN
MOTPAaHWYHBINA CJI0M Ha BEPTUKAJIBHON moBepxHOCTH // HayuyHo-TexHMYeckue BeOOMOCTH
CIIoI'T1Y. ®dusuko-mareMarndyeckue Hayku. 2020. T. 1 Ne .13. C. 66—77. DOI: 10.18721/

JPM.13106

Cratbst OTKpBITOTO mAocTymna, pacrpoctpaHsemas mno juieHsun CC BY-NC 4.0(https://

creativecommons.org/licenses/by-nc/4.0/)
Introduction

Characteristic features of heat transfer in
case of turbulent natural convection devel-
oping on vertical heated surfaces are very
important for different applications, such as
cooling large surfaces of heat exchangers,
construction of high-rise buildings and struc-
tures, fire safety, energy industry, safety of
nuclear reactors, etc. Many studies consider
the problem of a turbulent natural-convec-
tive boundary layer developing along a ver-
tical heated plate as a simplified model of
such flows.

Most experimental studies on the bound-
ary layer with natural convection analyzed air
flow at relatively small differences in absolute
temperature (not exceeding 30% of the am-
bient temperature). The main parameters of
the flow and heat transfer, such as profiles of
mean temperature and mean velocity distri-
butions, shear stress on the wall were mea-
sured by Warner and Arpaci [1], Cheesewright
[2], Pirovano et al. [3], Smith [4], Tsuji and
Nagano [5], Chumakov [6, 7]. The experi-
ments measuring different turbulence char-
acteristics were carried out by Smith [4],
Cheesewright and Doan [8], Miyamoto et
al. [9], Cheesewright and Ierokipiotis [10],
Tsuji and Nagano [5, 11], Nikolskaya and
Chumakov [12], Kuzmitskiy et al. [13]. The
accumulated experimental results can be gen-
eralized, contributing to a deeper understand-
ing of the basic properties of the flow and
the specifics of the turbulent regime for this
general case.

The natural-convective boundary layer
formed on a heated vertical surface can be
substantially disturbed by a single obstacle or
a combination of several obstacles in many
practical applications. Industrial structures
or residential buildings (large-sized contain-
ers for storing spent nuclear fuel, buildings
with solar panels, etc.) can act as such mac-
ro-roughnesses. In some cases, obstacles are
deliberately introduced into the natural-con-
vective boundary layer in order to control or
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control its behavior and thus intensify heat
transfer. Refs. [14—16, 17] are examples of
such studies. A system of vertical fins is typ-
ically installed on the heated surface to im-
prove heat transfer in the natural convective
regime. A recent focus has been on V-shaped
fins capable of susbstantially enhancing heat
transfer [18—20]. There is much interest
towards problems of flow control and heat
transfer enhancement in boundary layers
evolving on extended vertical heated plates
under turbulent natural convection. Some is-
sues related to using fins of different heights
for enhancing heat transfer were studied ex-
perimentally in [21, 22]. Ref. [23] compared
the effectiveness of enhancers in the form of
a long plate and a series of short plates lo-
cated at the same distance from each other
and mounted across the boundary layer flow.
The experiments carried out confirmed that
using a transverse row of short plates can
help achieve greater disturbance of the flow
in the wake of these obstacles, significantly
enhancing heat transfer.

Flow structure and heat transfer in front
of a semi-infinite cylinder piercing the tur-
bulent natural convective boundary layer
formed on a vertical heated surface were
considered in [24, 25]. Particular attention
was paid to using RANS-based three-dimen-
sional simulations to study the effects from
horseshoe-shaped vortex structures. Ref. [26]
reported on an extended RANS-based study
of for the case of a cylinder of finite height
disturbing the boundary layer. The authors
analyzed the influence of cylinder height and
thermal conditions on the cylinder surface,
transforming the flow structure and heat
transfer in the front and rear parts of this
cylinder.

In this study, we measured the mean and
fluctuation characteristics of the velocity
and temperature fields near a circular cylin-
der mounted on a vertical heated surface at a
height corresponding to developed turbulent
flow, analyzing the obtained data.
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Experimental setup

Experimental studies were carried out
with the testbed set up in the Laboratory of
Hydroaerodynamics of the Institute of Applied
Mathematics and Mechanics at Peter the Great
St. Petersburg Polytechnic University in the
1990s [6, 7], modernized in the last three years
(Fig. 1). Natural-convective airflow is gener-
ated by vertical aluminum plate 4 90 cm wide
and 495 cm high. 25 heaters (not shown in Fig.
1) are mounted on the back side of the plate;
they are controlled by an electronic system ca-
pable of maintaining the thermal regime set for
a long time.

Setting a specific heating mode for each of
the 25 sections, we can simulate different laws
for heating the surface along its height, in par-
ticular, giving a constant surface temperature.
Because the plate is very high, all three regimes
of airflow, i.e., laminar, transitional, and fully
developed turbulent can be simulated up to the
Grashof number of 4.5-10!!,

A coordinate device is used to move measur-
ing sensor /3 in the evolving flow; it provides
accuracy of about 0.5 mm for motion along the
vertical coordinate X, and of about 0.001 mm
along the coordinate Y normal to the surface
(across the boundary layer); the sensor moves

along the normal coordinate using stepper mo-
tor /4 by a preset algorithm. Flow parameters
are measured fully automatically in one section
of the boundary layer.

Notably, sensor /3 can move across the
boundary layer with such high accuracy only in
one direction, for example, away from the sur-
face. The algorithm moving the sensor to the
first point near the surface uses a reversible form
of motion, greatly reducing the accuracy with
which the coordinates of this point are deter-
mined. The accuracy with which the normal
coordinate of the first measurement point was
determined in this study was not worse than 0.1
mm. The sensor subsequently moves in one di-
rection and the accuracy of movement corre-
sponds to that given above (0.001 mm).

The same procedure is used for measuring
velocity and temperature at a given point in
space. It consists in the following. The analog
signal corresponding to temperature (or veloc-
ity) is digitized using an analog-to-digital con-
verter by the parameters set: sample number (V)
and sampling rate (Hr). N = 2000, and Hr =
100 Hz in our study; thus, the signal processing
time at a given point is 20 s. Next, the mean
and root-mean-square (RMS) fluctuation of the
given quantity are found.
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Fig. 1. Schematic of test bench with heated vertical plate and coordinate device:
upper mount /; vertical supports 2; cables 3 of temperature sensors; heated plate 4; side curtains 5
foundation 6; lower hinge mount 7; rear curtain &, electric motors 9 and 75; cable /0; guide posts /1;
fixation system /2 for sensor holder; probe 13; stepper motor /4; movable carriage 16
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Measuring section
and measurement procedure

We considered the region of interaction
of a fully developed turbulent layer with a
three-dimensional obstacle in the form of a
poorly conducting (adiabatic) cylinder 40 mm
in diameter, with the same height (Fig. 2, a).
The cylinder was mounted at a height of 1800
mm, measured from the leading edge of the
plate, which corresponds to a Grashof number
(determined by the standard technique) of ap-
proximately 2-10'° with the plate heated to 60
°C and the ambient air temperature of about
26 °C. The layer flowing onto the cylinder is
turbulent with the given Grashof number, and
its thickness is approximately four times the
height of the cylinder.

We used a thermal anemometer (TA) and
a resistance thermometer for systematic com-
bined measurements of mean velocity and tem-
perature fields in the vertical midplane (passing
through the cylinder axis), the intensity of ve-
locity and temperature fluctuations and their
correlation.

If velocity is measured by the TA in noniso-
thermal flow, the anemometer readings should
be interpreted taking into account the effect of
temperature. The given flow is characterized by
low mean velocities and a high level of fluctu-
ations, so the current velocities measured by
the common method of thermal compensation
by mean temperature can be largely inaccurate.
The original method of thermal compensation,
described in [27], was used for measurements
in our study. According to this method, the TA
reading corresponding to the current velocity
at a given point in space is interpreted tak-
ing into account the current temperature at the
same point. We used a special calibration setup
[27] with uniform motion of the sensor along
unevenly heated still air. The setup allows to
calibrate the sensors at velocities from 1 to 50
cm/s with air temperatures ranging from 20 to

>

80 °C. Calibration results are represented as the
voltages from the TA depending on flow veloc-
ity, and the coefficients in this dependence are
functions of temperature.

Thus, to measure velocity in nonisothermal
flow, the probe must consist of at least two sen-
sors. One sensor (cold wire) is used to measure
temperature, and the other (hot wire) is used to
measure voltage, depending on the velocity and
temperature of the flow. The measured tem-
peratures are used to determine the calibration
coefficients and calculate the velocity at a given
point in the flow.

Fig. 2, b shows a photograph of a two-wire
probe used in this study to measure the current
values of temperature and velocity. Tungsten
wires 5 um in diameter and 3.5 mm long serve
as sensitive elements. The probe is oriented so
that the cold wire is upstream of the hot wire:
this reduces the effects from the thermal “mi-
croflow” from the hot wire. Both wires are lo-
cated horizontally parallel to the plate surface,
so the probe can be brought very close to it. It
should be borne in mind that the given location
of the velocity sensor (hot wire) corresponds to
the measured magnitude of the current velocity
vector lying in the vertical midplane.

Measurement results and discussion

Flow parameters measured in several nor-
mal sections in front of the cylinder and behind
it are shown in Figs. 3—5. Notably, the “tem-
perature” and “velocity” wires of the sensor are
spaced 2 mm apart; as noted above, the velocity
wire is located above the temperature one. This
explains the small shifts in the vertical coordi-
nate X on the distributions of different measured
quantities. The distributions here and below are
marked by the distance dX from the correspond-
ing measuring wire to the nearest (leading or
trailing) edge of the cylinder. The distance to
the plate along the normal to it is normalized
to the height of the cylinder A= 40 mm.

Fig. 2. Fragments of experimental setup: plate a with cylinder mounted on it
(the measuring probe can be seen nearby); two-wire probe b for simultaneously measuring
the current values of flow velocity and air temperature.
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vertical lines indicate the position of the cylinder end
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Fig. 3 shows the distributions of mean veloc-
ity and its fluctuations. The vertical line marks
the position of the cylinder end in this and the
following figures with experimental data. The
statistically two-dimensional natural-convective
boundary layer developed on the plate, with the
maximum flow velocity of about 0.4 m/s, slows
down as it approaches the leading edge of the
cylinder (Fig. 3, a), while an increase in ve-
locity magnitudes is observed in the region y/A
> 1 in the three sections nearest to the leading
edge, which corresponds to the zone where the
flow through the end of the cylinder acceler-
ates. The region of accelerated flow above the
end persists in the first sections after the trailing
edge in the near wake behind the cylinder (Fig.
3, b), and a substantial decrease in the velocity
magnitude is observed near the surface, in the
stagnation region of the cylinder, as well as in
front of it, especially in recirculation zone. The
natural-convective boundary layer is gradually
restored downstream. Fig. 3, ¢, d shows indi-
vidual measured distributions of RMS velocity
fluctuations. Unfortunately, the TA method
does not allow to reliably measure the velocities
in the immediate vicinity of the highly conduc-
tive wall. In our case, the thickness of the “for-
bidden zone” is about 2 mm, which corresponds
to 5% of the obstacle height.
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Similar to Fig. 3, Fig. 4 shows the distribu-
tions of mean temperature and its fluctuations in
the sections in front of the cylinder and behind
it. The temperature distributions in most sections
in front of the cylinder and far from it are very
similar. The temperature distributions appear to
be somewhat less monotonic near the leading
edge of the obstacle, and a significant local de-
crease in temperature is observed at a distance
of several mm in front of the edge (in the region
less than 10% from the cylinder height). The re-
sults of numerical simulation given in [26] indi-
cate that this decrease corresponds to the region
where a horseshoe-shaped vortex structure forms,
with relatively cold flow from the outer part of
the boundary layer attaching to the surface of the
plate under the action of a horseshoe-shaped vor-
tex. Greater stratification between the distribu-
tions in different sections is observed in the wake
of the cylinder (Fig. 4, b). The flow is well-mixed
in the recirculation area close to the trailing edge
of the obstacle, warmed by heat from the hot
surface of the plate. The temperatures observed
downstream, behind the point where the bound-
ary layer that separated in front of the obstacle at
a relatively small distance from the plate (for ex-
ample, at a normal distance of about 10% of the
cylinder height) reattaches, are significantly (10°)
lower than those characteristic for an undisturbed
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Fig. 6. Comparison of experimental data (symbols) with RANS-based numerical simulation (solid lines):
the mean normalized flow velocity in front of the cylinder (a) and behind it (b) are shown,
as well as the mean dimensionless air temperature in front of the cylinder (¢) and behind it (d);
dX are the distances from the corresponding measuring wire to the nearest cylinder edge
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boundary layer at this distance from the plate.
The temperature distribution is gradually restored
further downstream, corresponding to the case of
an undisturbed boundary layer.

The distributions of RMS temperature fluc-
tuations shown in Fig. 4, ¢ and d, as well as the
distributions shown in Fig. 5 for the normalized
correlated fluctuations of velocity and tempera-
ture make it possible to compare the positions of
the fluctuation peaks in front of the cylinder and
behind it, and also to estimate the general mag-
nitude of these quantities.

Comparison of experimental results
with numerical simulation data

It is of interest to compare the obtained ex-
perimental data with the recently published re-
sults on numerical simulation of the flow under
similar conditions [26]. The numerical study in
[26] reports on the structure of three-dimensional
flow and heat transfer in the vicinity of a circular
cylinder disturbing a turbulent natural-convective
boundary layer. The computations were performed
using the Reynolds averaged Navier—Stokes equa-
tions (RANS) according to Menter’s SST turbu-
lence model. The geometric configuration and the
conditions adopted in the computations for one
of the cases (cylinder sizes, thermal conditions on
its surface, parameters of the incident boundary
layer) are close to the conditions of the experi-
ments described above. In fact, the computations
described in [26] acted as auxiliary for the exper-
iments in our study, making it possible to predict
some characteristics of the real flow developing in
the vicinity of the given cylinder. Fig. 6 compares
the measured mean values with the data obtained
by numerical simulation. The velocity U is nor-
malized to its maximum value U 72.5 mm away
from the cylinder, and the dimensionless tempera-
ture 0 is determined by the standard formula for
such problems

T-T,
T,-T,°
where T, T are the temperatures of the heated
surface and external space, respectively.
Notably, the computed components of the
mean velocity vector were recalculated to obtain
the “effective” values of U obtained in measure-
ments with a sensor with one “velocity” wire,
which is not sensitive to the direction of the
velocity vector but only responds to the current
magnitude of the velocity transverse to the wire.
Recalculation is based on simple relations using
the computational data on the local direction of
the averaged velocity vector at the measurement

point. Analyzing the data in Fig. 6, we con-
cluded that fairly satisfactory or excellent (for
individual distributions) agreement was obtained
between the experimental and compational data,
generally pointing to major restructuring of the
flow both in front of the cylinder, where horse-
shoe-shaped vortex structures are formed, and
behind the cylinder, including the near separated
region and the region where natural-convective
near-wall flow is restored. Notably, however,
there is a pronounced difference between the
results of experiments and RANS computations
for the latter region. It can be seen from Fig. 6,
b that the natural-convective region is restored
more slowly in the computational model.

Conclusion

We have obtained new experimental data
for a fully developed turbulent natural-con-
vective boundary layer interacting with a cir-
cular poorly conducting cylinder immersed in
it, quantitatively characterizing the fields of
time-averaged airflow velocity, mean air tem-
perature, velocity and temperature fluctuation
rates, as well as the correlation of velocity and
temperature fluctuations.

The family of measured distributions of av-
eraged velocity and temperature was used to
compare the results obtained experimentally
and by numerical simulation based on RANS
approximation. We have obtained fairly satis-
factory or excellent (for individual distributions)
agreement between the experimental and com-
putational data, generally pointing to major re-
structuring of the flow both in front of the cyl-
inder, where horseshoe-shaped vortex structures
are formed, and behind the obstacle, including
the near separated region and the region where
natural-convective flow is restored. At the same
time, the results of RANS computations indi-
cate that the natural-convective boundary layer
is restored with a delay in the far wake of the
cylinder, compared with the experimental data.

Measurements have been performed this far
only for the vertical midplane passing through
the axis of the cylinder; we plan to continue
studies on the three-dimensional structure
of the flow, analyzing other sections of the
working area.

The study financially supported by a Russian
Science Foundation grant (project 18-19-00082).
RANS computations were carried out using the
resources of the Supercomputer Center at Peter
the Great St. Petersburg Polytechnic University
(www.scc.spbstu.ru).
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Introduction

Accelerated ion fluxes in vacuum are widely
used in research, medicine, materials science,
microelectronics, as well as in technologies
for thin film deposition, surface cleaning, etc.
[1—5]. Ton accelerators have gained great im-
portance for spacecraft technologies, particu-
larly for electric propulsion spacecraft [6—9].
Fundamental research in this field [10—14]
yielded significant results, laying the founda-
tion for theoretical studies [15—19] and com-
puter simulation methods [17—19].

Typical electric propulsion systems are vac-
uum ion and plasma ion devices converting
electromagnetic energy generated by acceler-
ating ions of the propellant into mechanical
energy accelerating the spacecraft. Two types
of electric propulsion accelerators are com-
monly used: ion and plasma ion [6, 10, 11].
Electric propulsion encompasses a wide range
of complex phenomena, including conversion
of the propellant into the vapor-gas phase, ion-
ization, characteristics of plasma in the ion-
ization chamber, injection of plasma and ions
into the accelerator and their acceleration,
mechanical forces arising and their parame-
ters, beam neutralization, charge exchange,
extraction and positioning. Fast ions leaving
the accelerator should be neutralized to pre-
vent charging of the spacecraft body, the asso-
ciated drop in thrust, and secondary discharge
phenomena. The beam of neutralized parti-
cles is ejected outwards at high velocities, up
to tens of km/s, which is much higher than
in chemical jet engines. Modern electric pro-
pulsion systems mainly use compressed gases,
particularly xenon, as propellants. However,
xenon is a rare and expensive gas, so efforts
are underway to find alternatives for large-scale
projects of electric propulsion engines. Electric
propulsion engines based on novel methods
and technologies should combine simple, reli-
able and durable design with affordable costs,
running on alternative types of propellants,
effectively generating the required thrust with
reduced consumption of the reactant mass [8,
12—14]. Perfecting the theory and methods for
analysis of ionic and mechanical processes in
accelerators, as well as conducting flight and
ground experiments can establish an effective
framework for constructing new electric pro-
pulsion systems. Bench tests are run in ground
laboratories, typically with large and expensive
vacuum systems, taking longer time to oper-
ate and consuming considerable amounts of
propellants.

Analytical methods are mainly used in
theory of electric propulsion for the most sim-
ple ion optical and electrodynamic problems
[10—15]. Effective solutions for plasma states
are obtained by numerically simulating the dy-
namics of enlarged particles by time steps (the
Monte Carlo method) [17—19]. Differential
equations in finite-difference form, grid meth-
ods, and Fourier transforms are used for sim-
ulations of electromagnetic fields and particle
trajectories in these fields. However, this clas-
sic method is rather complicated, requiring a
lot of computer time. The CST Studio Suite
for three-dimensional modeling developed by
Computer Simulation Technology is an ef-
fective tool for trajectory analysis of different
electron and ion devices taking into account
the intrinsic electric field of the space charge
[20, 21]. However, no known studies have re-
ported on applying CST codes to analysis or
design of ion or plasma ion electric propulsion
systems. While microscopic power characteris-
tics are crucially important, insufficient atten-
tion has been given to electrodynamic mod-
els and simulations of mechanical processes
in accelerators, hindering the progress in new
devices. The dependences of thrust on coor-
dinates, shape of electrodes, operating modes
of the reactor, and other parameters are not
described in known literature. It is usually ac-
cepted for simplicity, regardless of structural
elements, that the thrust can be expressed in
terms of beam parameters

F=v,(dm,/dp),

where dm /dt is the mass flux m of propellant
in the neutralized beam, 7 is the time; v, is the
velocity of a neutral particle in the beam.

At the same time, the values of dm /drt are
not measured. The resulting thrust }'} of elec-
trostatic ion and plasma ion engines is formu-
lated in terms of current / and voltage U, for
ions with the mass p and charge ¢ in the accel-
erating gap (see, for example, [10, 11]):

E= 112U, (n/g)| .

It is assumed that the ion field at the out-
put of the accelerator is equal to zero, flux
and velocity of particles in the beam are equal
to the same values in the accelerator and do
not change in the neutralizer; neutralization
has 100% efficiency, there are no oppositely
charged particles in the acceleration chamber,
ions have no transverse velocity components,
there are no losses, collisions and charge ex-
change of ions, etc.
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This simplification produces inaccuracies in
accounting for the ion-optical properties of the
injector, accelerator, and neutralizer, as well as
for the microscopic processes associated with
generation of mechanical forces. Essentially,
the accuracy of the above formulas requires
further assessment.

Like the Monte Carlo method and some
other similar modeling packages, the CST
package is inapplicable to detecting the rela-
tionships between mechanical forces in ion ac-
celerators and internal microscopic processes.

The goal of this study consists in construct-
ing an electrodynamic algorithm for determin-
ing mechanical parameters, combined with
computer simulation in the CST Suite to es-
tablish the above-mentioned relationships.
Furthermore, our practical task was to apply the
developed tools to studying physical processes in
ion and plasma ion electric propulsion systems.

Electrodynamic algorithm for determining
the mechanical parameters of ion
and plasma ion accelerators

The CST model combined with the electro-
dynamic algorithm was primarily used to an-
alyze ion trajectories in inhomogeneous fields
generated by single-stage and multi-stage DC
accelerators, taking into account polarization
charges and the space charge formed by the
charged particle flux. As a result of analysis,
we proposed an electrodynamic algorithm ac-
counting for the relationship of mechanical
properties with structural elements and modes,
characteristics of the main processes and pro-
pellants. The algorithm consists of intercon-
nected modules of varying complexity, allow-
ing to simulate both simple elements of the
accelerator and their combinations.

dz

>

The algorithm for determining the mechan-
ical parameters of electrostatic acceleration of
ions is based on the following principles.

In combination, the accelerating voltage
applied and space charges in the accelerator
induce certain polarization charges. These are
surface charges bound on electrodes and dis-
tributed over their surfaces; the distribution
depends on the geometric shape, size and ar-
rangement of the electrodes.

The momentum for engine thrust is gen-
erated in the ion acceleration chamber. The
thrust applied to the electrodes arises due to
Coulomb attraction of surface polarization
charges to accelerated ions. The main con-
dition and process for generating mechanical
thrust is acceleration of ions by an electric field
in the accelerator, their subsequent neutraliza-
tion and ejection of a beam of neutral particles
into space. Accelerated ions should be neutral-
ized because the ions escaping generate an ex-
cess charge of the opposite sign. Such a charge
inhibits the escaping ions, reducing the thrust,
and also causes destructive discharge phenom-
ena in the structural elements of the device.
The action of the force F,, produces mechan-
ical stress in the mount of the device fixed on
the test bench; the action of this force provides
acceleration of the flying spacecraft.

A simplified diagram of a typical single-stage
DC ion accelerator for an electric propulsion
engine of spacecraft is shown in Fig. 1.

Fig. 1 shows space charge 3 of internal ions
with the total mass m and velocity v(z) in the
accelerator; beam 5 of neutralized particles is
gjected outwards at velocity v. The force F,
acting on the ion flux from bound surface
charges 2 is equal to the inertia of the ions with
mass m:

Fra

Fig. 1. Simplified diagram of single-stage ion accelerator:
input electrode / in ion injection plane (z = 0); bound charges 2 on output electrode in ion extraction plane (z = d);

space charge Q 3; ion neutralization region 4; beam 5 of neutralized particles ejected outwards; F

o Fpp are the

forces acting on the output electrode from the ion flux and on the ion flux from the bound charges, respectively
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F,, = m(dv/d).

The force F,,, acting on the output electrode
from ion flux 3 is expressed as

F,, = —v(dm/d.

Ion acceleration is generated by attraction
to surface charges, which is calculated as the
Lorentz force acting on charged particles from
the electric field in the accelerator, taking into
account the polarization charges of electrodes.
Notably, the parameters of ion flux in the
above two formulas refer to the particles in the
accelerator rather than the beam.

Ion drift in the accelerating gap is directed
along the z axis from injection plane / with
z = 0 to neutralization plane 4. Instantaneous
internal charge and mass in the accelerating
gap are equal to Q and m, gap width is equal
to d.

Modern plasma ion or Hall-effect thrusters
generate propellant plasma directly in the acceler-
ating gap combined with the ionization chamber,
while ion thrusters generate propellant plasma in
the volume chamber to the left of the injection
plane (see Fig. 1), subsequently extracting the
ions into the accelerating gap by the electric field.

Processes in the accelerating gap.
Acceleration of ions by the force F, along the
axis z balances the inertia of the accelerated
spacecraft in the center of mass and ends with
beam ejection. lons attract the electrode with
induced charges bound to it it with the force
F,,,, resulting in reverse acceleration of space-
craft’s center of mass in the direction opposite
to the z axis (see Fig. 1). Accordingly, the thrust
F,,, accelerating the spacecraft is generated only
by the ions in the gap and should become zero
when the ions pass through the plane of the exit
gap and the neutralization region, if the latter
coincides with plane 4 (see Fig. 1).

Using the kinetic (mechanical) approach,
we obtain the force F, by integrating the iner-
tia along the ion acceleration path:

Fo(2)= | ;dvT(tZ)dm(z), (1)

where dm(z) is the mass of each layer dz, v()
is the velocity of this layer.
Electrodynamically, this force can be cal-
culated as a set of Lorentz forces acting from
the electric field £ on the charge dQ(z) in each

layer dz .
F,(z)= IOE(Z)dQ(Z). ()

Naturally, the forces calculated by Egs. (1)
and (2) should coincide for a given value of the
coordinate z, including with z = d.

To tentatively test the algorithm and the
computer program, we determined the values of
the physical quantities included in Egs. (1) and
(2) based on simple models, using, for example,
a plane-parallel gap with solid electrodes. The
ion current in such an accelerating gap is de-
termined analytically by the Child—Langmuir
formula in saturation mode, i.e., with space-
charge limited current (SCLC). Accordingly,
ions are injected into into the accelerator at
zero electric field and with a zero initial ve-
locity. Since the field is zero, the charge on
the input surface is zero, and the polarization
charge Qp, equal in magnitude to the internal
drift charge Q in magnitude but opposite in
sign, is concentrated on the inner surface of
the solid output electrode. Well-known for-
mulas include the dependence of current / on
voltage U, according to the three halves power
law, distributions of potential U(z), ion veloc-
ity v(z), electric field E(z), as well as the to-
tal thrust, charge and mass of ions in the gap
[1, 2, 10, 15, 16]:

4 3
== 4e 50,247,
N u

1 8
FT = ESOSEZ = ESOSE(?,

4
0 ==5SE,m="0.
q

The following notations are used here: .S is
the cross-sectional area of the gap; p is the ion
mass; ¢ is the ion charge; ¢ is the electric con-
stant (g,~ 8.85-107" F/m).

Developing this well-known model, we ob-
tain new distributions along the z coordinate
for thrust, charge and mass of a thin layer dz
inside the accelerating gap:

16 2 _Z _l
dF, (z) =—¢&,SE,d *z *dz,
27 (3)
4 42
dQ(z) ZEEOSUdd 3z 3dz.
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Relations (3) describe the mechanical field
of velocities and the distribution of propel-
lant masses in the accelerator. The values of
the physical quantities satisfy the system of
Poisson’s equations, equations of motion and
continuity (for the given boundary and initial
conditions) in the accelerator in quasistatic,
nonrelativistic, non-diamagnetic collisionless
hydrodynamic approximations. Descriptions of
Lorentz and Coulomb forces in the accelerator
are related by the Gauss law. For example, the
distribution of charge (see Eq. (3)) and electric
field E(z) is consistent with the Gauss theorem
for each thin layer dz and for the entire gap as
a whole. Egs. (2) and (3) imply the dependence
of the force acting on the ions in SCLC mode
from zero to the z coordinate in the gap:

2

Fo ()= S5, @ @

Accordingly, the kinetic power W, of ion
flux (in the spacecraft’s own reference frame)
is equal to the electric power supplied to the
accelerator (excluding heat losses):

W, =['v(2)E(2)d0(z) =

4 (5

:ggoSEozv(d) =1U,.

Therefore, the ratio of thrust to input power

in the model of a solid output electrode reaches

its maximum value and is determined by the
formula

Fopf /W= BIv(d); p=2. (6)

However, the electric field in the gap de-
creases depending on the shape of the partially
open output electrode (grid, aperture, notch,
etc.), and the coefficient B < 2 as a result.
According to Egs. (1)—(6), the mechanical pa-
rameters of a complex multi-stage DC acceler-
ator can be calculated by obtaining the spatial
distributions of electric field E(z), charge O(z)
and velocity v(z) of ions, taking into account
polarization charges and space charge, which
can be determined by computer simulation.
Computer monitors collecting data on micro-
scopic processes were installed in the region of
ion and electron fluxes for these purposes.

Microscopic parameters of trajectories
and characteristics of physical processes
were obtained for the first time, including
distributions depending on the coordinate z
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along the spacecraft axis: particle velocities,
fields E(z) and potentials, charges dQ(z) and
currents, taking into account the intrinsic
electric field of space charge of ions and
electrons.

A more complicated physical process was
considered at the next stage; we analyzed the
neutralization of the ion flux by injecting an
electron beam into this flux.

Testing of two, three and multi-electrode
ion accelerators

To verify the calculations, we first simulated
and tested a simple planar two-electrode model
whose sizes and modes were tailored to closely
match the one-dimensional model in SCLC
mode. The technique was verified by compar-
ing it with analytical calculations using Egs.
(1)—(6). We additionally tested well-known
designs based on Pierce gun algorithms [5, 16].

The three, four, five and six-electrode
models were implemented at the second
stage. We used a partitioned set of nonplanar
electrodes to impose inhomogeneous bound-
ary conditions compensating for the differ-
ence between Laplace and Poisson fields at
the boundaries. The surfaces for injection
into the accelerating gap were given as both
smooth planar and smooth parabolic. We sim-
ulated emission of ions with different specific
charges in SCLC mode in this configuration.
In practice, this meant that surface-contact
ionization [22—25] was simulated; its pros-
pects for use in ion and plasma ion acceler-
ators are estimated to be better than those of
surface-volume ionization [26, 27].

Ion trajectories were constructed for all
models considered (partially shown below
as examples); microscopic parameters were
collected using computer monitors for these
trajectories. The surfaces of the bound-
ary parallelepiped surrounding the entire
structure were sufficiently far from the ac-
celerating gaps, with a fixed zero potential
maintained.

Example calculations Typical dependences
of electronic, physical and mechanical param-
eters on coordinates and operating modes for
models of ion accelerators using xenon ions are
shown in Figs. 2—6.

The following parameters of two-electrode
models were chosen for the examples:

voltage U, between the plates up to 2 kV,

ion flux diameter 20 mm,

distance between the plates d = 4 mm,

emission area S = 314 mm?.
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Fig. 2. Numerical (/) and analytical (2) calculations of current (a)
and resultant mechanical force (b) as functions of voltage U, between the plates.
A two-electrode model A with xenon ions (d = 4 mm) was used

The calculations were carried out for three
models:

Model A with two solid electrodes;

model G (grid) with one solid and one grid
electrode;

models D5 and D10 with one solid and one
grid electrodes, with apertures 5 mm (D5) and
10 mm (D10) in diameter.

The figures show the characteristics obtained
by analytical (for SCLC mode) and numerical
calculations.

The numerical results are close to theoret-
ical analytical curves with the largest devia-
tion of about 10%. This discrepancy can be
explained, firstly, by edge effects due to finite
sizes and open boundaries of the accelerating
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gap, and secondly, by errors in calculating the
field and particle velocity near the boundary
z = 0 in the computer model. Introducing
corrections reduced the discrepancy between
analytical and computer parameters to 1% or
less. The results obtained allowed to consider
more complex multi-electrode structures of
ion thrusters.

The simple three-electrode 2D models we
tested were fundamentally close to real electric
propulsion systems constructed for spacecraft.
Typical electric propulsion systems use vol-
ume ionization in a chamber limited by a grid
with multiple apertures [6, 10, 11]. A grid or a
solid electrode with an aperture which was an
electrostatic focusing lens was placed between
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Fig. 3. Numerical (/) and analytical (2) calculations for distributions of potential (a),
space charge density (b), electric field (c) and resultant mechanical force F,,, (d)
along coordinate z along the central axis of ion accelerator.

A two-electrode model A with xenon ions (d = 4 mm) was used; U, = 945.74 V
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Fig. 4. Numerical calculations for distributions of space charge density (a), electric field ()
and resultant mechanical force F,,, depending on z u U(d) along the coordinate z
along the central axis of ion accelerator.

Dependences were obtained for G (/), D5 (2), and D10 (3) models.

The radius of the emission spot is 10 mm,; potentials of the first (¢, with z = 0), second (¢,)
and third (¢,) electrodes ¢ , kV: +1.0; —0.2; +0.2, respectively

two solid electrodes in three-electrode mod-
els. Fig. 4 shows typical dependences of elec-
tronic, physical and mechanical parameters
on the coordinates and operating modes in
a three-electrode model with a central elec-
trode mounted in the middle. The values of
field and charge density along the z axis were
calculated for the model with solid electrodes
(see Figs. 2 and 3); the mean field and charge
density in the transverse plane were calculated
for models with the grid and the aperture (see
Fig. 4). Figs. 4 and 5 show the functions £(z),
p(z), and F,,, calculated on the axis z without
cross-section averaging (this did not produce
significant errors).

Comparing the data in Figs. 2, 3, and
4, we can see that the two-stage scheme
with an intermediate grid, similar to prac-
tical electric propulsion systems, is optimal
in forming the ion flux and achieving the
greatest mechanical thrust. These electric
propulsion systems use volume ionization in
a chamber limited by a grid with multiple
apertures [6, 10, 11].

Based on the obtained data, we performed
computer simulation of three-dimensional
multi-electrode sectioned ion accelerators,
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intended for Hall-effect electric propulsion
systems [6, 10, 11]. A preselected multielec-
trode scheme of an ion accelerator typical for
Hall thrusters, was given in the CST software
package. In contrast to the two and three-elec-
trode schemes, where zero potential was im-
posed for all surfaces of the external boundary
parallelepiped, an open upper boundary was
used here (Fig. 5). The model parameters are
given in the caption to the figure. The model
is based on a sectional ion accelerator with
optimized thrust generation and neutraliza-
tion. Similar to modern thrusters, neutraliza-
tion in the given devices was carried out by
an electron beam. The shape and size of the
electrodes, the potentials applied to them, the
size of the emission region, and the magnitude
of charged current were selected based on the
data obtained (see Figs. 2 and 3).

Similar constructions were calculated
for different sizes and voltages of external
sources, specific ion masses, current modes.
We determined the characteristics of ion and
electron trajectories combined in the accel-
erator and neutralizer. We assessed whether
it was possible to combine the given func-
tions, simulating a range of ion and electron
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Fig. 5. Schematic model of multi-electrode structure with combined ion and electron trajectories.
The ion source is located in the lower part of the model, the electron source is in the middle. The shades of grey
correspond to particle energies. Beams intersect near and above the fourth electrode. The potentials of electrodes
(from bottom to top electrode) ¢, kV: 5.0; -0.5; -1.0; 0.5; 0.0; 0.0. ion and electron currents were equal to 17.5 mA
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processes as a single process and creating a
virtual electronic cathode.

Fig. 5 shows one of the multi-electrode
schemes considered with combined ion and
electron trajectories. The electron neutralizer
of accelerated cations in this example was
based on the principle of embedded beams and
a virtual cathode, which is fundamentally sim-
ilar to an plasma ion Hall thrusters but does
not require magnetic sources. This should al-
low to reduce mass, dimensions and energy
consumption.

Fig. 6 shows typical dependences of elec-
tron, physical and mechanical parameters on
the coordinates and operation modes in the
multi-electrode model shown in Fig. 5.

Changing the geometric parameters and po-
tentials of electrodes of the model shown in Fig.
5 in a small range, we optimized the ion flux,
electron, physical and power characteristics. In
particular, we determined the conditions when
the electron beam generates an effective poten-
tial well for acceleration and capture of ions.
Varying the electron current changed the depth
of the potential well trapping the ions. Fig. 6,
d shows acceleration and neutralizion of the
ion flux by space charge of electrons. Varying
the electron current over a wide range (17.5
mA, 1.0, and 2.0 A) changed the potential in
the region z > 13 mm, improving focusing and
neutralization of the ion flux.

>

Conclusion

The CST package was used to construct an
analytical electrodynamic algorithm combined
with computer simulation of the electromagnetic
field and trajectories of charged particles. The
algorithm operates by generating mechanical
thrust in ion accelerators due to Coulomb in-
teraction of ions moving in vacuum with bound
charges on polarized surfaces of the structural
elements of the accelerator chamber.

We have considered several models of elec-
trostatic ion accelerators by analytical calcula-
tions and computer simulation (using the given
package). We have obtained the coordinate de-
pendences of numerical parameters, including
the distribution of mechanical forces, potential
and field, charge density and current, particle
velocity in the accelerating gap. Analysis of the
data confirmed that the approaches proposed
had satisfactory accuracy and consistency.

The package developed provides a wide range
of tools for studying physical phenomena and
processes in ionic and plasma ion sources, accel-
erators and neutralizers for electric propulsion,
allowing to assess the designs and parameters of
novel devices, comparing different propellants.

The approach presented and the algorithm
we have constructed based on this approach may
offer potential methods for optimizing newly
constructed devices, in particular, by comparing
the physical processes for different propellants.

REFERENCES

1. Forrester T.A., Large ion beams:
fundamentals of generation and propagation,
Wiley-VCH, Weinheim, Germany, 1988.

2. Aston G., High efficiency ion beam
accelerator system, Review of Scientific
Instruments. 52 (9) (1981) 1325 — 1327.

3. Lebedev A.H., Shalnov A.V., Osnovy
fiziki i tekhniki uskoriteley [Basic foundations
of accelerators, Physics and techniques],
Energoatomizdat Publisher, Moscow, 1991 (in
Russian).

4. Chao A.W., Tigner M., Handbook of
accelerator physics and engineering, World
Scientific Publishing, London, 1999.

5. Morozov A.l., Plazmennyye uskoriteli
i ionnyye inzhektory [Plasma accelerators
and ion injectors], Nauka, Moscow, 1984 (in
Russian).

6. Gorshkov O.A., Muravlev V.A., Shagayda
A.A., Khollovskiye i ionnyye plazmennyye
dvigateli dlya kosmicheskikh apparatov [Hall

78

and plasma ion thrusters for spacecrafts], Ed. by
Koroteyev A.S., Mashinostroyeniye, Moscow,
2008 (in Russian).

7. Gusev Yu.G., Pilnikov A.V., The electric
propulsion role and place within the Russian
Space Program, Trudy MAI (Network scientific
periodic publication) (60) (2012) 1—20. Access
Mode: www.mai.ru/science/trudy/.

8. Mazouffre S., Electric propulsion for
satellites and spacecraft: established technologies
and novel approaches, Plasma Sources Sci.
Technol. 25 (3) (2016) 033002.

9. Levchenko I., Xu S., Teel G., et al.,
Recent progress and perspectives of space
electric propulsion systems based on smart
nanomaterials, Nature Communications. 9 (4)
(2018) 879.

10. Goebel D.M., Katz 1., Fundamentals of
electric propulsion ion and Hall thrusters, John
Wiley & Sons, Hoboken, New Jersey, USA Ch.
1, 6 and 7 (2008) 1—13, 243—389.



\

Physical Electronics

11. Kaufman H.R. Technology of electron-
bombardment ion thrusters, In the book: Advances
in electronics and electron physics. Vol. 36. Ed.
by L. Marton, Academic Press, New York (1975)
265—373.

12. Charles C., Plasmas for spacecraft
propulsion, J. Phys. D: Applied Phys. 42 (16)
(2009) 163001.

13. Cusson S.E., Dale E.T., Jorns B.A.,
Gallimore A.D., Acceleration region dynamics in
a magnetically shielded Hall thruster, Physics of
Plasmas, 26 (2) (2019) 023506.

14. Gopanchuk V.V., Potapenko M.Yu., Hall

effect thrusters for small-sized spacecrafts,
IKBFU’s Vestnik. (4) (2012) 60—67.
15.  Favorskiy O.N., Fishgoyt V.V,

Yantovskiy Ye.l., Osnovy teorii kosmicheskikh

elektroreaktivnykh dvigatelnykh ustanovok
[Foundations of Hall effect thrusters for
spacecrafts]|, Vysshaya Shkola Publishing,

Moscow, 1978.

16. Hassan A., Elsaftawy A., Zakhary S.G.,
Analytical studies of the plasma extraction
electrodes and ion beam formation, Nuclear
Instruments and Methods in Physics Research,
A. 586 (2) (2008) 148—152.

17. Kalentev O., Matyash K., Duras J., et al.,
Electrostatic ion thrusters — towards predictive
modeling, Contributions to Plasma Physics. 54(2)
(2014) 235—248.

Received 20.01.2020, accepted 08.03.2020.

18. Lovtsov A.S., Kravchenko D.A., Kinetic
simulation of plasma in ion thruster discharge
chamber. Comparison with experimental data,
Procedia Engineering. 185 (2017) 326—331.

19. Peng X., Keefert D., Ruytent W.M.,
Plasma particle simulation of electrostatic ion
thrusters, Journal of Propulsion and Power.
8 (2) (1992) 361—366.20. Kurushin A. Basic
course of design of microwave devices using CST
Studio Suite, One-Book, Moscow, 2014. 433 p.

21. Kurushin A.A., Plastikov A.N.,
Proyektirovaniye SVCh ustroystv v srede CST
Microwave Studio [Design of microwave devices
in CST Microwave Studio], MEI Press, 2011.

22. Zandberg E.Ya., Surface-ionization
detection of particles (Review), Technical
Physics. 40 (1995) 865—890.

23. Blashenkov N.M., Lavrent’ev G.Ya.,
Surface-ionization  field  mass-spectrometry

studies of nonequilibrium surface ionization,
Phys. Usp. 50 (1) (2007) 53—78.

24. Tsybin O.Yu., Tsybin Yu.O., Hakansson P.,
Laser or/and electron beam activated desorption
of ions: a comparative study, In: Desorption
2004, Papers of 10th International Conference,
Saint Petersburg (2004) 61.

25. Tsybin O.Y., Makarov S.B., Ostapenko
O.N., Jet engine with electromagnetic field
excitation of expendable solid-state material, Acta
Astronautica. 129 (December) (2016) 211—213.

THE AUTHORS

DYUBO Dmitry B.

Peter the Great St. Petersburg Polytechnic University
29 Politechnicheskaya St., St. Petersburg, 195251, Russian Federation

doobinator@rambler.ru

TSYBIN Oleg Yu.

Peter the Great St. Petersburg Polytechnic University
29 Politechnicheskaya St., St. Petersburg, 195251, Russian Federation

otsybin@rphf.spbstu.ru

CNMUCOK JIUTEPATYPbI

1. ®Doppecrep T.A. VHTeHCHUBHBIE WOHHBIC
nyuyku. M.: Mup, 1992. 354 c.

2. Aston G. High efficiency ion beam acceler-
ator system // Review of Scientific Instruments.
1981. Vol. 52. No. 9. Pp. 1325 —1327.

3. Jleoenes A.H., IllamsHoB A.B. OcHOBBI (ui-
3UKU Y TEXHUKU YCKOpUTENeH. 2-e u3il., nepepad.
u jor. M.: DHeproatomusaar, 1991. 528 c.

4. Chao A.W., Tigner M. Handbook of accel-
erator physics and engineering. London: World
Scientific Publishing, 1999. 650 p.

5. Mopo3oB A.U. [11azamMeHHBIE YCKOPUTEIH U
noHHbIe MHXeKTOphl. M.: Hayka, 1984. 269 c.

6. T'opmkos O.A., Mypasaes B.A., Illaraiina
A.A. XOJUIOBCKME W WOHHBIE ILIa3MEHHbBIC
IBUTATENN JUIST KOCMMYECKMX alllapaToB.

79


https://ufn.ru/en/articles/2007/1/c/
https://ufn.ru/en/articles/2007/1/c/

4St. Petersburg State Polytechnical University Journal. Physics and Mathematics 13 (1) 2020

ITon pen. akan. PAH A.C. KoporeeBa. M.:
Mamunoctpoenue, 2008. 280 c.

7. Tyces IO.I'., Iluasaukos A.B. Ponb
U MECTO DJIEKTPOpPAaKeTHBIX IBUTAaTeJe B
Poccwmiickoit kocMmyeckoit Tmporpamme  //
Tpyast MAW (3aeKTpoHHBINA XypHan). 2012.
Beim. Ne 60. C. 1—20. PexuM mocTyrma: www.
mai.ru/science/trudy/.8. Mazouffre S. Electric
propulsion for satellites and spacecraft:
established technologies and novel approaches
// Plasma Sources Sci. Technol. 2016. Vol. 25.
No. 3. P. 033002.

9. Levchenko I., Xu S., Teel G., Mariotti
D., Walker M.L.R., Keidar M. Recent progress
and perspectives of space electric propulsion
systems based on smart nanomaterials // Nature
Communications. 2018. Vol. 9. No. 4. P. 879.

10. Goebel D.M., Katz I. Fundamentals
of electric propulsion ion and Hall thrusters.
Hoboken, New Jersey, USA: John Wiley &
Sons, 2008. Ch. 1, 6 and 7. Pp. 1—13, 243—389.

11. Kaufman H.R. Technology of electron-
bombardment ion thrusters // Advances in
Electronics and Electron Physics. Vol. 36. Ed.
by L. Marton, New York: Academic Press,
1975. Pp. 265—373.

12. Charles C. Plasmas for spacecraft propul-
sion // J. Phys. D: Applied Phys. 2009. Vol. 42.
No. 16. P. 163001.

13. Cusson S.E., Dale E.T., Jorns B.A.,
Gallimore A.D. Acceleration region dynamics in
a magnetically shielded Hall thruster // Physics
of Plasmas. 2019. Vol. 26. No. 2. P. 023506.

14. Tomanmyyk B.B., Iloramenko M.IO.
DIeKTpopeakKTUBHBIE JBUTATCIN JUIST MAaJIbIX
KOCMUYECKMX anrmapaToB // BectHuk
banTuiickoro ¢denepasibHOro yHMUBEpCUTETa
nm. M. Kanra. 2012. Buim. 4. C. 60— 67.

15. ®asopckuii O.H., ®umroiir B.B.,
AntoBckuit E.M. OcHOBbBI Te€OpUU KOCMUUE-
CKMX 3JIEKTPOPEAKTUBHBIX IBUTATEIbHBIX yCTa-
HOBOK. M.: Briciiag wmkosa, 1978. 384 c.

16. Hassan A., Elsaftawy A., Zakhary S.G.
Analytical studies of the plasma extraction

>

electrodes and ion beam formation // Nuclear
Instruments and Methods in Physics Research.
A. 2008. Vol. 586. No. 2. Pp. 148—152.

17. Kalentev O., Matyash K., Duras J.,
Liiskow K.F., Schneider R., Koch N., Schirra
M. Electrostatic ion thrusters — towards pre-
dictive modeling // Contributions to Plasma
Physics. 2014. Vol. 54. No. 2. Pp. 235—248.

18. Lovtsov A.S., Kravchenko D.A. Kinetic
simulation of plasma in ion thruster discharge
chamber. Comparison with experimental data
// Procedia Engineering. 2017. Vol. 185. Pp.
326— 331.

19. Peng X., Keefert D., Ruytent W.M.
Plasma particle simulation of electrostatic ion
thrusters // Journal of Propulsion and Power.
1992. Vol. 8. No. 2. Pp. 361—366.

20. Kurushin A. Basic course of design of
microwave devices using CST Studio Suite.
Moscow: One-Book, 2014. 433 p.

21. Kypymun A.A., Ilmactukos A.H.
IIpoexTupoBanue CBY ycTpoiicTB B cpele
CST Microwave Studio. M.: U3n-Bo MOU,
2011. 155 c.

22. 3anmdoepr  O.4. IToBepxHOCTHO-
WOHM3ALIMOHHOE  HETeKTUPOBAaHME  YACTHIL
(0630p) // XKypHan TeXHHWYECKON (UIUKM.
1995. T. 65. Ne 9. C. 1—38.

23. baamenxko H.M., JlaBpentbeB [.4.
HccnenoBaHue HepaBHOBECHOM TOBEPXHOCTHOM
MOHM3ALIMKA METOJIOM ITOJIEBOI MOBEPXHOCTHO-
MOHM3ALIMOHHON  Macc-crmekTpoMeTpun  //
VYcenexu dusuueckux Hayk. 2007. T. 177. Ne 1.
C. 59-85.

24. Tsybin O.Yu., Tsybin Yu.O., Hakansson
P. Laser or/and electron beam activated desorp-
tion of ions: a comparative study //Desorption
2004, Papers of 10th International Conference.
Saint Petersburg, 2004. P. 61.

25. Tsybin O.Y., Makarov S.B., Ostapenko
O.N. Jet engine with electromagnetic field ex-
citation of expendable solid-state material //
Acta Astronautica. 2016. Vol. 129. December.
Pp. 211-213.

Cmamos nocmynuaa ¢ pedaxuyuro 20.01.2020, npunama k nyoaukauyuu 08.03.2020.

80



Physical Electronics
A y .

CBEAEHUA Ob ABTOPAX

OJOBO [mutpuit bopucoBuu — acnupanm Boicweii unxicenepno-gusuueckoi wkoavt Caunkm-
Ilemepbypeckoeo noaumexuuueckoeo ynueepcumema Ilempa Beaukoeo.

195251, Poccuiickas @enepanus, r. Cankr-Iletepoypr, [loaurexuuveckas yi., 29

doobinator@rambler.ru

HObIBUH Oner MpweBuu — dokmop @usuko-mamemamuueckux Hayk, npogeccop Boicuwet
uHicenepHo-pusuueckoi wkoavt Cankm-Ilemepoypeckoeo noaumexnuveckoeo yHusepcumema Ilempa
Beaukoeo.

195251 Poccuiickas @enepaunms, r. Cankr-Iletepoypr, [Torutexnnueckas yi., 29

otsybin@rphf.spbstu.ru

© Peter the Great St. Petersburg Polytechnic University, 2020

81



PHYSICAL MATERIALS TECHNOLOGY

DOI: 10.18721/IPM.13108
YK 536.7:536.1:544.341.2:661.487.1:519.6

THE INTERACTION PROCESSES OF SILICON TETRAFLUORIDE
AND HEXAFLUOROSILICATES WITH HYDROGEN-CONTAINING
AND OXYGENATED SUBSTANCES: A THERMODYNAMIC ANALYSIS

A.R. Zimin', D.S. Pashkevich', A.S. Maslova’,
V.V. Kapustin', Yu.l. Alexeev?

! Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russian Federation;
2LTD “New chemical products”, St. Petersburg, Russian Federation

In the paper, the thermodynamic calculations have shown that at the temperatures above
1300 K, the main silicon-containing substance is silicon dioxide in the Si-F-H-O element
system, and the main fluorine-containing one is hydrogen fluoride in the same system. The
mentioned temperature was realized during the interaction reactions between silicon tetrafluo-
ride, fluorosilicates and hydrogen-containing, oxygen-containing substances in the combustion
mode. The high-temperature treatment of silicon tetrafluoride and fluorosilicates in the com-
bustion mode can become the basis of industrial technology for hydrogen fluoride production.

Keywords: silicon tetrafluoride, hydrogen fluoride, silicon dioxide, thermodynamic equilibrium,
Gibbs energy

Citation: Zimin A.R., Pashkevich D.S., Maslova A.S., Kapustin V.V., Alexeev Yu.l., The inter-
action processes of silicon tetrafluoride and hexafluorosilicates with hydrogen-containing and
oxygenated substances: a thermodynamic analysis, St. Petersburg Polytechnical State University
Journal. Physics and Mathematics. 13 (1) (2020) 82—94 DOI: 10.18721/JPM.13108

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/)

TEPMOAUWHAMUYECKU AHAJIU3 NMPOLLECCOB
B3AMMOJJENCTBUA TETPA®GTOPULA KPEMHUSA U
FEKCA®TOPCUJIMKATOB C BOAOPO[-

M KUCNOPOOCOAEPXALLUMU BELECTBAMMU

A.P. 3umun’, 4.C. lNawkeBuu', A.C. MacnoBa’,
B.B. KanycmuH', IO.1. Anekcee®’

1 CaHkT-lNeTepbyprckuii nonuTeXHUYECkUin yHuBepcuTeT MeTpa Benwvkoro,
CaHkT-lNeTepbypr, Poccuiickas deaepauus

2000 «HoBble xuMuyeckune npoaykTbl», CaHkT-MeTepbypr, Poccuiickas deaepaums

TepMoauHaAaMUUECKMMM pacyeTaMM IMOKa3aHo, 4To B cucteme 3jemeHToB Si-F-H-O npu
temrepaType Boime 1300 K 0oCHOBHBIM KpeMHUICOAEePKAIIM BEIIECTBOM SIBJISIETCST TUOKCHU
KpEeMHMS, a OCHOBHBIM (TopcoiepKamnM — (TOpHUI BOAOPOIA. YKa3aHHasg TeMIlepaTypa
peanusyeTrcs IIpA IPOBEICHUM peakluii B3aMMOACHCTBUSI TeTpadTopuma KpeMHUS U
GTOPCHIIMKATOB C BOJOPOACOAECPKAILMMUA M KUCIOPOACOAEPXKAIIMMU BEILIECTBAMU B PEXUME
ropeHusi. BelcokoTremmepaTypHass obpaboTrka TeTpadTopuga KpeMHUs U (HTOPCUIUKATOB B
peXrMe TOPEHUST MOXKET CTaTh OCHOBOI IMPOMBILIJICHHO TEXHOJOTMA TIPOM3BOACTBA (DTOpUAA
BOIOpOJA.

KmoueBbie ciaoBa: TerpadTopua KpeMHUS, (GTOpuUI BOAOpOAA, JIMOKCHUI KpPEMHUS,
TepMOJMHAMUUEeCKoe paBHOBecue, saHeprus ['mboca



Physical Materials Technology >

Ccbuika mpu murupoBanun: 3uMuH A.P., TTamkesuu JI.C., MacnoBa A.C., Kanyctun B.B.,
AnexceeB F0.M. TepmommHaMUYecKWii aHaaW3 IPOLIECCOB B3aMMOIEHCTBUS TeTpadTopuaa
KPEMHUS M TeKcadTOPCUIMKATOB C BOAOPOJA- M KHUCIOPOACOMEPXKAIIMMU BellleCTBaMU //
Hayuno-texanueckue Bemomoctu CIIOITIY. dusmko-marematnueckue Hayku. 2020. T. 13.

Ne 1. C. 92—105. DOI: 10.18721/JPM.13108

CraTbhs OTKPBITOTO nOCTyMma, pacrmpoctpaHsemas mno juneHsun CC BY-NC 4.0 (https://

creativecommons.org/licenses/by-nc/4.0/)

Introduction

Hydrogen fluoride (HF) is the main fluo-
rinating agent used in production of uranium
fluorides in the nuclear fuel cycle, halocar-
bons, electron gases, etc. Production of an-
hydrous HF reaches 1.5 million tons per year
[1, 2].

Hydrogen fluoride is obtained from fluor-
spar (natural CaF,) by decomposition of sulfu-
ric acid [1]:

CaF

2 sol

+ HZSO4liq - Caso4sol + 2HFgas' (1)

The subscripts here indicate the aggregate
states of substances: solid (so/), liquid (/iq)
and gaseous (gas).

Only high-quality fluorspar with at least
95% content of the original material and a
silicon dioxide admixture of not more than
1.5% is used to produce HF [1, 2].

The annual world production of fluorspar
exceeds 4 million tons. The main producers are
China (generating over 50% of the total world
output), Mexico, Mongolia, and South Africa
[1, 2].

The deposits of fluorspar in the Russian
Federation are depleted, so fluorspar has to
be imported. Therefore, developing alterna-
tive methods for producing hydrogen fluoride
is an important task.

Production of wet-process phosphoric acid
from fluorapatite, using the reaction

Ca (PO,),F,,+ SHZSOMiq - 3H3PO4liq+
+5CaSO, ,+ HF

4 sol gas?®

(2)

forms a substantial amount of hydrogen fluo-
ride, which in turn forms silicon tetrafluoride
SiF, reacting with silicon dioxide SiO, (an ad-
mixture in fluoroapatite):

SiO, + 4HFgas <> SiE

4 gas

2 sol + 2H20gas' (3)

Tetrafluoride is then hydrolyzed, and the
obtained hexafluorosilicic acid H,SiF, is neu-
tralized, and solid fluorine-containing wastes
are disposed to landfills.

The amount of these wastes generated
in processing fluorapatite is about 2 million
tons per year (in terms of fluorine content).
Therefore, these wastes from processing fluoro-
apatite can serve as the main industrial source
of fluorine.

There is a great number of chemical com-
pounds in the Si-F-H-O system. Some of these
compounds and data on their interaction with
water, hydrogen and oxygen are given in Table
1 [3—13]. It follows from the data that the most
stable compounds in the Si-F-H-O system are
SiO,, HF, SiF,, H,0O; in addition, it can be
seen that hydrogen fluoride can be obtained by
hydrolysis of silicon tetrafluoride.

Determination of the temperature range

In order to determine the preferable tem-
perature range for hydrolysis of silicon fluo-
ride, we calculate the Gibbs energy change
depending on temperature for the following
process:

SiF

4 gas 2 sol

+2H,0,, < SiO, ,+4HF, . 4)

More than ten crystalline modifications of
SiO, are known. The most stable of them are
B-quartz, pB-tridimite and B-cristobalite, whose
melting points are 1550, 1680 and 1720 °C, re-
spectively [4]. The heat capacities and other
thermodynamic parameters of these crystalline
modifications differ only slightly (by units of
percent), so we performed further calculations
for one modification, B-tridymite.

The procedure for calculating the Gibbs en-
ergy change is given in [14]. We approximated
the temperature dependence of heat capacity
by a first-degree polynomial. The calculation
results are shown in Fig. 1.

Reaction (4) is reversible («); the forward
reaction rate is equal to the reverse reaction
rate at a temperature of 1170 K (referred to
as critical, 7, , for convenience from now on).
Therefore, hydrogen fluoride can be obtained
by hydrolysis of silicon fluoride at a tempera-
ture above T, quickly cooling the products at
temperatures below T, .
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We propose to treat SiF, in flames of hydro-
gen-containing fuel and an oxygen-containing
oxidizing agent for high-temperature hydrolysis:

>

where C H ON, is the volatile
hydrogen-containing substance, m > 0, n > 0,
k>0,1>0; nx >4, 2x,> 2,y = 1; 2; the stan-

dard enthalpy of formation is Q ~ 10>—10° kJ;

SiF, ,,t x,C,H,ON, ,+x,0,,, — the adiabatic temperature of the reaction prod-
. uctsis 7, > 10° K.
= 810, 1y T AHE, F ®) Hydrodgen, methane and ammonia can serve
+yCO, .+ »N, -0, as hydrogen-containing fuel, and oxygen and
v ¢ air as an oxygen-containing oxidizing agent.
Table 1
Physico-chemical properties of silicon compounds
Compound Interaction with water Charactgné’uc
reaction
3SiF, + 2H,0 — Si0, + 2H,[SiF ]
SiF, (T=100 °C), Si,F, — SiF, + SiF, (700
Si,F, SiF, +2H,0 — SiO, + 4HF °C)
(T> 800 °C)
H,SiF, Exists in aqueous solution only H,SiF, — SiF, + HF
H,SiF 2H,SiF — SiH, + H,SiF,,
H,SiF, H,SiF + H,O — 2HF + (SiH,),0 4HSiF, — 3SiF, + Si +
HSiF, 2H, (20 °C)
iH + i0_+
SiH,, SiH, SiH,| SiH,+2H,0 — SiO, +4H,, SIH“Sf}? ) Ssi1+o zzé o
: oy D+ . 5
(Sle)4 Si,H, +4H,0 — 28i0, + 7H, (400-1000 °C)
H,SiO, H,SiO, Sparingly soluble H,SiO, — H,0 + SiO,
Si0, Si0, SiO+H,0 — EiO2 +H, Si0O, + 2H, —; Si+2H,0
(T > 500 °C) (800 °C)
AG, kJ

30

™~

500 1000

1500 T.K

Fig. 1. Temperature dependence of Gibbs energy change for hydrolysis of silicon tetrafluoride (4)
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The products of the process are a slightly
dust-laden gas flow, i.e.,

v./V~107,
where V.

~» V are the volumes of the solid phase
and all products of the process, respectively.

For this reason, the flow should be cooled
in a convective heat exchanger of the double
pipe type.

Table 2 shows the thermal enthalpies and
adiabatic temperatures 7, of the products for
process (5). A nonhomogeneous flame loses
up to 40% of the released energy due to ther-
mal radiation [15]. In view of this, the tem-
peratures 7, of the reaction products given in
Table 2 were calculated taking into account
this loss.

Table 3 gives T ,and T , depending on the
initial temperature of the reagents for three
crystalline modifications of SiO, for the pro-
cess described by the reaction

SiF, +2H

4 gas

— Si10

+0 -

2 gas 2 gas

6
+4HF, . ©)

2 sol/liq

Physical Materials Technology >

It follows from the data given in Table 3
that the values of T, and T , are significantly
higher than the Values of T for all cases, so
the preferable method for producrng hydrogen
fluoride from silicon tetrafluoride is by scheme
(5). In addition, it is evident that 7, and T ,
weakly depend on the structure of crystalline
modification of SiO,.

Fig. 2 shows the Gibbs energy change AG
depending on temperature in the range of 300—
1800 K for reactions (6)—(8) with the ratio of
starting components corresponding to produc-
tion of SiO, and HF:

3SiF,, +4NH

4 gas

— 3S10

+30 -

3 gas 2 gas

(7)
+12HE,, + 2N

2 sol 2 gas?®

SiF, +CH

4 gas

— Si0O

+20 -

4 gas 2 gas

8
+4HE,, + CO ®)

2 sol 2 gas*

It can be seen from Fig. 2 that the AG val-
ues are negative for the given processes, which
means that processes (6)—(8) are not thermody-
namically forbidden for this temperature range.

Table 2

Main thermal parameters for reactions
occurring in interaction of silicon tetrafluoride with different compounds (7; = 500 K)

. Td d
Reaction -0,kl ‘ ’“
K
SiF, +2H, +0, —SiO, , +4HF 384 | 2491 | 1843
gas gas gas sol/lig gas
3SiF, +4NH, +30, —
— 3SlO2 ol + 12HF +2N 969 2083 1 1562
SiF, +CH, m+2o -
. Sig)z ot 4HF + CO 703 3020 | 2214
SlF4 as + ZH + 02 gas + 4N2 gas
—'Si0, .+ 4HF, + 4N, 384 | 1836 1 1407
3SlF + 4NH 30, + 12N —
— 3SlO2 ol + 12HF + 14N 969 1598 | 1248
SiF, +CH, +20,  +8N, s
- Sioésol/l +4HF + CO + 8N - 703 1982 | 1501
Notations: Q is the thermal effect, T ,and T . are the adiabatic and radiation tempera-

tures; 7 is the temperature of the starting reagents.
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. 300 1000 1500 K
0000000000
=300 1
2
-1000
1300
3
-2000
AG. kT
Fig. 2. Temperature dependences of Gibbs energy change
for reactions (6) (7), (7) (2) and (8) (3)
Fig. 3 shows the temperature dependences x,SiF, s x,H, gas T x,0, s >
of the Gibbs energy change AG for B-quartz, . .
B-tridymite, and PB-cristobalite for process — ¥iS810,  + ¥, SiE,  + 9
(6) +y3HFgas+ y4H20gas’

The Gibbs energy change in reaction (8)
weakly depends on the structure of crystalline
modification of SiO,: the difference in AG
does not exceed 5%.

As noted above, the most thermally stable
elements in the Si-F-H-O system are SiO,,
SiF,, H,0 and HF. The thermodynamically
equilibrated composition of substances in
this system was calculated by minimizing the
Gibbs energy for the mixture, varying the
concentration of the components with the
given atomic ratio [16]:

700

where x, y are the stoichiometric coefficients.
The atomic balance equations have the fol-
lowing form:

Si:y+y,=x;H:4y,+y,= 4x; (10)
F:y,+2y,=2x,;0:2y, +y,= 2x,.

If we express y,, y,, y, in terms of x,, x,, X,
and y, i.e.,
V=X Ty, =AYy, = x, T4y,
we obtain:

1000 1300 TLK

-363

=370

-373

-380

-383

-390

TR

AG, kT

Fig. 3. Temperature dependences of Gibbs energy change for process (6),
for three crystalline modifications of silicon dioxide:
B-quartz (), B-tridymite (2) and B-cristobalite (3)
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Table 3

Temperature parameters of reaction (6)
depending on initial temperature of reagents
for different crystalline modifications of silicon dioxide

TO Tad Trad Tad ]:‘ad Tud rad
B-quartz B-tridymite | B-cristobalite
400 - — 2544|1760 | - -
600 — — | 2886 | 2120 | 2812 | 2055
800 - — | 3226 | 2476 | 3161 | 2415
1000 | 3547 | 2803 | 3563 | 2829 | 3508 | 2773

Note. All temperatures are given in degrees Kelvin (K).

2G(x,,x,,y,) =G(Si0, ) +
+('x1 - yl )G(SlF4 gas) +
+ 4y1G(HFgax) + (x2 - 4y1)G(H20gas)’

(1)

Given fixed values of x|, x,, x;, we varied y,
in increments of 0.001, constructing a matrix
and then selecting its minimum by comparison.

Fig. 4 shows the temperature dependences
for the concentration of products of process (6)
in a thermodynamically equilibrated mixture,
calculated using the model we formulated [16].

SiO, is the main silicon-containing sub-
stance at temperatures above 1300 K, and HF
is the main fluorine-containing substance; the
concentration of SiF, does not exceed 3%, and
that of H,O does not exceed 8%.

Calculations in the ASTRA
software package

We have tested the model using the ASTRA
software package, allowing to calculate the
thermodynamically equilibrated composition
by entropy maximization [17]. The calculated
results for the Si-4F-4H-20 system are given
in Table 4.

The results obtained with the ASTRA soft-
ware package are in qualitative agreement with
the calculated data on equilibrium compo-
sitions obtained by the method that we have
developed.

The ASTRA package was also used to calcu-
late the equilibrium compositions of substances
in the Si-4F-C-4H-40 system. The calculated
results are given in Table 5.

4

—

Fal

R ? ;
i =
3

60 _ /
T
/\\

1300

1700 T.K

Fig. 4. SiO, (1), SiF, (2), H,0 (3) and HF (4) concentrations depending on temperature for Si-F-H-O system

(SiF,-2H,-O, mixture is thermodynamically equilibrated, i.e., x, =

x,=1,x,=2)
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Table 4

Thermodynamic equilibrium
compositions of substances (mol.%)
in Si-4F-4H-20 system
depending on temperature

T,K | HO | HF | SiO, | SiF,
500 645 | 22 | 05 | 325
700 573 | 108 | 2.7 | 289
900 46.1 | 243 | 6.1 | 233
1100 | 353 | 37.3 | 93 | 17.8
1300 | 26.9 | 47.4 | 119 | 13.6
1500 | 20.8 | 54.6 | 13.7 | 10.6
1700 | 16.7 | 59.6 | 149 | 85

1900 | 13.7 | 63.1 | 158 | 7.1

Notes. 1. The data given were calculated using the
ASTRA software package. 2. The O, content was less
than 0.2 mol.% at all temperatures.

Table 5

Thermodynamic equilibrium
compositions of substances (mol.%)
in Si-4F-4H-1C-40 system
depending on temperature

T,K | HO | HF | CO, | SiO, | SiF,
500 | 48.6 | 1.7 | 247 | 04 | 244
700 | 433 | 88 |23.9 | 22 | 217
900 | 35.1 | 19.8 | 22.5 | 5.0 | 17.6
1100 | 27.0 | 30.6 | 21.1 | 7.6 | 13.5
1300 | 20.7 | 39.0 | 20.1 | 9.8 | 104
1500 | 16.1 | 45.1 | 193 | 11.3 | 8.1
1700 | 12.9 | 49.3 | 188 | 123 | 6.5
1900 | 10.6 | 52.3 | 182 | 13.1 | 5.4

Note. The data were calculated using the ASTRA
software package.

Hydrogen fluoride is the main
fluorine-containing substance at temperature
above 1100 K in the Si-4F-4H-1C-40 system.
Upon reaching 1900 K, the hydrogen fluoride
content in the equilibrium mixture amounted
to about 50 mol.%, and the silicon tetrafluoride
content to about 5 mol.%.
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Thus, analyzing the calculated equilibrium
compositions of the substances in Si-F-H-O
and Si-F-H-C-O systems, we can assume that
HF can be the main fluorine-containing sub-
stance for SiF, processed in flames of hydro-
gen-containing fuel with an oxygen-containing
oxidizing agent at temperatures above 1300 K,
and SiO, can be the main silicon-containing
substance.

Metal and ammonium hexafluorosilicates
can be obtained from aqueous solution of
H,SiF, and SiF, [18, 19]:

H,SiF, ,,+ 2NaCl ,, —

: (12)
— Na,SiF, ,,+2HCl
H,SiF,,,+ 2NH,OH , — (
: 13)
— (NH,),SiF, .
ONH,F, +SiF,, —
4% lig . 4 lig (14)
— (NH,),SiF, .,
H,SiF,, + ! aCO, >
W ig 3 sol (15)

— 1 0SiF,,,,+ H,CO, .

Therefore, we considered whether it was
thermodynamically possible to produce hy-
drogen fluoride from hexafluorosilicates in
flames of hydrogen-containing fuel and an
oxygen-containing oxidizing agent.

No data are available in literature on thermo-
dynamic functions of the CaSiF,, (NH,),SiF,
Na,SiF, hexafluorosilicates; however, these
salts are thermally unstable at temperatures
above 370, 250 and 600 °C, respectively [7]:

CaSiFé sol - CaF2 sol+ SlF4 gas?® (16)
(NH4)ZSiF6sol -

— 2NH, ,,+ SiF, ,+2HF (17)

Na,SiF,,, — 2NaF, +SiF, . (18)

For this reason, we performed further cal-
culations for their decomposition products.The
equations for hydrolysis of sodium and calcium
fluorides have the form

NaF_, +H,O s
— NaOH + HF

sol/lig

CaFZ sol + HZO gas -
—Ca0,+2HF,, .

(19)

gas?

(20)
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We calculated the Gibbs energy change as
function of temperature for these reactions. We
found (Fig. 5) that the Gibbs energy change
for this reaction follows the inequality AG > 0
in the entire temperature range considered.
Consequently, reactions (19) and (20) are ther-
modynamically forbidden in the temperature
range 7= 300—2000 K.

The local maximum on curve 2 (Fig. 5) is
due to the fact that the crystal lattice of calcium
fluoride changes at a 1424 K, and this compound
melts at 1691 K [5].

Table 6 gives the calculated standard enthal-
pies of formation, temperatures 7, , and 7, for
the interaction of products of thermal decom—
position of hexafluorosilicates in flames of hy-
drogen-containing fuel and oxygen, with the
ratio of the starting components corresponding
to production of SiO, and HF at the initial tem-
perature 7; = 500 K. Hydrogen-containing fuel is
contained in the molecule of hexafluorosilicate in
case of ammonium hexafluorosilicate.

The values of T, in Table 6 significantly ex-
ceed the value of T obtained for SiF, (see Fig.
1), and, therefore, hydrolys1s of SiF, 1s thermo-
dynanucally poss1ble in the given processes (see
Table 6). Notably, sodium and calcium fluorides
are not hydrolyzed in the temperature range
T = 300—2000 K, so only 67% fluorine regener-
ation is possible from hexafluorosilicates of these
elements.

Fig. 6 shows the Gibbs energy change AG de-
pending on temperature in the range of 300—1800
K for interaction of thermal decomposition prod-
ucts of hexafluorosilicates with hydrogen-con-
taining substances and oxygen (all reactions in
Table 6).

AG. KT

Physical Materials Technology >

The Gibbs energy changes are negative in the
given temperature range, therefore, all the reactions
in Table 6 are not thermodynamically forbidden

As the dust-laden gas flow formed by com-
bining the reagents

Sio, ,+ 4HFgaS, 21
is cooled at temperatures below 1170 K, fluori-
nation of SiO, occurs:

Si0, ,,+ 4HF,, —>
— SiF, ,,+2H,0

4 gas

Because of this, flow (21) should be cooled
at the highest rate possible.

(22)

Calculation of heat transfer parameters

Kinetic models for reaction (22) are not
described in literature. It is thus impossible to
give a quantitative assessment for the necessary
cooling rate.

We made estimates for the characteristic
cooling time of the dust-laden gas flow (21)
and the parameters of the convective heat ex-
changer of the double pipe type with a ther-
mostatically controlled wall for SiF, flow rates
corresponding to the pilot and industrial-scale
setups, based on the data from [20].

The Nusselt number for the dust-laden gas
flow was calculated by the following relations:

Nu, =0.023Re)* Pr* =

0.4
1+C_uC (23)

:N 1+ 0.8 1— 1.12 sol gas )
u(l+ )= (1-p) [—Hﬂ J

150

100

50

300 1000

1500 T.K

Fig. 5. Temperature dependences of Gibbs energy change
for hydrolysis of sodium (/) and calcium (2) fluorides
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Table 6

Main thermal parameters for interaction
of thermal decomposition products of hexafluorosilicates
with different substances (7', = 500 K)

Reaction

T

ad rad

-0, kJ

K

SlF4 gas

—>N2

+ 2NH,
e T SIO

2 sol/lig

+2HF +1,50
gas gas 2 ga.
+ 6HF as T H,O s

—

539 2211 1643

2Nﬂ?—%&F +2O

— 2NaF T SIO

+—C&1

2 sol/lig

—
as

+ 4HF + CO

708 2354 1763

CaF2 aF SIF
+ S1O

- CaF 2 sol 2 sol/lig

+CH,

+20, —
gas 2 gas
+4HF +CO
gas 2 gas

708 2687 1978

The notations for the parameters are given in the caption to Table 2

500 1000

1500 T.K

=500

600

=700

-300

200
AG, kI

Fig. 6. Temperature dependences of Gibbs energy change
for interaction of thermal decomposition products of hexafluorosilicates
with hydrogen-containing substances and oxygen
The numbers of the curves correspond to the numbers of reactions in Table 6

— IB p sol I/sol
1 - ﬂ p gangas

9

(24)

7]
p sol I/sol +
( % gangas ) lu

where G, V. are the flow rate and velocity of
the powder Gw, Vas are the flow rate and veloc-
ity of gas; C_, C are the heat capacities of the
solid component and £as; P, P, are the densi-
ties of the solid phase and gas, respectlvely, uis

the flow rate concentration; B is the volumetric

90

concentration of the solid component; F , F qas
are the volumes of the solid component and gas,
respectively; F, is the system volume.

Table 7 gives the cooling characteristics for
slightly dusty (B = 2-107 at 7= 1100 K) flow
(21) at temperatures from 1100 to 500 K and
for the heat exchanger depending on the SiF,
flow rate and the diameter of the cylindrical
heat exchanger.

It follows from the results given in Table 7
that the characteristic cooling time of the flow
from 1170 to 500 K is of the order of 1072
s provided that the diameter of the heat ex-
changer is of the order of tens of millimeters,
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Table 7

Characteristics of heat exchanger and slightly dust-laden flow (21)
depending on heat exchanger diameter

a, AP,
D, mm Wem 2K Lom |u,m/s Pa t,s Re Ref
20 382 0.68 81 1.47 | 0.02 | 16280 | 24635
30 184 0.94 36 0.29 | 0.05 | 10847 |16413

Notations: D, L are the diameter and length of the heat exchanger, o is the heat
transfer coefficient; u is the dust-laden gas flow velocity; AP, f are the pressure difference in
the heat exchanger and the cooling time of the dust-laden gas flow with a decrease in tem-
perature from 1170 to 500 K; Re, Ref are the Reynolds numbers for dust-laden gas flows.
Note. The table gives the calculated data for silicon fluoride with the flow rate
of 10 g/s (industrial value is 300 tons per year); the wall temperature of the heat

exchanger T, ,= 100 °C.

its length is of the order of units of meters, and
the pressure difference in the heat exchanger is
1.5 kPa. The cooling time is 0.02 seconds for
a heat exchanger diameter of 20 mm, so this
diameter is considered to be optimal.

Main results and conclusions

Considering the regeneration of fluorine from
fluorine-containing materials, we analyzed the
existing methods for producing hydrogen fluoride.
We have carried out thermodynamic calculations
of adiabatic temperature, Gibbs energy change
and the equilibrium composition of the reaction
products of interaction of silicon tetrafluoride
with hydrogen and oxygen-containing substances.

Analysis of the obtained simulation data al-
lowed us to draw the following conclusions.

It is preferable to carry out hydrolysis of SiF,
aimed at producing SiO, and HF at a tempera-
ture above 1170 K, followed by rapid cooling
of the reaction products.

When SiF, is processed in flames of hydro-
gen-containing fuel (H,, CH,, NH,) and an oxy-
gen-containing oxidizing agent (oxygen, air), the
temperature of the reaction products, taking into
account thermal radiation of non-homogeneous
flame, is significantly higher than 1170 K. The
crystalline form of SiO, practically does not affect
the adiabatic (7], and radiation (7 ) tempera-
tures exceeding 1500 and 1200 K, respectively.

SiO, is the main silicon-containing substance
at temperatures above 1300 K in an equilibrium
mixture of substances of the Si-4F-4H-20 sys-
tem, and HF is the main fluorine-containing
substance. The content of SiF, is not more than
3%, of water not more than 8% (estimate by the
Gibbs energy minimization method).

The results calculated using the ASTRA
software package indicate that SiF, and H,O
contents in the equilibrium mixture at a tem-
perature of 1900 K are 7% and 14%, respec-
tively. Calculations for the Si-4F-1C-4H-40
system confirm that hydrogen fluoride is the
main fluorine-containing substance at 1900 K,
the SiF, content in an equilibrium mixture is
about 5%, carbon dioxide content is 18% and
water content is 10%.

HF and SiO, can be obtained in flames of
hydrogen-containing fuel and an oxygen-con-
taining oxidizing agent using CaSiF, Na,SiF,,
(NH,),SiF, etc., as starting materials: these
processes are not forbidden thermodynam-
ically, and the temperature of their products
T > 1170 K. Moreover, hydrolysis of calcium
and sodium fluorides is thermodynamically
forbidden in the temperature range T = 300-
-2000 K. Therefore, only 67% regeneration of
fluorine is possible from sodium and calcium
hexafluorosilicates.

The (SiO,, + 4HFgaS) flow is classified as
slightly dusty, so it should be cooled in a con-
vective heat exchanger of the double pipe type.
The cooling time can amount to about 1072 s
in the temperature range from 1170 to 500 K.

Processing SiF, or fluorosilicates in flames of
hydrogen-containing fuel and an oxygen-con-
taining oxidizing agent may serve as the basis
for producing hydrogen fluoride.

Technology for producing hydrogen fluoride from
fluorine-containing by-products and waste products
of phosphate fertilizers processed in methane and
oxygen flames developed using experimental setup
No. 05.608.21.0277. ID RFMEFI160819X0277
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aqueous and dichloromethane solutions of fullerene, as well as casting the chloroform solution of
4-methylphenylhydrazone N-isoamylisatin have been recorded in the 2.5 — 4.0, 8.2 — 12.0 GHz
and 19 — 110, 330 — 740 THz ranges. The carbon samples precipitated from dichloromethane were
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the maximal absorption factor. The organic samples, having a sharp increase of optical absorption
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CNEKTPAJIbHbLIE CBY- U ONTUYECKUE
XAPAKTEPUCTUKU HAHOCTPYKTYPUPOBAHHDbIX
YIMEPOAHbLIX U OPTAHUYECKUX NMNEHOK

B.B. CmapocmeHko, A.C. Ma3suHoGB, A.C. TIOmMIOHUK,
n.ll. Pumaed, B.C. l'ypueHko

KpbIMckuid peaepanbHbiii yHUBEpCUTET MMeHU B.U. BepHaackoro,
r. Cumcepononb, Pecnybnuka KpbiM, Poccuiickas ®enepauus

[IpencraBieHbl CHEKTPBI MPOMYCKAHUSI M OTPAKEHMS 3JIEKTPOMATHUTHOIO M3JIyYeHMS [UIS
TOHKUX TUIEHOK, ITOJTy4YeHHBIX METOIIOM TOJIMBA U3 paCTBOPOB (DYJIJIEPEHOB B BOJIE M IMXJIOPMETaHE,
a TaKKe M3 pacTBOPOB 4-MeTmiipeHmITnapa3ona N-n3oaMun3aTiHa B xaopodopme, B CBY- (2,5
4,0 —u 12,0 — 8,2 I'Tn) u ontmueckux (110 — 19 u 740 — 330 TI'u) amanazonax. [TokazaHo, 4To
HanboJiee uyBcTBUTENIbHBL K CBY-BojiHAM yrjiepoaHble 00pa3iibl, OCAXKISHHbIE U3 AUXJIOPMETaHa,
Ha CMEeKTPe KOTOPhIX OTMEUYeHbI UKy morjoiieHus 3,4 u 9,1 I'Tu. B undpakpacHoM quamnazoHe
ObUIM BbIAENAEHBI YacTOTHbIe MHTepBaibl 20 — 50 u 78 — 108 TT 1, roe HauboJjee IPKO NPOSIBUIOCH
B3aUMOJIEHICTBUE 3JIEKTPOMAarHUTHBIX BOJH C oOpasllaMM. B ONTHYECKOM CIEKTpe TUICHKH,
TOJTyYeHHBIE W3 OBYX BHIOB QyJJIepeHCOmEpXKalluX CYCIICH3W, WMes JWHEHHBIA CITeKTD,
00Jama MaKCUMAaJIbBHBIM KO3(M(PUILIMEHTOM TOINIOIICHMSI, a OPraHUIECKIE 00pas3lbl C PE3KUM
yBEJIMYEHUEM TOIIOLIEHUST B BLICOKOYACTOTHOM obactu 713,8 — 599,6 TI'u uMesn Kpaii IOJIOCH
noriomeHus 3,05 3B. Ilpu stom Mukpodororpa¢pum MOBEPXHOCTEH IMOKa3ald JTOCTATOYHO
pa3BeTBIICHHbBIN pebed (B OCOOEHHOCTU [Jig MOBEpPXHOCTel (ysuiepeHa) ¢ HeTpUBUATbHBIMU
3D-o6pa3zoBaHusiMU, Ha (hOpMY KOTOPBIX BJIUSIT TUIT PACTBOPUTEIS.
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Introduction

New frequency ranges are introduced for
modern radio transceivers, as efforts are made
to reduce the sizes and weights of the devices,
accompanied by steadily decreasing costs; as a
result, the search continues for new materials
that can effectively interact with electromag-
netic radiation in different frequency ranges.
Fiber-optic channels transmitting the largest
amounts of data traffic [1] and microwave cel-
lular stations providing direct communication
with customers [2,3] remain the key commu-
nications today.

The interest towards nanostructured car-
bon derivatives (carbon nanotubes, graphenes,
fullerenes) grew considerably in the late 1990s
and early 2000s. These structures not only pos-
sess unique physical properties [4—6] but also
exhibit broadband absorption in combination
with other materials. [7, 8]. Using nanocom-
posites to construct elementary active devices
[9] should make it easy to integrate organocar-
bon elements into existing electronic circuits of
modern transceivers.

Combined with organic materials, these el-
ements can serve as a basis for novel emitting
[10] and diode structures [11, 12], significantly
expanding their operating ranges.

However, such devices have certain draw-
backs, primarily, photopolymerization (unde-
sirable changes in properties induced by ex-
posure to light), photostimulated and ordinary
oxidation [13, 14] leading to rapid degradation
of organic layers used.

Despite wide interest in organocarbon
materials, their frequency properties are
mainly used in the visible range, while their
characteristics in the medium-wave infra-
red (IR) and microwave ranges are poorly
studied.

In this study, we considered the effects of
electromagnetic waves of microwave and op-
tical ranges on nanostructured films of C
fullerene and N-isoamylisatin 4-methylphenyl-
hydrazone (IMPH) organic precursor, serving
as the main working layers of the correspond-
ing heterojunctions [15].
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Measurement procedure and
experimental samples

Since the initial studies focused on barrier
structures [15], we considered the effect of electro-
magnetic radiation on thin films, i.e., on the type
of matter from which these heterojunctions were
made [12]. Examining C and IMPH samples, we
focused on measurements and analysis of reflec-
tion and transmission spectra of electromagnetic
radiation in the microwave and optical ranges.

The microwave region was represented by
two ranges: 2.5—4.0 and 8.2—12.0 GHz. Thin
square substrates of two sizes, 18 x 18 and 6 x 6
mm, were prepared from the given materials for
measurements on waveguides with cross sections
of 72 x 34 and 23 x 10 mm, respectively.

Optical measurements were carried out in
two frequency ranges: mid-wave infrared 19—
110 THz (650—3650 cm™") and visible 330—740
THz (405—909 nm). Samples of the same size,
18 x 18 mm, were made for this purpose.

The C, samples were examined in two phase
states. One of them was a fullerene-contain-
ing aqueous solution (fullerene water system
(FWS)), which was 99.9% pure [16]. Another
C,, Was a solid-phase powder obtained by sput-
tering graphite [17, 18], 99.5% pure.

The primary FWS suspension was synthe-
sized from crystalline C, (20 mg subsample)
dissolved in N-methylpyrrolidone (25 ml) using
a magnetic stirrer. The resulting purple-brown
solution was mixed with distilled water (12.5 to
100 ml). The resulting clear dark red solution
was stirred for 1 h and subjected to exhaus-
tive dialysis against deionized water. The dialy-
sate was passed through a filter (0.45 pum-sized
pores), producing clear brownish-yellow solu-
tion as a result. It was stored at a temperature
of 10 °C, protected from light [16].

The organic precursor was prepared accord-
ing to a procedure similar to that described in
[19]; 3-methyl-1-phenyl-4-formyl-pyrazole-5-
one (2 mmol) was dissolved in 96% ethanol (25
ml) by stirring and heating. The corresponding
4-chlorobenzoic acid hydrazide (2 mmol) was
added to the resulting solution, which was then
stirred and heated for 1—2 h until a precipitate
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formed. The precipitate was left in mother li-
quor for a long time (overnight); then it was fil-
tered off, washed with ethanol and dried in air.
Target product (weighing 680 mg) was obtained
with a yield of 96% by this procedure.

Solutions were prepared for each of the start-
ing materials (IMPH and C)) as active layers
were formed. Chloroform was used as solvent
for the IMPH compound, and dichlorometh-
ane for powder C (in concentrations of 0.5
mg/ml). There was no need to use additional
solvent to prepare the FWS samples. The fi-
nal stage of sample preparation started after the
obtained suspensions were held at room tem-
perature for at least 48 h. This stage consisted
in simultaneously depositing aged suspensions
(1 ml each) on substrates intended for mea-
surements in the given frequency ranges.

The following notations were introduced for
the film samples:

IMPH (N-isoamylisatin 4-methylphenyl-
hydrazone) refers to the samples precipitated
on glass from N-isoamylisatin 4-methylphenyl-
hydrazone solutions in chloroform;

FFWS (fullerene from fullerene water sys-
tem) to the samples precipitated from aqueous
solutions of C;

FDCM (fullerene from dichloromethane) to
the samples precipitated from dichloromethane
suspensions.

VNA

P1 P2
1Y 0
CP
WCA|:| T |/ |WCA
Smp l g
: S
_________________ -]

Fig. 1. Block diagram of measurements in waveguide:
VNA is the vector circuit analyzer P4226; P1, P2 are the
input and output contacts (ports); WCA are the coaxial
waveguide transitions: CP is the calibration plane;
Smp is the sample in the waveguide
(microwave radiation vectors are shown)

Interaction of microwave radiation
with fullerene and IMPH films

We previously used the measuring system
including the P4226 vector analyzer (Fig. 1)
to study the interaction of electromagnetic
radiation with thin conducting and semicon-
ducting films [20]. Since the main difficulty
in measuring the characteristics of semicon-
ductor fullerene (C,)) and organic (IMPH)
films was their high ohmic resistance due to
small thickness, the measuring system had
to be highly sensitive, requiring fine tuning.
Measurements were carried out in a closed
waveguide in the 2.5—4.0 and 8.2—12.0 GHz
ranges to minimize external interference.
Through-Reflect-Line calibration was per-
formed to compensate for coaxial waveguide
transitions and other interfering factors, us-
ing a reflection measure and a quarter-wave
line, which yielded fairly accurate results.
The effective area of interaction of radiation
with the samples was 10% of the cross-sec-
tional area of the waveguide, which helped
avoid capacitive and inductive effects from
the test sample on the measuring system. The
samples were placed in the geometric center
of the waveguide cross-section (see Fig. 1)
and fixed using a dielectric substrate made
from a material that was transparent to mi-
crowave radiation. Thus, the sample was at
maximum electric field during measurements;
since the fundamental mode H | jwas used, it
can be argued that the area of the sample
accounted for the largest part of the energy.

The actual interaction of microwave radi-
ation with the samples was determined by the
matrix of S parameters taking into account the
main components S, and S, , corresponding
to the radiation directly incident from the first
port P1. The initial measurements indicated
that the properties of the waveguide with the
given structure are close to the properties of
a reciprocal two-port network, i.e., the gain is
the same in both directions. In view of this, we
used the main components S, and S|, corre-
sponding to direct incidence from the first port
of the VNA.

Recall that the components of .S parameters
are the voltage ratios of the reflected (V e/, inci-
dent (V, ) and transmitted (¥, ) radiation, i.e.,

Vv

Sy :_I;ef and S, :_Vszns ;
inc inc

while the powers of the transmitted (P,

J and
reflected (P, ef) waves are expressed as
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Fig. 2. Frequency spectra of FFWS ([/), IMPH (2) and FDCM (3) samples exposed to microwave
radiation in 2.5—4.0 (@) and 8.2—12.0 (b) GHz ranges;

T, R are the coefficients of transmitted and reflected power, respectively

2
P _ |Vtrans| .
trans — 7 >
Y
2
P — Vref
ref Zv >

where Z is the wave impedance.

We first determined the coefficients of trans-
mitted (7) and reflected (R) power, and then cal-
culated the absorption coefficient 4 (Fig. 2):

2
T:[)trans:Vvtm”S| :|S 2.
P 2 21 »
e Vinc
2
R_Pref_Vref =S 2.
-p - 2—| 1] »
inc Vinc

A=1-]8,,[ =[S,

Irregular frequency characteristics of the
transmission and reflection coefficients con-
firm our above assumption that the interac-
tion of radiation with thin carbon and or-
ganic films has a complex nature. However,
the obtained dependences can provide a sim-
plistic explanation for the specific effect of
internal structure of the films on the elec-
tromagnetic wave. For this reason, we se-
lected the characteristic frequencies v, = 3.4
GHz and v, = 9.1 GHz, at which dips are
observed in the frequency dependences of
transmittance, for detailed analysis of each
of the given spectral ranges (see Fig. 2). In
other words, the two materials (IMPH and
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FDCM) exhibited attenuation of electromag-
netic waves at these frequencies. Moreover,
the respective curves are similar for both
the reflected power and the transmittance
at frequencies v, and v,. However, maximum
transmittance is observed for these structures
at frequencies of approximately 3.6 GHz.
It is also worth noting that the spectrum is
quite uniform and only at these frequencies
are anomalies observed, which is obviously
due to the specific structure of the material
under study. In addition, the reflection and
transmission coefficients do not behave an-
ti-symmetrically (curves 2 and 3 in Fig. 2,
a), suggesting that microwave radiation is ab-
sorbed.In contrast to the behavior of IMPH
and FDCM samples exposed to microwave
radiation, FFWS samples did not possess
any pronounced characteristics. However,
the samples exhibited an inverse trend to the
behavior of other materials at frequencies of
2.5—4.0 GHz: namely, the transmission coef-
ficient decreased with increasing frequency of
the incident wave, and the reflection coeffi-
cient increased with decreasing transmission
coefficient. This suggests that absorption of
electromagnetic microwave waves is mini-
mal, and the FFWS material itself has low
electrical conductivity, which is, however,
higher than that of the other two materials.

Analysis of the general frequency character-
istics of the given films led us to conclude that
the relationship of the absorbed wave energy
with the film volume should be taken into ac-
count. The transmission minima at 3.32 and
8.97 GHz were examined more closely. The
specific absorbed power Q was calculated as
the ratio of the power P, absorbed by the
sample to its volume V, i.e.,
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Fig. 3. Graphical representation of specific absorbed microwave power
for FFWS, IMPH, and FDCM film samples calculated by Egs. (1) (@) and (2) (b)

Q - Pabs/I/’ (1)
and P, was calculated as the product of the
output power P, of the VNA generator, equal
to —10.00 dBm multlphed by absorption coef-
ficient A:

2
I)abs = mc( |Sll| |S21| )

The volume V was found by averaging the
film thicknesses, which we measured using
a LOMO MII-4M interference microscope
in the most characteristic segments of the
samples.

Comparing the specific absorbed power
for three samples (Fig. 3, a), we found that
FDCM films have the highest absorptivity.
The lowest absorptivity at 3.32 GHz was ob-
served for IMPH samples, while FFWS films
had the lowest absorptivity at 8.97 GHz.
Notably, microwave radiation had a constant
power at the output of the P4226 generator,
so it was impossible to accurately compare the
absorptivity of the films at different frequen-
cies. For example, the specific absorbed power
was higher at 8.97 GHz than at 3.32 GHz.
This effect is not related to the properties of
the given materials; it is explained by higher
radiation density generated in a waveguide
with a smaller cross section. To account for
linear calculations, the results were normal-
ized to compare different radiation densities.
The normalized specific power (Fig. 3, b) ob-
tained follows the expressmn

Q Q 23><10 (2)

S72><34
where S, ., S,,.,, are the cross-sectional areas
of the corresponding waveguide lines.

Thus, the dimensions of the waveguides are
taken into account here.

Midwave-IR absorption spectra

The interaction of midwave optical radia-
tion with heterostructure elements was studied
with an Agilent Cary 630 FTIR spectrometer
in the range of spatial frequencies from 650 to
4000 cm™', corresponding to direct spectrum
of 19.48—119.92 THz, with a resolution of
110 GHz (4 cm™"). The interaction of infrared
electromagnetic waves with IMPH, FDCM
and FFWS films was particularly pronounced
in the frequency ranges of 20—50 and 78—108
THz (667—1667 cm™' and 2601—3602 cm™').

While the smoothest spectrum for the in-
teraction of microwave radiation with film
structures was observed for FFWS samples, the
FDCM structures had the smallest number of
peaks in the IR range. In particular, a range
of relatively narrow absorption bands was ob-
served for the lower frequency range of 20—
50 THz (667—1667 cm™'). For example, the
peaks observed for FDCM samples at 41.07
and 43.68 THz (1369 and 1457 cm™) corre-
sponded to the C _—H bond, and the peaks
at 35.46 and 42.81 gl"Hz (1182 and 1427 cm™)
to C,, with the last band coinciding with the
band from the alkyl group at 43.68 THz (1456
cm™ ') (Fig. 4, a). Two characteristic narrow IR
absorption bands are clearly seen for FFWS
films at 35.43 and 42.81 THz (1181 and 1427
cm™) (due to C—C bonds) of C,molecules, al-
though they partially overlap with other bands.
Absorption bands in the range of 49.46—49.76
THz (1649—1659 cm™) (due to the C=0 bond)
for the amide carbonyl group and 29.98—32.97
THz (1000—1099 cm™) are characteristic for
vibrations of the C—O group. In this case,
there are no bands characteristic for amino
acids (see Fig. 4, a). The frequency spectrum
of IR absorption by IMPH films is character-
ized by a significant number of peaks, which
is due to numerous chemical bonds in the of
N-isoamylisatin 4-methylphenylhydrazone
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molecule (see Fig. 4, a). Peaks characteristic
for vibrations of C=0 and C=N atomic groups
are found at frequencies of 46.7 and 50.12 THz
(1557 and 1671 cm™). Stretching vibrations of
benzene rings play the main role in the fre-
quency range of 40.89—48.26 THz (1363—1609
cm'). A sequence of absorption maxima is
found in the frequency range of 31.59—38.82
THz (1053—1294 cm™') due to bending and
stretching vibrations of C—N, C—C and C—H
groups. The main role in the frequency range
of 22.30—33.81 THz (743—1127 cm™') is played
by bending vibrations of C—H groups in ben-
zene rings and in the alkyl substituent.

The spectrum is not so diverse at higher fre-
quencies (Fig. 4, b), characterized mainly by
absorption peaks at frequencies of 75—90 THz
(2501—3002 cm™"). In particular, a double peak
observed in the range of 83—89 THz (2768—2968
cm™') forfilms precipitated from dichlorometh-
ane solution, which can be attributed to Cspr

vibrational modes, appears as a wider single
peak for FFWS films (Fig. 4, b). However, this
peak also has a relatively long absorption band
at 90—108 THz (3002—3602 cm™') with a max-
imum at 100 THz (3335 cm™'). A series of ab-
sorption bands associated with vibrations of the
N—H and C—H groups were observed for the
IMPH sample in the frequency range of 85.7—
101.9 THz (2858—3398 cm™), (see Fig. 4, b).

Microscopy of film surface

Geometry of the surface exposed to such
high frequencies of electromagnetic radiation
plays an important role, so each of the indi-
vidual elements and the film as a whole (i.e.,
the IMPH, FDCM, FFWS compounds) were
monitored by reflection and transmission mi-
croscopy using a LOMO MII-4M microinter-
ferometer, with enhanced light via a semicon-
ductor laser and with an elongated optical path
to a camera with a 1/2 FF 10 MP sensor.

a) b)
Wave number, cm’” Wave number, cm’
650 850 1050 1250 1450 1650 1800 2650 2850 3050 3250 3450 3650
Csp3-H Csp3-H

a) /CSO M
= = —CH
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Fig. 4. IR optical absorption spectra of FDCM ([7), FFWS (2) and IMPH (3)
film samples in 667—1667 cm™! (a) and 2601—3602 cm™' () frequency ranges

Fig. 5. Micrographs of nanostructured FDCM (a), FFWS (b) and IMPH (c¢) films
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Fig. 6. Optical transmission (/) and reflection (2)
spectra of IMPH thin film in 406—909 nm range

We should note that the surfaces of nano-
structured films are irregular, characterized by
pronounced separate structures or even regions
(Fig. 5). The most characteristic fragments of
FDCM, FFWS and IMPH film surfaces are
shown.

Distinct  microstructures  shaped  as
three-dimensional stars were observed for
films precipitated from solution of fullerene
in dichloromethane (FDCM), The sizes of in-
dividual structures reached 16—20 um, while
film thickness averaged 400—500 nm (see
Fig. 5, a). FFWS film samples had a fairly
uniform surface with localized hexagonal
structures. The sizes of individual structures
reached 50—80 um, while film thickness avi
eraged 1.8 um (see Fig. 5, b). The surface
of hydrazone films (IMPH) is also relatively
uniform, which is explained by consider-
able length of the 4-methylphenylhydrazone
N-isoamylisatin molecule and, in particular,
the amyl radical. The film thickness was 1.8—
2.0 um (see Fig. 5, ¢).

Optical transmission
and reflection spectra in the visible range

A prism monochromator with an IR filter
and a halogen lamp was used for collecting
the transmission and reflection spectra of the
given films. The spectrometer was calibrated
for hydrogen radiation before each series of
experiments. A clean substrate was used as a
normalizing basis.

FDCM films had the highest absorption:
their linear transmission spectrum was at the
level of photomultiplier noise and was practi-
cally zero. The reflected component was ab-
sent for these films. While FFWS samples had
similar spectral characteristics, they exhibited
a slight dip in the short-wave part of the spec-
trum.

The optical spectra of light transmission
through IMPH films were characterized by
sharp minima in the near IR region at 336.85
and 340.68 THz (890 and 880 nm). Accordingly,
sharp maxima were observed in the reflection

7

I T N -
| I | | |

(ohv)-[cm™-eV]-10*

-
|

E'nergly [eV]

Fig. 7. a(hv)? depending on incident photon energy
(energy plot is shown) for IMPH thin film sample
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spectra, along with a general decrease in the
high-frequency region of 599.6—713.8 THz
(500—420 nm) due to absorption in the film
(Fig. 6).

We calculated the logarithm of the ratio of
transmission coefficient 7" and reflection coef-
ficient R for the given sample thickness, with
subsequent linearization (Fig. 7) with a con-
stant for indirect allowed transitions (m = 2)
[21]. The formula

ahv = A(hv ~E, )m , (3)

was used for the calculations, where a is the
absorption coefficient, A is a constant, Av is the
optical photon energy, Eg is the band gap of the
film material.

As a result of the calculations, we obtained
the band gap value for the IMPH compound:
E =3.05eV.

8
Conclusion

Almost all film samples of IMPH, FDCM,
and FFWS reacted noticeably to electromag-
netic radiation in a wide frequency range, i.e.,
absorption or reflection of incident energy. The
infrared region turned out to be the most in-
homogeneous the in the range of 20—50 THz
(667—1667 cm™'), where a series of narrow-band
peaks was observed, with the narrowest bands
reaching several hundred gigahertz.

The given structures were less sensitive to mi-
crowave radiation. Notably, however, a dip in the

>

transmittance curve was observed at frequencies
of 3.4 and 9.1 GHz for the samples precipitated
from fullerene suspensions in dichloromethane
(FFWS) and from N-isoamylisatin 4-methyl-
phenylhydrazone in chloroform (IMPH).

Sharp minima were observed in the visible
absorption spectra at 336.85 and 340.68 THz
(890 and 880 nm), accompanied by general de-
crease in energy in the range of 599.6—713.8
THz (500—420 nm) for IMPH films. Analyzing
the obtained experimental data, we have con-
cluded that FDCM films had the highest ab-
sorption in all three ranges of electromagnetic
radiation considered.

Thus, interaction of electromagnetic radia-
tion with carbon and organocarbon materials
can take diverse forms, requiring comprehensive
experimental and theoretical studies. We are
confident even at this stage that the behavior
of microwave, optical absorption and reflection
spectra can be controlled by synthesizing com-
plex molecular complexes serving as a basis for
heterostructural transitions for experiments in
the given frequency ranges.
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In the paper, the authors present a method for determining the distribution class to which a
selected random vector with medical parameters as components belongs. The method is based
on the statistical significance test. The optimal selection problem for the significance level
where the probability of the vector identification error is minimal has been solved. In order
to tackle the problem, the authors used the prior information on belonging the vector compo-
nents to the definite distribution class in which the statistical relationship between the medical
parameters was taken into account. The developed mathematical model of patient condition
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ONMPEAEJNIEHUE KNNACCA PACNPEAENIEHUA
BEKTOPA MEAULIMHCKUX MOKA3ATEJIEX

B.N. AHmoHoB', O.A. boeomonoB?, B.B. lapbapyk?, B.H. ®omeHko?
ICaHKT-lNeTepbyprckuii NoNUTEXHUYECKUI YHUBepcuTeT MeTpa Benukoro,
CaHkT-MeTepbypr, Poccuiickas ®eaepauus;
2POCCUMICKUI HAYYHBIN LEHTP Paanoorum U XMpYpPrwyeckmnx TEXHOMOrnii
UMeHU akagemuka A.M. paHoBa, CaHkT-lNeTepbypr, Poccuiickas ®eaepauus;
3MeTepbyprckuii rocylapCTBEHHbIM YHUBEPCUTET NyTei coobLyeHns
MmnepaTtopa AnekcaHapa I, CaHkT-MeTepbypr, Poccuiickas deaepaums

Bcrarbe mpeacraBieH pa3paboTaHHbIA aBTOpaAaMU METOA OTIpeAeIeHUs KJlacca paciipeeeHuUS,
K KOTOPOMY TIPUHAIJICKAT BEIOPAHHBIN CIIYYaHBIM BEKTOP ¢ MEAUIIMHCKUMHU TTOKA3aTeISIMUA B
KauecTBe KOMITOHEHT. MeToJ OCHOBAaH Ha CTATUCTUYECKOM KPUTSPUM 3HAUMMOCTHU. Permaercs
3a7aya 00 ONTHUMAaJIbHOM BBEIOOPE YPOBHS 3HAUYMMOCTHU, IIPU KOTOPOM BEPOSITHOCTH OLIMOKU
UIeHTU(UKAIIMM BEKTOpa MUHUMAajbHA. JIJIsT 3TOro mcmosb3yercsl anmpuopHass MHGOpMaIIUs
0 TMPUHALJIEXKHOCTM KOMIIOHEHT BEKTOpa K OINpeAeIeHHOMY KJaccy pachpeacieHus, B
KOTOPOM YUYHUTBIBAETCS CTaTUCTUYECKAsl 3aBUCUMOCTb MEXIY MEIMUIMHCKUMU TOKa3aTeIsIMMU.
Pa3paborannasg maTeMaTHdecKast MOIEIb COCTOSTHUS TTallEHTA JOJIKHA CITYKUTh MOIICPKKOMN
TIPUHSATHUIO PEIIeHUsS O BBIOOpE HadbHEUIIeH TAKTUKU JCUCHMUSI.
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Introduction

The goal of this study consisted in con-
structing a probabilistic model for forecasting
medical outcomes of diseases for patients who
underwent radical prostatectomy. The model
should allow to estimate whether recurrence of
the tumor is likely. A database composed of
several medical indicators was accumulated for
this purpose for groups of patientswho did not
suffer recurrence of the tumors, and for those
who did. These indicators vary from patient
to patient within each group, filling a certain
domain in the space of indicators with some
density different for the two groups. The system
of indicators is combined into a vector, which
is regarded as the implementation of a random
vector with a distribution law derived from the
observed data. This random vector generalizes
the experimental data and characterizes the
group as a whole. The next step is determining
(with a sufficient degree of reliability) whether
a vector with the indicators of a particular pa-
tient is the implementation of one of the two
given random vectors, or, in other words, to
which of the two groups the patient most likely
belongs to.

We solved this problem using the statistical
significance test [1]. One of the two distribu-
tions is regarded as the null hypothesis, and the
other as the alternative hypothesis. If a random
vector falls into the so-called acceptance region,
the null hypothesis is accepted. Otherwise, the
alternative hypothesis is assumed to hold true.
Errors in attributing a vector (classifying it as
belonging to a certain probability distribution)
by this algorithm can be made in two cases:
either the true null hypothesis is erroneously
rejected (type 1 error), or, conversely, the false
null hypothesis is erroneously accepted (type
II error). Any value (between 0 and 1) can be
obtained for the probability of type I errors
by choosing an acceptance region. However,
changing the probability of type I error also
leads to a change in the probability of type 11
error. Extending the acceptance region obvi-
ously reduces the probability of type I errors
and increases the probability of type II errors.

Thus, it seems a natural step to choose an
acceptance region so as to minimize the prob-
ability of type II errors for a given level of
significance, that is, the probability of type I
error [2, 3].

The problem of choosing an optimal ac-
ceptance region in the above sense was solved
by introducing the Neyman—Pearson criterion
[3]. However, this criterion is used as part of a
more general interpretation of the significance
test by introducing a certain degree of random-
ization. As a result, the answer to the question
whether the null hypothesis is accepted or re-
jected is probabilistic.

Practically speaking, the total error of vec-
tor attribution by the distribution law is most
important. This characteristic consists of two
sources: type I and type II errors. If the a priori
probabilities of the hypotheses about the distri-
bution law are known, then the probability of
the total error can be minimized by choosing
an optimal significance level. The above opti-
mization problem is solved in this paper.

The second section of the paper describes
a probabilistic model within which we con-
structed an optimized criterion for attributing
a random vector by the distribution law. In
the third section, we consider a practical ap-
plication of this criterion to medical research.
Finally, the last section discusses the results
obtained and potential options for developing
the given method.

Probabilistic model

We consider three-dimensional random
vectors with a distribution 4 or B: W“ and
W® in this model. The first two components
of the vector are continuous random variables,
and the last component takes only the values 0
or 1. The quantities m, ¢, (I =1, 2, 3) are,
respectively, the mathematical expectations
and standard deviations of the components of
the vector W, Notations are similar for W®.

Let m®[n] be the conditional expec-
tation W, (i= 1, 2), when W“W, = n. We
introduce the same notations for condi-
tional standard deviations and covariance of
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continuous components. The distribution of
the discrete component is given by the quan-
tity p = P{W, = n}.

Conditional and unconditional characteris-
tics of continuous components are related by

the formulas
m; = Z m, [I’l] D,

n=0,1

o= 3 (o [n]) + (m [n])") p, —m?

n=0,1

Cov,, = Z m, [n]m2 [n]pn —mm,.
n=0,1
The problem solved in this paper is to deter-
mine most reliably to which of the distributions
(A or B) the given vector W belongs. The sig-
nificance test is used for this purpose.
Let us call the set
D= D,N{W,i=12,3

n=0,1

m:n}’

D, ={W ,i=1,2,3]x" <W, < )

(n) (n) ()
<x Ay SVV2Sy2"}

the acceptance region.
Each of the two values of W3 has its

own range of acceptable values W, and W,.
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Starting from Eq. (1), we use the symbols U
and (N for the operations of union and inter-
section on sets, the symbol A for conjunction
of conditions.

The situation when the vector has the distri-
bution A is taken as the null hypothesis H,. If
the vector has the distribution B, the alternative
hypothesis H, is accepted. According to the sig-
nificance test, if

(W,,w,)eD,
then hypothesis H, is accepted in this and only
in this case.
Type 1 error (erroneously rejecting the null
hypothesis) occurs with a probability

R =P((W,,W,) e D|H,).

The probability of type II error (erroneously
accepting the null hypothesis) is

P, =P((W, ,)eD|H,).

From a practical standpoint, it is preferable
to choose the acceptance region so as to obtain
the minimum value of P, for the given prob-
ability P, close to zero. Mathematically, the
problem is formulated as follows:
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min P((W;, W,, W) € D|H, ) =

= min z pn(B)P((VVl’ VVZ) EDn H1)=
n=0,1

. pn(B)minP((Wl,Wz)EDn|Hl)‘
n=0,1

Therefore,
{xl[n], xz[n], yl[n], yz[n]}:

= argmin P((Wl, w,)eD,

MO DENGENG

H,), )

where arg min(f) denotes a function yielding
the argument values of f{x) at the minimum
point.

We write the expressions for the probabili-
ties of type I and type II errors:

q)l(C)(n) = F(C)(xz(n): yz(n))[n]_
_F(C)(xl(n)a yz(n))[n]a

D, (n)=F(x,", y")n]-
_F(C)(xl(n)a y](n))[n]’
P=1-3% p, 1@, (n)- 0, (n)],

n=0,1

P =3% p,”@" (n)- @, (m)].

n=0,1

where FO(x,y)[n] (C = A or C = B) is the

3)

conditional function for the distribution of the
vector (W, and W)).

Knowing the probability that the vector is
attributed erroneously is important for deciding
which class, 4 or B, this random vector belongs
to. This probability can be determined if the a
priori probability P, of a vector belonging to
class A is known.

Let P,_be the probability of erroneous attri-
bution. Then,

P, 4)

Let P9,(P)) be the probability of type II
error, calculated by the optimized algorithm
at a significance level P. It is natural to

set P, so that (4) takes the minimum value
PO Cie.,

= PP +(1-P)P,

err?

Ae0,1]

R =argmin| P,- B, +(1-P,)-P(R) ;
(5)
P (0)

err

=P, -RY+(1-P)-B"(R™).

Table 1

Data set and incidence analysis by patient group

Coefficient False attributions
Number .
Group of patients of correlation for (number and
. W and W | total error)
of patients Relative
wW=0|WwW=1| W,=0| wW=1|W=1|W-=1

error

A (no recurrence) 37 3 0.0058 | 0,0430 12 0 0.30
B (with recurrence) | 33 5 —0.2000 | —0.3600 6 1 0.18

Notations: W, is the initial PSA level, ng/ml; W, is the PSA doubling time, months; W, is the surgical
margin of the tumor; we assumed that W, = 0 if there were no abnormal cells, and W, = 1 otherwise.

Note. The correlation coefficients W, and W, were found by the formula R,, =

_COVyy

OxOy
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Table 2
Conditional distributions of continuous components of random vector W,, W,
W, p.@ p.® m @ m ® cW cW
0 0.925 | 0.868 | 12.2;2200 | 17.4,998 | 10.6;2410 | 11.0;2000
1 0.075 | 0.132 | 8.33;1000 | 30.9;265 1.48; 558 20.7, 152
Total ~ | 11.9;2110 | 19.2;901 | 10.3;2350 | 13.5; 1870
value

Notations: p are the distributions of the discrete component; m, is the mathematical expectation; o, is
the standard deviation; the superscripts correspond to the data belonging to patient groups A and B.
Two values correspond to the components W, and W,

Example application of the attribution
algorithm to medical data

The above-described algorithm for attribut-
ing random vectors was applied to data for uro-
logic oncology patients who underwent tumor
removal surgery. Prostate cancer is considered
the most commonly diagnosed cancer in men
and the second (according to statistical data)
cause of death from cancer [12]. The level of
prostate-specific antigen p (PSA) in blood se-
rum [5, 6], measured in ng/ml, closely cor-
relates with the volume of the tumor. The tu-
mor’s growth rate is characterized by the PSA
doubling time [7, 8].

Initially, there were two groups of patients
with different outcomes of radical prostatec-
tomy. Each patient was characterized by indi-
vidual values of preoperative and postoperative
factors [9—12]. The array of patients was divided
into two groups: tumor recurrence was detected
in 33 patients, and no recurrence was observed
in 37. Predicting options for further treatment
after surgery is an important task, since it af-
fects the final result of radical prostatectomy

1L B(A)

0,2 0.1 0.6 0.8 1P

Fig. 1. Probability of type II error as function
of probability of type I error
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[9, 13—15].

We selected a total of three factors:

W, is the initial PSA, ng/ml;

W, is the PSA doubling time, months;

W, is the surgical margin of the tumor, i.c.,
whether any cancer cells are found in the re-
section line. We assumed that W, = 0 if these
cells were not found, and W, = 1 otherwise.

Group A4 included patients who did not have
recurrences for a certain period of time, and
group B included patients with recurrences.
Table 1 shows the number of patients in groups.

The quantities W, and W, in group B have
a noticeable correlation. Table 1 gives the es-
timates for the correlation coefficients with W,
=0and 1.

Table 2 gives the main characteristics of the
distributions A and B.

Let us explain how we constructed the
two-dimensional conditional (i.e., with a fixed
value of W)) distribution function of the ran-
dom vector W,, W, required to calculate the
probabilities of type I and type 1I errors

Let

X, v (k=1, N), (6)

be conditional samples of continuous compo-
nents W and W,, respectively, arranged in as-
cending order. Next, let the points

(xi(_/)ayk(j)); (J= L_N) (7)

represent the experimental data. Let us
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0.8+

0.6+

044

i P]‘UI(JD,-I‘J

Fig. 2. Optimal significance level as function

044

of a priori probability

PPy

Fig. 3. Minimized attribution error

introduce the notations

& =2x, = Xy
£ =05(x,+x,,); (i=1,N -1);

éN = sz — Xno1

Mo =2),— s
n;, = 05(_)/[ +yi+l)’ (l = I,N—l),
Ny =2Vy = Yy

®)

To construct the distribution function, let us
divide the rectangle

[&0>ExiMoo My | 9)

into N? rectangles of the form

& (i =LN:k=LN). (10)

Next, let us select from all the rectangles
those containing the experimental points (7)
and combine them into a set S;

[éi(j)—l7&i(j);nk(j)—l’nk(j)i|; (J=1,N);

N
S, = ﬂ[ann—v ﬁ,-(,-);nk<,-)4am(,—)] :
i=1

We assume that the random vector W,, W, is
evenly distributed inside each of the N rectan-
gles, and the probability of the random vector
falling into each of the rectangles is the same
and equal to 1/N. This probability is equal to
zero for all other rectangles. The distribution
density then has the form
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1
N-AE-An,”
if (x,y)e
€ [gi—lﬂéi;nk—lﬂnk] S,
0,
if (x,y)eS,,

p(x,y) = (12)

where A, =€ -E, ; An,=mn,—-n,,.

In accordance with Eq. (12), the condi-
tional distribution function is an inhomoge-
neous piecewise bilinear function:

F(x,y)= a;+ bi,k(x -& )+ ci,k(y M)+
+di,k(x =& )(y—-n.), (13)

if (v, ) €[& 1, &3 MM ]
where the parameters are obtained from continu-
ity condition F(x,y) and the boundary conditions

F(&, y)=F(x,m,) =0
using recurrence relations
b,=b,,+d , An,_,
Cix = Cioy T A,
Ay =gy T 0 A +
O AN+ AS L AN,
1 (14)
N-AE,-An,’
d, =4if &, & ] S S5
0,

if [&[,17 ai;nkflﬂ le] ¢ SE”

with a,, =a,, =b, =¢;, =0.

>

Fig. 1 shows the dependence of probability of
type II error with the optimal acceptance region
(1) chosen by Eq. (2). Fig. 2 shows the depen-
dence for the optimal significance level for the
given a priori data on whether a patient belongs to
group A, and Fig. 3 shows the probability for the
total error of patient attribution (see Eq. (5).

We applied the attribution algorithm to groups
Aand B. Table 1 (right columns) gives the number
of errors in determining the group to which the
patient belongs. We assumed that a priori proba-
bility is P, = 0.5, since the number of patients in
both groups is approximately the same. We should
also note that the attribution error is close to the
maximum value of 0.25 in this case, which can be
seen from Fig. 3. The data in Table 1 (false attri-
butions) indicate that the actual total attribution
error is close to this estimate.

Conclusion

Example application of the proposed sig-
nificance test confirms that it can be used in
practice, in particular in medicine for predict-
ing complications. Evidently, the probability
of error in determining the class to which the
given object belongs decreases with increasing
number of patients with a known diagnosis.

We should note that the algorithm con-
structed in this paper is optimal only in the
class of significance tests with a connected ac-
ceptance region (see Eq. (1)). However, if the
distribution has a more complex shape, for ex-
ample, with a multimodal distribution density,
choosing a disconnected acceptance region
could produce a more powerful test.

Including a greater number of continuous
variables in the test would increase the reli-
ability of the algorithm. However, expand-
ing the number of variables would also make
finding the optimal acceptance region more
difficult.
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