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THE ANOMALOUS g-FACTOR VALUE OF PARAMAGNETIC 
IRON CENTERS IN THE TOPAZ LATTICE WITH 

STRONG TETRAGONAL DISTORTION

E.G. Apushkinskiy, B.P Popov, V.P. Saveliev, 
V.C. Sobolevskiy, L.P. Krukovskaya

 Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russian Federation

The theoretical and experimental results of analyzing the electron paramagnetic resonance 
(EPR) spectra of iron impurity paramagnetic centers in the topaz (aluminum fluorosilicate) 
lattice are presented. Characteristic defects of the system exhibiting some lines with abnormally 
large values of g-factor (4.33 and 2.66) in the EPR spectra have been found. The experimental 
results were discussed within the framework of a previously developed model describing a de-
fect involving an impurity iron ion replacing the Al3+ or Si4+ ion. The “Fe3+ – an oxygen va-
cancy” model is a special case of the complexes with strong tetragonal distortion. The g-factors 
were calculated taking into account the covalent nature of the bonds.

Keywords: EPR spectrum, center symmetry, Hamiltonian, g-factor, topaz, tetragonal distortion
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The anomalous g-factor value of paramagnetic iron centers in the topaz lattice with strong 
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This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/)

АНОМАЛЬНОЕ ЗНАЧЕНИЕ g-ФАКТОРА ПАРАМАГНИТНЫХ 
ЦЕНТРОВ ЖЕЛЕЗА В РЕШЕТКЕ ТОПАЗА С СИЛЬНЫМ 

ТЕТРАГОНАЛЬНЫМ ИСКАЖЕНИЕМ

Е.Г. Апушкинский, Б.П. Попов, В.П. Савельев, 
В.К. Соболевский, Л.П. Круковская

 Санкт-Петербургский политехнический университет Петра Великого, 
Санкт-Петербург, Российская Федерация

Представлены результаты теоретических и экспериментальных исследований 
спектров электронного парамагнитного резонанса (ЭПР) примесных центров железа в 
решетке фторосиликата алюминия Al2SiO4(OH,F)2 – топаза. Обнаружены характерные 
дефекты системы, приводящие к появлению линий с аномально большими значениями 
g-факторов (4,33 и 2,66) в спектрах ЭПР. Результаты эксперимента обсуждаются в 
рамках ранее разработанной модели с дефектом при участии примесного иона железа, 
замещающего ион Al3+ или Si4+. Модель «Fe3+– кислородная вакансия» является частным 
случаем модели комплексов с сильным тетрагональным искажением. В работе приведен 
расчет g-факторов с учетом ковалентного характера химической связи.

Ключевые слова: спектр ЭПР, симметрия центров, топаз, спин-гамильтониан, g-фактор, 
тетрагональное искажение
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Introduction

Topaz is an aluminum fluorosilicate with the 
chemical formula Al2SiO4(OH,F)2. The struc-
ture of topaz consists of SiO4 groups connect-
ing Al[O4(F,OH)2] octahedral chains. Four of 
the six anions surrounding the Al3+ ion belong 
to oxygen (O2–), and the remaining two to the 
fluoride ion (F–) or the hydroxyl group (OH–). 

Topaz has the following lattice parameters, Å: 

a = 4.6499, b = 8.7969, c = 8.3909.

The color of the crystals can be changed 
by irradiating them or adding transition 
metal impurities [1]. However, the coloring 
mechanisms of topaz are not entirely clear. 
Irradiation induces complex defects that are 
unstable. Iron group transition elements pres-
ent in aluminosilicates prevents the formation 
of centers generated by ionizing radiation. For 
this reason, aluminum fluorosilicates appear 
to be promising materials for radiation do-
simetry and radiation-resistant coatings. Since 
Al2SiO4 compounds have good luminescent 
properties, aluminosilicates with iron group 
impurities are also interesting as novel materi-
als for laser devices [2]. Furthermore, study of 
impurity centers in topaz is potentially valu-
able for fundamental research. Impurity ions 
can take different charge states due to strong 
internal electric fields [3, 4]. Considering in-
trinsic defects in aluminosilicates, we earlier 
observed an unusual spectrum of electron 
paramagnetic resonance (EPR) [1, 5]. We 
discovered three types of iron centers: a Fe(I) 
center in state S (3d5 electron configuration) 
with g = 2.004 and two Fe(II) and Fe(III) 
centers with anomalous values of g equaling 
4.33 and 2.66. EPR spectra obtained at room 
temperature for the X band (the frequency ν ≈ 
9.4 GHz) using a Bruker ER 220D spectrom-
eter are given in [1, 5]. The high intensity of 
the spectra collected for the samples at room 
temperature pointed to high concentration of 
iron impurities (n ≈ 1019 cm–3). A model of the 
centers that can form with the participation of 
iron was proposed. 

This is primarily the center with the g-factor 
equal to 2.004. Such an iron ion substitutes 

aluminum, occupying an octahedral site co-
ordinated by oxygen (Fe(I) center). The iron 
atom donates its three electrons to bond for-
mation, acquiring the electron configuration 
3d5 (Fe3+), ground state 6S. The position of 
energy levels, their angular dependence and 
calculation of the gfactor for this center are 
given in [5]. The angular dependences of EPR 
spectra for Fe(II) and Fe(II1) centers suggest 
their tetrahedral symmetry. The centers are 
formed when silicon ions are substituted by 
iron ions. The Fe(II) center with the g-fac-
tor equal to 2.66 was an iron–oxygen vacancy 
complex: Fe5 – VO. Interacting with an oxy-
gen vacancy, the substituting Fe3+ ion (3d5) 
is shifted from its equilibrium position by d 
= 0.544L· tgφ in the <110> direction. It was 
found from analysis of the angular dependence 
of the EPR spectrum for Fe(II) that the angle 
φ equals 6°. As a result, the Fe(II) center is 
shifted by 0.17 Å from the center of the tet-
rahedron. 

The Fe(III) center with g = 4.33 is formed 
by the Fe4+ ion in 3d4 state, substituting silicon 
at the Si4+ site. However, theoretical calcula-
tions of anomalous values of the g-factor were 
not performed in [5]. 

 Our study presents calculations of anom-
alous values of the g-factor for Fe(II) and 
Fe(III) centers in a strong crystal field, taking 
into account bond covalence.

Theoretical calculation of EPR spectra

Following Abragam and Bleaney’s classi-
cal work [6, 7], let us consider the theory 
of paramagnetic resonance of iron ions in a 
cubic field. The angular dependence of EPR 
spectra [1] indicates that local paramag-
netic Fe(II) and Fe(III) centers are located 
in a crystal field with tetrahedral symmetry. 
Experimental results confirm that CF split-
ting exceeds the electron interaction energy. 
Hund’s rule is violated in this case, and the 
ion is in a low spin configuration. Splitting 
diagrams for iron ions in a tetrahedral crystal 
field, taking into account the spin-orbit cou-
pling and tetragonal distortion of the crystal 
lattice, are shown in Fig. 1.
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We use the equivalent spin Hamiltonian to 
describe the EPR spectrum. In contrast to the 
spin Hamiltonian used in [5], we take into 
account the distortion of cubic symmetry of 
the crystal field due to its axial distortion [8, 
9] along the tetragonal axis; the degree of dis-
tortion depends on the fine-structure parame-
ter D. In this case, the spin Hamiltonian H is 
written as follows:

{
}

{ }

4 4 4

2

2

1
6

1
5

1
3

( )

( 1)(3 3 1

( 1) ,

x y z

z

H g a S S S

S S

D S S S

s s
= β + + + −

− + + − +

+ − + + λ

H S

LS

(1)

where H is the applied magnetic field; S is 
the full spin of the center, S is its quantum 
number; L is the orbital angular momentum, 
L is the quantum number of the total orbital 
momentum; β is the Bohr magneton; a, D are 
the crystal field parameters determining the 
fine structure of the EPR spectrum; λ is the 
spin-orbit coupling constant. 

The energy levels of allowed transitions 
were calculated in [5]. Accounting for tetrago-
nal distortion, characterized by the parameter 
D, generates a change in the energies by ±2D, 
±D. The parameters of the spin Hamiltonian 
are given in the table.

The structure of the Fe(II) center (includes 
the Fe3+ ion) is determined by the fact that 
the energy level of d electrons in the crystal 
field with tetrahedral symmetry is split into a 
lower doublet (e states) and an upper triplet 
(t2 states) with the energy difference denoted 
as 10Dq (see Fig. 1). The positions of reso-
nance transitions in the EPR spectrum of the 
Fe(II) center indicate that the CF splitting is 
greater than the spin-spin interaction energy, 
i.e., D >> gβH. The lower doublet in the ligand 
field with tetragonal distortion splits into an or-
bital triplet with an effective angular momen-
tum l = 1, S = 1/2. Spin-orbit coupling causes 
the triplet to split into a series of levels with an 
effective total momentum

Jeff = S + 1, J, S – 1.

The diagram for energy level splitting in a 
crystal field with tetrahedral symmetry tak-
ing into account axial distortion is shown 
in Fig. 1, a. It is assumed for iron group tran-
sition elements in a strong crystal field [1] that

λ2/D ≈ 1 cm–1.

In this case, the energy difference between 
sublevels with the effective momentum Jeff is 
described by the effective g-factor geff, which is 
determined by the expression equivalent to the 
Landé g-factor [6]:

Fig. 1. Energy levels of Fe3+ ions in 3d5 configuration (a) and Fe4+ ions in 3d4 configuration (b) 
in strong crystal fields with tetrahedral symmetry in the presence 
of tetragonal lattice distortion (a) and spin-orbit interaction (a, b)

a) b)

Tab l e

Parameters of spin Hamiltonian of paramagnetic 
iron centers in crystal lattice of topaz 

Center g-factor a, 10–2 cm–1 D, 10–2 cm–1

Fe(II) {3d5 – VO} 2.66 6.2 3.2
 Fe(III) {3d4} 4.33 7. 0 3.5
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( ) .( 1) ( 1)
2 ( 1)( )

1
2 seff l s l

l l s s
J J g gg g g + ± +

+ −= + + (2)

Substituting the values gl = 1 and gs = 2 into 
the formula

,4 2
3 3 seff lg g g= +

we obtain the value geff = 2.67, which is in good 
agreement with the experiment. 

The diagram for energy level splitting in a 
crystal field with tetrahedral symmetry taking 
into account spin-orbit interaction is shown in 
Fig. 1, a.

The structure of the F(III) center (Fe4+ 
ion) is determined by the fact that it is ener-
getically favorable for electrons to occupy the 
lower e level for the 3d4 ion in a strong crystal 
field, as long as this is allowed by the Pauli 
principle. Consequently, the Fe4+ ion is non-
magnetic and its EPR spectrum should not be 
observed. However, strong spin-orbit coupling 
can remove spin degeneracy [9, 10]. Three 
pseudo-J-multiplets form, which are charac-
terized by the effective momenta 

Jeff = 1/2, 3/2, 5/2.

The doublet with Jeff = 1/2 is the ground state 
because the parameter αλ (spin-orbit coupling 
constant accounting for chemical bond cova-
lence) is positive. The energy splitting diagram 
of the Fe4+ ion in the 3d4 configuration is shown 
in Fig. 1, b. Accounting for spin-orbit interac-
tion changes the gaps between energy levels by

5 3 5( ) ,2 2 2E∆ → = αλ

3 31( ) .2 2 2E∆ → = αλ

Using the effective total angular momentum 
allows to calculate the g-factor by expression 
(2), replacing the orbital value of gl = 1 with 
gl = α = –3/2 [3, 6]. We have for the ground 
state with Jeff = 1/2:

5 2 13 4.33.3 3
g gs lgeff

−
= = =

Conclusion

Studying iron impurity centers of iron in 
topaz by EPR spectroscopy, we found that 
strong crystal fields make it possible to ob-
serve and identify transition ions in different 
charge states even at room temperature. Iron 
ions can substitute both Al3+ and Si4+ ions. 
The paramagnetic Fe(I) center substitutes 
aluminum and is located in an oxygen-co-
ordinated octahedral site; the paramagnetic 
Fe(II) and Fe(III) centers substitute Si4+ 
ions in SiO4 tetrahedra. The Fe(II) center 
with oxygen vacancies (VO) is formed by sub-
stituting Fe3+ → Si4+, and the Fe(III) cen-
ter is formed by substituting Fe4+ → Si4+. A 
fragment of the aluminosilicate lattice with 
tetrahedral oxygen coordination of the iron 
center and one oxygen vacancy was consid-
ered in [5]. Applying procedure for calcu-
lating EPR spectra based on representation 
of the model spin Hamiltonian and effective 
angular momenta greatly simplified the cal-
culations, yielding good agreement between 
the experimental data and the theoretical 
description.
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Results of direct numerical simulation of the turbulent convection in a bottom-heated cy-
lindrical container have been presented. The height-to-diameter ratio was equal to 1.0. The 
calculations were performed for two media: mercury (Pr = 0.025) and water (Pr = 6.4) at Ra = 
106 and 108 respectively. To suppress possible azimuthal movements of the global vortex (large-
scale circulation) developing in the container, its axis was tilted a small angle with respect to 
the gravity vector. Structure of the time-averaged flow pattern symmetrical with respect to the 
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ПРЯМОЕ ЧИСЛЕННОЕ МОДЕЛИРОВАНИЕ 
ТУРБУЛЕНТНОЙ КОНВЕКЦИИ РЭЛЕЯ – БЕНАРА В СЛЕГКА 

НАКЛОНЕННОМ ЦИЛИНДРИЧЕСКОМ КОНТЕЙНЕРЕ

С.И. Смирнов, Е.М. Смирнов

Санкт-Петербургский политехнический университет Петра Великого, 
Санкт-Петербург, Российская Федерация

Представлены результаты прямого численного моделирования турбулентной 
конвекции в подогреваемом снизу цилиндрическом контейнере с высотой, равной 
диаметру. Расчеты проведены для двух сред: воды (Pr = 6,4) и ртути (Pr = 0,025), при 
числах Рэлея 108 и 106 соответственно. Ось контейнера наклонена на небольшой угол 
по отношению к вектору гравитационного ускорения с целью подавления возможных 
азимутальных перемещений глобального вихря, развивающегося в контейнере. 
Анализируется структура осредненного конвективного движения, симметричного 
относительно центрального вертикального сечения. Выявлены особенности вихревого 
течения в угловых областях, присущие двум рассмотренным случаям. Получены 
представительные профили всех ненулевых составляющих тензора рейнольдсовых 
напряжений и вектора турбулентного теплового потока в центральном сечении.

Ключевые слова: конвекция Рэлея – Бенара, наклоненный контейнер, турбулентность, 
прямое численное моделирование, крупномасштабная циркуляция
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Introduction
There is much interest in study of natural 

convection, as it is a phenomenon widely found 
in nature and technologies. Rayleigh–Bénard 
convection of fluid in a vertically oriented cir-
cular cylindrical container is one of the most 
attractive model problems in this field.

Diverse experimental and numerical studies 
found that large-scale circulation (LSC) is a 
characteristic feature of natural convective flow 
in a cylindrical container heated from below 
(see, for example, review [1]). If the height of 
the container is equal to its diameter or close 
to it, the LSC is a large-scale vortex covering 
the entire region of convective flow [1–5]. If 
the container axis is strictly vertical and ax-
isymmetric boundary conditions are imposed, 
the problem does not have a preferential azi-
muthal position, and it is reasonable to assume 
that the global vortex can occasionally move in 
the azimuthal direction. Experimental studies 
on Rayleigh–Bénard convection in a circular 
cylindrical container confirm this, observing 
slow (ultra-low frequency) changes in LSC 
orientation, with irregular behavior (see, for 
example, [3–9]). Liquid metals [3, 4, 9] and 
water [5–8] are mainly used for experimental 
studies. Evidently, the azimuthal behavior of 
LSC is governed in each case by very small, 
difficult-to-control deviations from axial sym-
metry, typical for laboratory models. This fea-
ture of LSC was also observed in multiple nu-
merical experiments on transitional and turbu-
lent regimes of Rayleigh–Bénard convection in 
cylindrical containers at Prandtl numbers (Pr) 
characteristic for liquid metals [10–13], water 
[11] and air [14–16].

Random changes in azimuthal orientation of 
LSC are not the only feature of a global vortex 
structure of this type. It was found that LSC 
exhibits two more types of oscillations, sloshing 
and torsional. In addition, LSC can disappear 
for relatively short periods of time and reappear 
with a pronounced reorientation (this is known 
as cessation). These features of LSC were stud-
ied experimentally in [16–20]. Sloshing and tor-
sional oscillations are also reproduced in numer-
ical solutions (see, for example, the recent study 
[21] and references therein).

Azimuthal instability of LSC makes it dif-
ficult to obtain the statistical characteristics 
of turbulent convection in cylindrical con-
tainers heated from below, including averaged 
three-dimensional fields of physical quantities 
describing relatively small-scale background 
turbulence. LSC can be locked in a certain 
azimuthal position by introducing a stabilizing 
external factor that does not considerably alter 
the intensity and structure of the flow. For ex-
ample, slightly tilting the container may act as 
such a factor. This approach has been repeat-
edly used in experimental studies conducted 
at different Rayleigh numbers (Ra) for media 
with Pr = 0.025 [3, 4], 0.7–0.8 [17, 18] and Pr 
= 4–6 [17, 19, 20, 22–24]. The effects from 
slight tilt of a container filled with a medium 
with Pr = 0.025, from non-uniform heating 
of the horizontal wall and the structure of the 
computational grid in the central plane were 
numerically studied in [25].

One of the most popular numerical ap-
proaches used for describing turbulent natural 
convection in relatively simple geometrical re-
gions is Direct Numerical Simulation (DNS), 
resolving all components of turbulent motion 
(see, for example, [26–34 ] carried out for me-
dia with different Prandtl numbers: Pr = 0.005 
[30], 0.02 [26, 30], 0.1–1.0 [26, 27, 29, 32–34] 
and 6.4 [28, 31]). A notable recent work [32] 
presented DNS for turbulent Rayleigh–Bénard 
convection at Pr = 1, Ra = 108 in regions with 
different geometric configurations (including 
cylindrical), focusing on comparing the pre-
dictions of integral heat transfer provided by 
different software packages.

Our study is dedicated to direct numerical 
simulation of turbulent convection in a slightly 
tilted cylindrical container, whose height is 
equal to its diameter, heated from below. 
Results were obtained for the Rayleigh number 
Ra = 106 at the Prandtl number Pr = 0.025 and 
Ra = 108 at Pr = 6.4.

Problem statement

We considered turbulent convection of a 
fluid with constant physical properties in the 
Boussinesq approximation for a circular cylin-
drical container heated from below with a 1:1 
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height-to-diameter ratio of the cylinder (Г = 
D/H = 1). The container was tilted by a small 
angle, φ = 2º, with respect to the gravity vector 
(Fig. 1, a). 

Unsteady fluid motion is described by the 
following system of equations (1)–(3), includ-
ing the continuity equation, the Navier–Stokes 
equations and the convection-diffusion equa-
tion.

0,∇⋅ =V (1)

�
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� ��� � �
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Here V = (Vx,Vy,Vz) is the velocity vector 
in the x′y′z coordinate system; t is the time; 
p, T, and ρ are the pressure, temperature, and 
density of the fluid; β, ν, and χ are the coeffi-
cients of its thermal expansion, kinematic vis-
cosity, and thermal diffusivity; g is the gravity 
vector pointing in the opposite direction from 
the axis y′ and making an angle of 2º with it; 
T0 is the fluid temperature under hydrostatic 
equilibrium.

The solution to system (1)–(3) is obtained 
in the x′y′z coordinate system, whose axis y′ 
coincides with the axis of the container (see 
Fig. 1, a).

No-flow and no-slip conditions are imposed 
on all boundaries. Constant temperatures are 
given for the horizontal walls; it is assumed that 
the temperature of the top wall (Tc) is lower 

than the bottom (Th). The side wall is assumed 
to be adiabatic.

The dimensionless governing parameters of 
the problem are the Prandtl number Pr = ν/χ 
and the Rayleigh number, related as 

Ra = Pr∙(VbH/ν)2,

where Vb is the characteristic (large-scale) flow 
velocity (buoyant velocity), 

Vb= (gβΔTH)0.5

(ΔT is the characteristic temperature difference 
between the hot (Th) and the cold (Tc) wall),

ΔT=Th – Tc.

Let us also introduce the Grashof number 
Gr = Ra/Pr, whose square root acts as the 
equivalent of the Reynolds number in natural 
convection problems. 

The computations below were performed for 
Pr = 0.025, Ra = 106 and Pr = 6.4, Ra = 108. 
The Grashof numbers for these two cases are of 
the same order and equal 4.0·107 and 1.6·107, 
respectively.

Computational aspects

The computations were carried out using 
one of the latest versions of the in-house fi-
nite-volume code SINF/Flag-S developed at 
Peter the Great Polytechnic University (the 
computational algorithms implemented in the 
code run on unstructured grids). We used a 
variation of the fractional step method de-
scribed in [35]. The Crank–Nicolson scheme 
with second-order accuracy was used for ad-
vancing in time. A central difference scheme 
was used to approximate the convection and 
diffusion terms in the continuity equations. The 
computational grid consisted of approximately 

Fig. 1. Geometry of computational domain for tilted container (a), 
grid structure in central horizontal (b) and vertical (c) planes



13

Simulation of Physical Processes

1.5·107 hexagonal elements; the grid structure 
in horizontal and vertical planes is shown in 
Fig. 1, b, c. The grid is refined near the walls, 
while the size of the first near-wall cell was 
about 10–4 H. A characteristic feature of the 
computational grid was a central unstructured 
(asymmetric) region with a diameter of about 
0.8D (see Fig. 1, b).

The finite-volume computations of 
Rayleigh–Bénard convection on this grid can 
be interpreted as direct numerical simulation 
of turbulence if the local cell size is sufficiently 
small compared to the size of the smallest vor-
tices in the given region. It is well known the 

Kolmogorov scale is the smallest scale of tur-
bulent flow if the temperature layers are thicker 
than the velocity layers (Pr < 1): 

δK= (ν3/ε)0.25,

where ε is the dissipation rate of turbulent ki-
netic energy, 

V ' V 'i i
x xj j

∂ ∂
ε = ν ⋅

∂ ∂

(Vi′ is the fluctuation of the ith velocity compo-
nent, xj are the Cartesian coordinates). 

Fig. 2. Distributions of instantaneous (a) and averaged (b, c) vertical velocity components for mercury 
convection in cylindrical container (CC) heated from below at Pr = 0.025: isosurface components a, 

|Vy| = 0.14; distribution b in central plane perpendicular to СС axis, y′= 0.5; distribution c along 
a line lying in (x′Oy′) plane of CC at a height of y′= 0.5.

Blue structures correspond to downward flow, red to upward flow.

Fig. 3. Averaged temperature field in central vertical plane of container (coinciding with LSC midplane) 
with superimposed vectors of averaged velocity at Pr = 0.025: 

entire convection region of mercury b, regions a, c with corner vortices

a)	 b)	 c)
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If Pr > 1, the smallest scale is the Batchelor 
scale:

δB= δK/Pr0.5.

Accordingly, the quality of the computa-
tions can be assessed by comparing the charac-
teristic sizes of the grid elements with different 
smallest turbulence scales.

The computations started from the zero ve-
locity field and the uniform temperature field, 
assumed to be equal to (Th + Tc)/2. The time 
step did not exceed one thousandth of the 
characteristic time tb=H/Vb, guaranteeing that 
the local values of the Courant number were 
less than unity. The computed fields were aver-
aged over time starting after a transient process 
that lasted about 200tb. The samples for averag-
ing were 3000tb for convection of mercury and 
4000tb for water.

Computational results and discussion

The quantities V and T in the discussion 
below refer to the velocity and the temperature 
difference T – Tc, related to the corresponding 
scale (Vb and ΔT), and (x′, y′, z) refer to the co-
ordinates related to the height of the container.

The quality of grid resolution was assessed 
after the computations, using the statistics ac-
cumulated for the TKE dissipation field. We 
actually analyzed the fields of the smallest 
turbulence scales δK and δB, computed by the 
above relations and taken relative to the cubic 

root of the computational cell volume (V1/3). 
It was found that the ratios δK/V

1/3 and δB/V
1/3 

took values exceeding unity in almost the en-
tire region of the flow. The exceptions were a 
small area near the side wall, in the layer with 
the average height, and also the region with the 
corner vortices, where the smallest values of 
the ratios δK/V

1/3 and δB/V
1/3 were 0.6–0.7.

Results for mercury. Fig. 2, a shows an in-
stantaneous distribution for convection of mer-
cury in the cylindrical container heated from 
below, with pronounced large-scale circulation. 
Fig. 2, b, c shows the distribution of the aver-
aged vertical velocity component in the central 
plane perpendicular to the container axis; the 
vertical velocity component here and below re-
fers to the velocity component along the axis of 
a slightly tilted container. Evidently, this dis-
tribution has double symmetry, as expected for 
the case of LSC ‘locked’ in a certain azimuthal 
position.

It is of particular interest to explore the 
characteristic features of convective flow in the 
central vertical plane of the container, which 
coincides with the midplane of the LSC (see 
Fig. 2); this plane is also the x′Oy′ plane of the 
container axis tilt. 

ig. 3 shows the vortex structure of the flow 
and the temperature field in this plane. Notably, 
aside from LSC, the flow contains several 
smaller vortices located in the corners of the 
container. The region occupied by additional 

Fig. 4. Distributions of normalized components of Reynolds stress tensor and turbulent heat flux vector 
along AC (black curve) and BD (red curve) diagonals of container’s central plane

in case of mercury convection (see Fig. 3), coordinate dx′Oy′ = 0 at points A and B, respectively
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vortices is considerably larger in the corners A 
and C (see Fig. 3, a) than in the corners B and 
D (see Fig. 3, c); the intensity of the vortices 
also differs: it is much higher in the corners 
A and C. Gradient layers near the isothermal 
walls are clearly visible in the temperature field.

We also obtained three-dimensional fields 
of all components of the Reynolds stress ten-
sor and the turbulent heat flux vector. These 
data are interesting, in particular, for assessing 
the capabilities of different second-order turbu-
lence models (Reynolds stress models) used for 
computations of convective flows based on the 
Reynolds-averaged Navier–Stokes equations. 
Data for the central vertical plane of the con-
tainer are given in this paper. Two of the six 
components of the Reynolds stress tensor, as 

well as one of the three components of the tur-
bulent heat flux are equal to zero in this plane 
due to statistical symmetry of convection.

The distributions of the components of the 
Reynolds stress tensor and the turbulent heat 
flux vector are given in Fig. 4 along the diag-
onals of the central vertical plane (the corre-
sponding coordinate, denoted as dx′Oy′, is used). 
Because the averaged flow is symmetric, distri-
butions are given only for half of the diagonal. 
Moreover, the given distributions were obtained 
by averaging over two halves of each of the 
diagonals (evidently, this technique effectively 
increases the initial sample for obtaining statis-
tics). Fig. 4 shows that almost all of the given 
the correlations are close to zero in a small 
corner region (conditionally, at dx′Oy′ < 0.02) 

Fig. 5. Distributions of instantaneous (a) and averaged (b, c) vertical velocity components for convection 
of water in cylindrical container heated from below at Pr = 6.4 

The distributions are similar to those shown in Fig. 2 for mercury 

Fig. 6. Averaged temperature field with superimposed vectors of averaged velocity 
in central vertical plane of container at Pr = 6.4

The distributions are similar to those shown in Fig. 3 for mercury

a)	 b)	 c)



St. Petersburg State Polytechnical University Journal. Physics and Mathematics 13 (1) 2020

16

where there is practically no flow in the me-
dium, with the exception of the Reynolds stress 
due to fluctuations of the velocity component 
normal to this plane (see Fig. 4, c). With dx′Oy′ > 
0.02, all correlations increase in absolute value 
to a certain degree, and their variation is essen-
tially nonmonotonic with a further increase in 
the distance from the corner. This is generally 
consistent with the picture of the vector veloc-
ity field shown in Fig. 3: here, the stable region 
in the corner is followed by the region where 
two vortex structures coexist; their presence 
and interaction determine the nonmonotonic 
behavior of the distributions shown in Fig. 
4. The spans of nonmonotonic segments are 
somewhat different depending on the choice of 
the diagonal (AC or BD). The region covered 
by LSC follows the zones occupied by corner 
vortices (dx′Oy′ > 0.15…0.2); the correlations 
change relatively smoothly within this region.

The integral value of the Nusselt number 
for convection of mercury, obtained as a re-
sult of these computations with Ra = 106, was 
Nu = 5.64, which is in good agreement with 
the results of previous studies carried out in 
the framework of the implicit LES (ILES) ap-
proach: Nu = 5.70 [25], Nu = 5.58 [35], and 
also with the DNS results, Nu = 5.43 [30].

Results for water. Similar distributions are 
shown in Figs. 5–7 for convection of water (Pr 
= 6.4) at Ra = 108.

We can conclude from the distributions of 
the averaged vertical velocity and tempera-
ture (Fig. 5) that the solution obtained is also 
symmetric with respect to the LSC midplane 
(central vertical plane) in this case. In case of 
long samples, symmetric statistical character-
istics of the flow can be obtained only if the 
LSC is ‘locked’ in a certain azimuthal position. 
Comparing the computational data shown in 
Figs. 2 and 5, we can establish that the maxi-
mum values of the normalized vertical velocity 
for convection of water are lower than for con-
vection of mercury by approximately five times. 

Fig. 6 shows the structure of convective flow 
of water in the central vertical plane. The same 
as in in the case of mercury convection consid-
ered above (Fig. 3), large-scale circulation of 
water is complemented by corner vortex struc-
tures. However, unlike convection of mercury, 
there is only one pronounced vortex in each 
of the corners A and C, and there are no in-
tense vortices at all in the corners B and D; the 
flow turns sharply here, and a small region with 
very slow motion evolves. These characteristics 
of water convection in a cylindrical container 
were earlier discussed in [15]. As expected, 
high-gradient layers form in the temperature 
field near the isothermal walls.

Fig. 7 shows the distributions of the non-
zero components of the Reynolds stress ten-
sor and the turbulent heat flux vector along 
the diagonals of the central vertical plane. In 

Fig. 7. Distributions of normalized components of Reynolds stress tensor and turbulent heat flux vector 
along AC (black curve) and BD (red curve) diagonals of central vertical plane of container 

for water convection (see Fig. 6), coordinate dx′Oy′ = 0 at points A and B, respectively
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contrast to convection of mercury, the correla-
tions given for Pr = 6.4 generally change more 
smoothly; evidently, this is because the corner 
vortex structures are underdeveloped in case 
of convection of a fluid with a large Prandtl 
number. However, segments where the effect 
of corner vortices can be observed are also 
visible in this case in the given distributions. 
Furthermore, compared with the previous case 
(see Fig. 4), the general level of normalized 
correlations characterizing the intensity of tur-
bulent transfer is less by about 1 to 1.5 orders 
of magnitude for convection of water than for 
a fluid with a small Prandtl number. 

The integral Nusselt number obtained 
for convection of water with Ra = 108 was 
Nu = 33.0, which coincides with the results 
of previous computations [28] performed using 
the DNS method up to three significant digits.

Conclusion

Direct numerical simulation helped accu-
mulate a large amount of statistical data for 
essentially three-dimensional turbulent con-
vection in a slightly tilted cylindrical container 
heated from below, whose height equals the 
diameter. Computations were carried out for 
Ra = 106 at Pr = 0.025 (mercury), and for 
Ra = 108 at Pr = 6.4 (water).

We have found that tilting the container axis 
by 2° relative to the gravity vector allows to 

reliably ‘lock’ the global vortex (large-scale cir-
culation (LSC)) in a certain azimuthal position.

The pattern of the averaged flow in the cen-
tral vertical plane of the container, coinciding 
with the midplane of the LSC, is characterized 
by a combination of LSC with corner vortex 
structures, which are most pronounced for 
convection of the medium with a small Prandtl 
number.

We have computed three-dimensional fields 
of all components of the Reynolds stress tensor 
and the turbulent heat flux vector. These data 
can serve, in particular, for assessing the ca-
pabilities of different second-order turbulence 
models (Reynolds stress models) used to com-
pute convective flows based on the Reynolds-
averaged Navier–Stokes equations.

The values obtained for the Nusselt inte-
gral number are in good agreement with the 
data given in literature for a container with a 
vertical axis.

This study was supported by the Russian 
Foundation for Basic Research (Grant for Vortex-
Resolving Numerical Modeling of Turbulent 
Natural Convection under Conjugate Heat 
Transfer Conditions no. 17-08-01543).

The computational data were obtained us-
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at Peter the Great Polytechnic University (www.
scc.spbstu.ru).
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The paper considers two directions of development of the dynamic-stochastic approach to 
the construction and use of predictive models. The first direction is related to the uncertainty 
of the initial state of the simulated process, and the second to the stochastic nature of model 
parameter estimates. In the first case, we consider methods for calculating fast-growing per-
turbations (FGPs) of the initial state of atmospheric dynamics models and a method for using 
FGPs in optimizing observation systems based on information ordering. An example of deter-
mining the zones of dynamic instability of the Northern hemisphere is given. In the second 
case, a mathematical apparatus for generating perturbations of model parameters in accordance 
with their probability distribution is proposed. Based on the data of the USSR economic indi-
ces, a numerical example of perturbation of parameter estimates and integration of the Volterra 
model is given. 
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ДИНАМИКО-СТОХАСТИЧЕСКИЙ ПОДХОД К ПОСТРОЕНИЮ 
И ИСПОЛЬЗОВАНИЮ МОДЕЛЕЙ ПРОГНОСТИЧЕСКОГО ТИПА

Ю.А. Пичугин

Санкт-Петербургский государственный университет аэрокосмического приборостроения, 
Санкт-Петербург, Российская Федерация

В работе рассмотрены два направления развития динамико-стохастического 
подхода к построению и использованию прогностических моделей. Первое связано 
с неопределенностью начального состояния моделируемого процесса, а второе – со 
стохастической природой оценок параметров модели. В первом случае рассмотрены 
методы вычисления быстрорастущих возмущений начального состояния моделей 
атмосферной динамики и метод их использования в оптимизации систем наблюдения 
на основе информационного упорядочивания. Приведен пример определения зон 
динамической неустойчивости Северного полушария. Во втором случае предложен 
математический аппарат генерации возмущений параметров модели в соответствии с 
их вероятностным распределением. На основе данных экономических индексов СССР 
приведен численный пример возмущения оценок параметров и интегрирования модели 
Вольтерры. 

Ключевые слова: динамическая модель, быстрорастущее возмущение, распределение 
оценок параметров, ансамбль прогнозов, экономический индекс 
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Introduction
The dynamic stochastic approach to fore-

casting was first developed in meteorology, 
associated with uncertainty of initial states of 
predictive models. However, it is well under-
stood that this approach can be easily extended 
to mathematical modeling in general, since the 
model parameters estimated using the ordinary 
least squares method (OLS) have a stochastic 
nature. 

The goals of this study consist, firstly, in 
developing a method for using fast-growing 
perturbations of the initial state of a dynamic 
model to optimize monitoring of any controlled 
multidimensional process based on information 
ordering; secondly, in developing a universal 
method accounting for the stochastic nature 
of OLS estimates of model parameters to con-
struct a forecasting system allowing to track the 
dynamics of the probability distribution for the 
quantities described by the model. 

secondly, in developing a universal method 
accounting for the stochastic nature of OLS 
estimates of model parameters to construct a 
forecasting system allowing to track the dy-
namics of the probability distribution for the 
quantities described by the model. 

These objectives are achieved by solving the 
following tasks:

describe the key methods for calculating 
fast-growing perturbations (FGPs) of the initial 
state of the dynamic model and apply them to 
the selected optimization;

describe the mathematical tools for gener-
ating perturbations based on the probabilistic 
distribution of their OLS estimates, providing a 
numerical example for constructing an ensem-
ble of model integrations.

 Considering the first task, mainly related 
to meteorology, we intentionally omit some 
details of meteorological forecasting so as not 
to complicate the discussion. For example, 
considering the errors of measuring the initial 
state, we do not mention the objective anal-
ysis, i.e., interpolation of the measurement 
data obtained at weather stations to a regular 
geographic grid. At the same time, we focus 
closely on mathematical tools, which are not 

described in sufficient detail in meteorological 
studies; furthermore, this can allow to transfer 
these mathematical techniques and methods to 
predicting other multidimensional processes. 

Uncertainty of the initial state, 
fast-growing perturbations and 

optimization of observation systems

Judging from the available literature, the 
dynamic stochastic approach was first applied 
to constructing prognostic models by Epstein 
[1], who hypothesized that the stochastic na-
ture of the initial state of the dynamic pre-
dictive model, naturally generated by random 
measurement errors, should be reflected in the 
result of model integration. 

Let x(t) be the vector of quantities operated 
by the dynamic model, where t is the time, 
i.e., x(t) is the vector used to describe some 
simulated multidimensional process. Within 
the purely dynamic approach, we pass from a 
certain state x(t0) to the state x(t) as a result 
of integration, where t = t0 + ∆t, and ∆t is the 
time interval for model integration. In practice, 
a perturbed initial state always emerges instead 
of the true initial state x(t0), 

x(̃t0) = x(t0) + Δx(t0),

where the perturbation ∆x(t0) is due to mea-
surement errors of the initial state. 

Epstein proposed to simulate the spread of 
perturbations of the initial state ∆x(t0), which 
would correspond at least to the scale of mea-
surement errors if not to a multidimensional 
probability distribution. Thus, if there is an 
ensemble of generated perturbations 

( ){ }0 1
n

i i
t∆ =x , we also have an ensemble 

of initial states

( ) ( ) ( ){ }0 0 0 1

n
i i i

t t t
=

= + ∆x x x .

(see the Remark below).
Integrating a dynamic model from each 

member of this ensemble of initial states, we 
obtain a new ensemble:
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n
i i

t
=

x  that is a sample of integration results

with the size n. Such a sample makes it possible 
to estimate the probabilities of certain states of 
the simulated process, x(t), if the distribution 
parameters (presumably normal) are estimated 
in advance.

Epstein’s ideas were first introduced into 
the practice of meteorological forecasts based 
on the Monte Carlo method generating pertur-
bations of the initial state [2]. However, very 
soon, as ensemble forecasts were introduced, 
fast growing perturbations started to be used. 
This refers to perturbations which have a (spa-
tial) configuration producing the greatest devi-
ations of the forecast from the result obtained 
by integration from the measured initial state, 
while preserving the scale of errors in measure-
ment of the initial state. Using FGPs allows to 
obtain the largest spread of the forecast ensem-
ble, thus better accounting for the uncertainty 
due to the error in measuring the initial state. 
This can be done by several methods. 

Let A be a real matrix of the model opera-
tor linearized in some initial state. It is known 
from the geometric interpretation of linear op-
erators that the eigenvectors of the matrix ATA 
(T is the transpose operator) corresponding to 
the largest eigenvalues of this matrix should 
be taken as the fastest growing vectors (per-
turbations). These eigenvectors and the square 
roots of the eigenvalues of the matrix ATA are 
known as singular vectors and singular numbers 
(respectively) of the matrix A. It was difficult 
to apply this to meteorological practices be-
cause the dimension of the model (dimension 
of matrix A) had to be reduced due to limited 
computational capabilities, at least at the time 
when this idea was introduced in meteorology. 
The decrease in dimension naturally leads to 
smoothing of the initial data, i.e., to inevitable 
loss of information, which ultimately reduces 
the effectiveness of this idea [3]. 

The method based on calculating the ei-
genvectors of the matrix A, corresponding to 
the eigenvalues largest in magnitude turned out 
to be relatively easier to implement. There are 
slight losses here because the largest magnitude 
of eigenvalues of the matrix A does not exceed 
the largest singular number (see above) of this 
matrix. The geometrical meaning in this case is 
that singular numbers can be interpreted as the 
lengths of the semi-axis of an N dimensional 
ellipsoid, where a linear operator with the ma-
trix A maps an N dimensional sphere of unit 

radius centered at vector space zero (N is the 
space dimension). Thus, the singular numbers 
are the expansion (compression) coefficients 
along the mutually orthogonal directions of 
singular vectors; unlike the eigenvectors, sin-
gular vectors generally do not preserve their 
direction, undergoing some rotation in space. 
The eigenvalue magnitudes are equal to the 
magnitudes of some segments connecting this 
ellipsoid with its center. 

If the matrix A is symmetrical, which hap-
pens in case of a self-adjoint operator, then 
eigenvalues and vectors coincide with the sin-
gular values and vectors. Therefore, perturba-
tions proportional to the singular vectors that 
correspond to the highest singular values can 
essentially grow faster than the perturbations 
proportional to the eigenvectors. Therefore, us-
ing singular vectors is preferable if the dimen-
sion of the model is such that the operator is 
not self-adjoint and can be linearized without 
reducing the dimension. 

The second approach to calculating FGPs 
proportional to the eigenvectors of the ma-
trix of the linearized operator of the hydro-
dynamic model gained great popularity in 
meteorology. This is because numerical im-
plementation, known as the breeding method 
[4], is relatively simple. The method is sim-
ilar to the direct iteration method; the only 
difference is that multiplication A∆x(t0) that 
this well-known method is based on is re-
placed by integrating the model over a rela-
tively short time ∆tb (∆tb is no more than 12 
or 24 hours in meteorology ), so the operator 
determined this way can be assumed to be 
linear. The action of the operator on pertur-
bation ∆xk(t0) in the iterative process of the 
breeding method is usually formulated as the 
difference

( ) ( ) ( )( )
( )( )

1 0 0 0

0

,

,
k k b

b

t A t t t

A t t
+∆ = + ∆ ∆ −

− ∆

y x x

x
(1)

with subsequent normalization

( ) ( ) ( )1
1 0 1 0 1 0 ,k k ke

t t t−
+ + +∆ = δ ∆ ∆x y y (2)

where А(х(t0),Δt) is the result of integration of 
the model over time t ∆ from the initial state 
x(t0); ||*||e is the energy norm; δ is the stan-
dard perturbation norm (see below); k is the 
iteration number.

The initial perturbation ∆x0(t0) (if k = 0) is 
chosen arbitrarily but true to scale (the adopted 
norm).
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The scalar product plays an important role 
in the breeding method. An energy scalar prod-
uct is commonly used in meteorology. 

Let the total energy of the process at time t 
be expressed in quadratic form with respect to 
the components of the vector x(t): 

2

1
( ( )) = ( ),

N

i i
i

E t x tµ
=
∑x

where µi (i = 1, 2,…,N, N = dimx) are the 
model constants.

Then the energy scalar product of two per-
turbations ∆x′(t) and ∆x′′(t) is expressed as [5]

1
( ), ( ) = ( ) ( ).

N

i i ie
i

t t x t x tµ
=

′ ′′ ′ ′′∆ ∆ ∆ ∆∑x x

The magnitude of the perturbation energy norm is

1/2( ) ( ( )),
e

t E t∆ = ∆x x

and the magnitude of the perturbation standard 
norm δ (see Eq. (2)) is formulated as δ = ||δx||e, 
where the components of the vector δx act as 
standard measurement errors of the initial state. 

Rayleigh relations, which are approxima-
tions of eigenvalues and essentially perturba-
tion growth factors, are calculated using the 
energy scalar product 

1 0 0
1

0 0

( ), ( ) 
= .

( ), ( )
k k

k
k k

e
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l
t t
t t

+
+

∆ ∆
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When the eigenvectors and eigenvalues of a 
symmetric real matrix are calculated by direct 
iterations, Gram–Schmidt orthogonalization 
should be performed after calculating the first 
vector (corresponding to the maximum eigen-
value) to calculate subsequent vectors in or-
der to exclude configurations (directions) for 
eigenvectors already calculated. In case of a 
symmetric matrix, it is sufficient to perform 
orthogonalization when each subsequent initial 
approximation is generated. 

Orthogonalization should be performed in 
each iteration between operating Eqs. (1) and 
(2) in the breeding method. The subsequent 
vectors obtained this way can be interpreted 
as eigenvectors of some self-adjoint approxi-
mation of the initial linearized operator, which 
naturally imposes an additional restriction 
on the number of growing perturbation vec-
tors. The Rayleigh ratio lk that stops to grow is 
taken as the criterion that stops the breeding of 
perturbations.

Remark. Like most physical, mathematical 
and natural sciences dealing with real natural 
processes and phenomena, mathematical mod-
eling has to rely on assumptions in building 
models, when some obvious discrepancies be-
tween the model and the real object have to be 
neglected. Each of the perturbations is added 
to the initial state twice with different signs so 
that the modeled distribution of perturbations 
is at least symmetric, However, this goal is not 
fully achieved, since we never have an unper-
turbed initial state x(t0) because simulated per-
turbations are added to the measurement result 
already containing errors x(̃t0)  (perturbations, 
see above). Another consideration is that inte-
grating the model over relatively long periods 
of time (longer than perturbation breeding) is 
not in fact a linear operator acting on a pertur-
bation. Therefore, simulating an ensemble of 
normally distributed perturbations (statistically 
justified perturbations [6]), we do not necessar-
ily obtain an ensemble of normally distributed 
forecasts. 

These issues have to be neglected in me-
teorology, which is more or less compensated 
by the fact that the effectiveness of forecasts 
obtained by averaging over an ensemble of per-
turbed initial states significantly exceeds the 
effectiveness of forecasts from the standard ini-
tial state. On the other hand, as noted above, 
the ensemble of forecasts obtained this way 
allows to estimate the distribution parameters, 
i.e., to construct the probability distribution 
and the probability forecast. The dynamic sto-
chastic approach to forecasting implemented 
in this manner became common practice in 
meteorological forecasting (in particular, at the 
Hydrometeorological Center of Russia) in the 
late 20th century. 

Evidently, the fast-growing perturbations 
(FGPs) calculated by some method depend on 
the initial state, since the result of linearization 
of the model operator (see above) depends on 
the initial state but also significantly depends 
on the quality of the model used. 

Let there be a sample of initial states 
{x(ti)}n

i=1, obtained by measurements at times 
{ti}n

i=1 covering a sufficiently long period. The 
sample of FGPs {Δx(ti)}n

i=1 with the highest 
growth coefficient in the breeding interval or 
(if the dimension allows) corresponding to the 
largest singular value can be calculated by this 
sample of initial states. Next, constructing a 
basis of principal components and a regres-
sion of perturbations for this basis by a sample 
of perturbations (see [7]), we can arrange the 
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components of the vector ∆x(t) (i.e., the ini-
tial vector x(t)) by decreasing quantity of in-
formation (see [8]) relative to the principal 
components interpreted as hidden factors. If 
perturbations of only one specific meteorolog-
ical field, for example, the geopotential Н500 
(the height of the isobaric surface is 500 mbar), 
surface pressure or surface temperature is con-
sidered as ∆x(t), then each component of the 
vector ∆x(t) corresponds to a specific point in 
the geographic grid. Thus, geographical zones 
where errors of meteorological measurements 
can lead to significant forecasting errors can 
be identified. In other words, zones with the 
largest quantity of information are in fact zones 
of dynamic instability. This approach was de-
veloped in [9] using a hemispheric model of 
atmosphere circulation by a sample of initial 
states of volume n = 216 and covering a three-
year time interval (1999–2001). In this case, 
the algorithm for calculating FGPs used the 
formula

( )
( ) ( )( ) ( )

1 0

0 0 0, t .
k

k

t

A t t t
+∆ =

= + ∆ ∆ −

y

x x x
(1a)

The reason why we use Eq. (1a) is that 
we are interested in the fastest possible devi-
ation from the initial state rather than from 
the result of integration over a short time ∆tb. 
Furthermore, using Eq. (1a) accelerates the 
calculations of fast-growing perturbations, 
and using the FGPs obtained this way sig-
nificantly improves the results of ensemble 
forecasts. The information ordering in [9] 
was carried out for the perturbations of the 
field Н500 as the most important component 
of atmospheric dynamics. Ref. [9] illustrates 
the results in [8], published much later. Fig. 
1 shows the final result obtained in [9]. The 
most informative zones marked on the map 
correspond to known geographical objects 
(Gulf Stream, Aleutian Islands) commonly 
believed to significantly impact the atmo-
spheric processes, which, in turn, confirms 

the validity of the method and the quality of 
the model used.

Clearly, the technique proposed in [9] can 
be used to optimize any spatial monitoring 
systems given a sample of observations and a 
mathematical model of the controlled process. 
This information ordering technique (transi-
tion from observations to FGPs) is crucial for 
solving, aside from the problem of control, the 
problem of forecasts for monitoring systems re-
quiring optimization.

Stochastic nature of model parameter 
estimates and generation of perturbations 

corresponding to their  
probabilistic distribution

Construction of mathematical models of any 
processes, not necessarily natural, produces the 
problem of estimating parameters that are not 
known physical or other constants on the one 
hand, and are estimated by the OLS method 
based on the initial data if they are linearly in-
cluded in the model, on the other hand. Some 
progress was made in developing the dynamic 
stochastic approach in mathematical model-
ing by testing the statistical hypothesis that the 
true values of the model parameters belong to 
a region where model integration is Lyapunov-
stable (or unstable) [10]. This problem was also 
solved in [10], subsequently greatly refined and 
substantiated theoretically in [11].

However, the problem of dynamic stability 
of the model can be considered from a differ-
ent standpoint. Instead of checking the statis-
tical hypothesis whether the solution is stable 
or not with the true values of the parameters, 
we can assess the degree of possible instability 
by modeling the spread of parameter estimates 
in accordance with the distribution obtained. 
Thus, the next stage in developing the dynamic 
stochastic approach to constructing predictive 
models should consist in simulating the distri-
bution of OLS estimates of model parameters, 
allowing to account for the uncertainty arising 
from the stochastic nature of these estimates.

Fig. 1. Zones of Northern Hemisphere associated with dynamic instability
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Let us consider the main technical aspects 
for this approach. 

Following [11], we assume that the model 
parameters are estimated as parameters of a 
system of regression equations: 

0 1 1 2 2= + + ...+ ,
1, 2,..., ,

l l l l kl k ly x x x
l m

θ θ θ + θ + ε

=
(3)

where each equation contains the same set 
of regressors {xj}k

j=1 and corresponds to some 
differential equation of the original model 
where the parameters to be estimated occur 
linearly. 

In this case, the left-hand sides of equa-
tions of system (3) are any expressions, and 
the variables of the right-hand sides of the 
system (regressors, see above) are also any ex-
pressions whose factors are parameters to be 
estimated. We will illustrate this below with 
an example.

Let us assume that there is a sample of all 
values of variables of size n. By calculating the 
average values for each of the variables

1

1

1= , 1,2,..., ;

1= ,  1,2,..., ,

n

l il
i
n

j ij
i

y y l m
n

x x j k
n

=

=

=

=

∑

∑

we proceed to centered variables 

: , 1, 2,..., ;
: , 1, 2,...,

( 1, 2,..., ),

il il l

ij ij j

y y y l m
x x x j k

i n

= − =

= − =

=
allowing to eliminate the parameters θ0l (l = 
1,2,…,m) in system (3) 

yl = θ1lx1 + θ2lx2 + … + θklxk + εl,

l = 1, 2,…, m.
(3a)

We fill the matrices Y and X of dimensions 
n×m and n×k, respectively, with the centered 
variables obtained this way. System (3a) takes 
the following matrix form

Y = XΘ+E, (4)

where each lth column of matrix Θ is a vec-
tor θl of the parameters of an lth equation of 
centered system (3a); element εil (n×m) of the 
matrix E is the error of the lth equation sub-
stituting ith centered values of the sample, and 
the OLS estimate of the parameter matrix fol-
lows the expression

( ) ( ) 1

1 2, ,..., .T T
m

−
= = X X X Y
  

Θ θ θ θ (5)

The matrices Θ and Θ ̑ have the dimension 
k×m. We use the column of these matrices to 
construct composite vectors

According to OLS theory, if it is assumed 
that each column of the matrix E follows a 
multidimensional normal distribution, i.e.,

εl~N(0,σl
2I),

where 0 is the zero vector, I is the identity 
matrix, then each column of the matrix Θ ̑ fol-
lows the distribution

θ


l~N(θl,σl
2(XTX)–1),

Unbiased estimate 2
lσ  expressed as



 

�l l l
T

l ln k
2 1

1
�

� �
� �( ) ( ),Y X¸ Y X¸ (6)

where Yl is an lth column of the matrix Y.
It follows that the composite vector θ



also obeys the multidimensional normal 
distribution ~ ( , ).VN θθ θ 



 Therefore, let us 
consider in detail the construction of ma-
trix .Vθ

  
Let the orthogonal matrix R of dimension 

m×m produce the diagonal form of the matrix 
YTY, i.e., the matrix RTYTYR has a diagonal 
structure. We calculate the matrix 

Z = YR,

writing a system of regression equations in 
matrix form, similar to representation (4):

Z = XΞ+Δ. (7)

Next, let us calculate unbiased estimates 
similar to estimates (5) and (6) (Δ is the resid-
ual matrix), i.e.,

( ) ( ) 1
1 2, ,..., X X X ZT T

m
−

Ξ = ξ ξ ξ =
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

(8)

and

( ) ( )2 1
1

Z X Z X
T

l l l l ln k
δ = − ξ − ξ ,

− −
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(9)

where Zl corresponds to the lth column of 
the matrix Z, and ξl to the lth column of the 
matrix .Ξ



 
Each column in .Ξ



 follows the multidimen-
sional normal distribution
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ξ ̑ l ~ N(ξl, δl
2 (XTX)-1), 

and the composite vector (similar to the vector 
θ


) is

~ ( , ).VN ξξ ξ 



The matrix Vξ
 has the dimension (mk)×(mk) 

and block-diagonal structure due to uncor-
related columns Z: 

2 1
1

2 1
2

2 1
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( ) ...
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

Then, following [11], we have: 

( ) ( )( ) ,V R I V R I T
k kθ ξ= ⊗ ⊗  (10)

Where R⊗I(k) is the Kronecker product of R 
(see above) and a unit matrix of dimension k×k. 

Eq. (10) naturally follows from the equa-
tions for estimating composite vectors:
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R I

R I
k
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θ ξ

ξ θ
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= ⊗
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(11)

The residuals of regressions (3a) can be 
composed into a vector

ε = (ε1, ε2,...,εm )
T,

following the multidimensional normal dis-
tribution ε~N(0,Vε), and a similar vector 
δ~N(0,Vδ). 

Implementations of the vector ε are rows 
of the matrix E, and implementations of the 
vector δ are rows of the matrix Δ (see Eqs. (4) 
and (7)). The following equalities hold true for 
these vectors and their covariance matrices: 

δ = RTε, Vδ = RTVεR,

ε = Rδ, Vε = RVδR
T. 

(12)

It follows from groups of equations (11) 
and (12) that it is in fact sufficient to calcu-
late estimates (5) and (6), obtaining estimates 
(8) and (9) using these groups of equations, 
or, vice versa, calculate only estimates (8) and 
(9), obtaining (5) and (6) from (11) and (12).  

We introduce the following notations for 
the centered version of model (3a) with cal-
culated OLS estimates for each lth equa-
tion (l = 1,2,…,m)

1 1 2 2= + ...+ ,
1,2,...,

il l i l i kl iky x x x
i n

θ θ + θ

=
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

and calculate the coefficients of determination 
(squared coefficients of multiple correlation):

2 2 2

1 1
.

n n
l il il

i i
R y y

= =
=∑ ∑

(13)

We can check the hypothesis 

1 2H : ...= 0l l l l kθ = θ = θ =

using statistics [12]:

( )
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( 1) ,
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l
l

l

R n k
R k

γ − −
=

−
(14)

which, provided that hypothesis Hl is correct, 
follows the F distribution, i.e., γl ~ Fn–k–1,k.

Rejecting the hypothesis Hl, we claim that 
the l equation can be included in system 
(3a), and, therefore, in the initial system (3) 
(l = 1,2,…,m). Notably, adopting matrix formu-
lation (4) for system (3) does not at all require 
centering of variables. If we did not apply cen-
tering, the matrix X would have an additional 
leftmost column filled with units, and the ma-
trix Θ would have an additional top row filled 
with parameters θ0l (l = 1,2,…,m). However, 
the matrix Vθ

  generally cannot be constructed 
without regression (7) and estimate (8), which 
means that centered variables should necessar-
ily be adopted.

The structure of Vθ
  implies that the orthog-

onal matrix Q reduces Vθ
  to diagonal form has 

the following form [11]:

( ) ( )( )( ) ,k m= ⊗ ⊗ = ⊗Q R I I W R W (15)

where the orthogonal matrix W of dimension 
k×k reduces the matrix XTX to diagonal form. 

 Therefore, we have the equality

,Q V QT
θ Λ=

where Λ is a diagonal matrix.
Suppose that the matrix P of dimension h×s, 

where h = mk (see above), contains linearly in-
dependent centered rows satisfying the normal 
distribution test. If P is a full-rank matrix, i.e., 
rankP = h with s > h, then transition to inde-
pendent (uncorrelated) rows of the matrix does 
not lead to a decrease in dimension. Therefore, 
after appropriate transformations and normal-
ization, we can regard the columns of this 
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matrix Pi (i = 1,2,…,s) as implementations 
of the multidimensional normal distribution 
Pi ~ N(0,I). We obtain the perturbation ensem-
ble of the parameters {Δθi}s

i=1 by the formula 

Δθi = QΛ1/2Pi, i = 1, 2, …, s, (16)

because the matrix QΛ1/2 transforms the distri-
butions N(0,I) into the distribution ( , ).0 VN θ

  
In this case, the matrix Λ1/2 sets the scale of 
perturbations, and the matrix Q the depen-
dence corresponding to their distribution.

Returning to the non-centered initial system 
of equations (3) (to non-centered variables), we 
need to calculate the estimates of parameters 
θ0l (l = 1,2,…,m) acting as free terms. Recall 
that OLS estimates of unperturbed free terms 
of system (3) satisfy the relations

( )0 1 1 2 2
1

1

1= + ...+ 

, 1, 2,..., ,

n
l il l i l i kl ik

i
k

l jl j
j

y x x x
n

y x l m

=

=

θ −θ θ + θ =

= − θ =

∑

∑
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(17)

which can be used for calculations in all cases, 
including cases of perturbed parameters. 

Indeed, let us calculate perturbed values of 
parameters 

= , 1,2,..., ,

1, 2,..., , 1, 2,..., .

i i
jl jl jl l m

j k i s

θ θ + ∆θ =

= =





(18)

It is evident from Eq. (17) that the free terms of 
equations of system (3) are calculated as arith-
metic means. The Statement follows from this. 

Statement. For any fixed set of perturbed 
parameters (see Eq. (18)), substituting these 
values into Eq. (17) produces an OLS estimate 
of the free terms of system of equations (3), 
i.e., the OLS estimate of free terms is 

0
1

= ,

1,2,..., , 1, 2,..., .

k
i i

l l jl j
j

y x

l m i s
=

θ − θ

= =

∑

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(19)

Eq. (19) is necessarily used to calculate the 
free terms of the model based on the assump-
tion that the perturbations introduced in the 
estimates of the parameters which are coeffi-
cients of the variables satisfactorily account for 
the stochastic nature of the model.

Reiterating the point made in the 
Remark to the Section "Uncertainty of ini-
tial state, fast-growing perturbations and 

optimization of observation systems", we 
should note that what we ultimately simulate 
is the distribution ( ), ,VN θθ   rather than the 
distribution ( ), ,VN θθ   since the true value of 
the parameter vector θ remains unknown, and 
by adding the value of estimate θ



to the distri-
bution ( ), ,VN θθ   (see Eq. (18)), we obtain as 
a result the distribution ( ), V .N θθ   Therefore, 
the term unperturbed parameters used below is 
not quite correct. 

Integrating the initial model whose parame-
ters were estimated using regression model (3) 
for both unperturbed and perturbed param-
eters, we obtain a time sequence of samples 
of model elements. Calculating the parameter 
estimates for the distributions of individual el-
ements or groups of model elements, we take 
into account the uncertainty associated with 
estimation of the model parameters, making it 
possible to estimate the probabilities of certain 
states of the given process and test certain sta-
tistical hypotheses. 

Remark. There are two significant problems 
in implementing the dynamic stochastic ap-
proach to construction of predictive models. 

The first problem is related to simulating 
samples belonging to the multidimensional 
normal distribution N(0,I). Here the dimen-
sion is equal to the number of estimated pa-
rameters. This requires considerable efforts but 
is actually achievable.

The second problem is related to the situa-
tion when the groups of variables on the right-
hand sides in the equations of system (3) are 
different or only partially coincide, and we can-
not use Eqs. (4) and (5), estimating the param-
eters of each equation separately. This problem 
is naturally solved when system (3) consists of 
a single equation or when the left-hand sides 
of system (3) are independent. In the latter 
case, R = I and ,V Vθ ξ=  , i.e., the mutual 
covariance matrix of parameter estimates has a 
block-diagonal structure, where all blocks are 
different and each block corresponds to one of 
the equations of system (3). The matrix Q also 
has a block-diagonal structure (see Eq. (15)):

1

2

...

...
,

... ... ... ...
... m

 
 
 =
 
 
 

W 0 0
0 W 0

Q

0 0 W

(20)

where all orthogonal blocks Wl (l = 1,2, …,m) 
are different.

θ


θ

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Otherwise (with R ≠ I), the equality R = I 
becomes another assumption that we are forced 
to adopt.

Finally, we note that the theorem that an-
swers the question whether the true values 
of the parameters belong to a certain region, 
formulated and proved in [11], also fully ex-
tends to the case of differing right-hand sides 
of equations of system (3), considered in the 
above Remark provided that R = I. 

Numerical example

As an example, we consider the construc-
tion (estimation of parameters) and integration 
with the perturbed values of the Volterra model 
parameters (see [10]), taking a table of indices 
for output, capital input and labor in the USSR 
for 1958–1990 (n = 33) as initial data for con-
structing the model; the indices were also used 
in [11], where all values were given as percent-
ages of the values for 1970 (Table 1). 

We assume that the output index is described 
with sufficient accuracy by the well-known for-
mula of the production function

Y = aKα1Lα2, (21)

where the parameters a, α1 and α2 were success-
fully found using the data from Table 1 in [11], 
and the Volterra model describes the mutual 
dynamics of capital input and labor, i.e.,

01 11 21

02 12 22

,

.

K K L
K
L K L
L

= β +β +β

= β +β +β





(22)

This choice was made for several reasons. First, 
major corrections can be introduced to the prob-
lem of statistically correct estimates of parameters 
α1 and α2 of production function (21) considered 
in [11], related to the estimate of parameter a 
(see below). Secondly, the Volterra model (22) 
is an example of minimal dimension, illustrating 
the proposed mathematical tools. Thirdly, model 
(22) has the remarkable property that the result 
of integration never fall beyond positive values 
(outside the first quadrant) with positive initial 
values, which is consistent with the nature of the 
variables included in it. According to model (22) 
and the data in Table 1, m = k = 2 and n = 33 
for the given example. Notably, the notations for 
the parameters in model (22) are adopted in ac-
cordance with [10] and differ from the notations 
for models (3) and (3a) in the previous section. 
However, we left unchanged the rest of the nota-
tions given in the previous section, in particular 
the notations for auxiliary matrices.

Tab l e  1

Output, capital input and labor indices (%) 
 in USSR for 1958–1990 [13]

Year Y K L

1958 43.20 30.83 61.97

1959 46.45 33.94 64.19

1960 50.17 38.10 68.74

1961 53.59 41.59 73.06

1962 56.63 44.97 75.72

1963 58.90 49.79 78.16

1964 64.38 54.31 81.26

1965 68.81 60.16 85.25

1966 74.39 68.11 88.36

1967 80.85 78.00 91.24

1968 87.55 86.68 94.35

1969 91.68 93.01 97.45

1970 100.00 100.00 100.00

1971 105.65 107.84 102.88

1972 109.81 116.64 105.54

1973 119.62 125.98 108.09

1974 125.98 135.32 110.64

1975 131.73 145.69 113.30

1976 139.48 156.78 115.52

1977 145.81 167.69 117.96

1978 153.32 179.45 120.40

1979 157.10 191.56 122.62

1980 164.82 203.74 124.72

1981 173.55 216.58 126.39

1982 186.64 230.20 127.72

1983 195.43 244.73 128.71

1984 203.11 259.80 129.49

1985 206.29 274.32 130.60

1986 211.03 288.73 131.37

1987 214.41 303.50 131.49

1988 223.85 318.14 129.93

1989 229.43 333.94 127.94

1990 220.26 349.49 125.17

Nota t i on s :  Y is the output of production, K is the 
capital input, L is the labor resources.
The data for 1970 are taken as 100%. 
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Recall that the following OLS estimates of 
the parameters were obtained in [11] after tak-
ing the logarithm of Eq. (21): 1 0,631α =  0.631 and 

2 0,260.α =

0.260. To satisfy the conditions 

α1 + α2 = 1, (23)

economists commonly use central projection 
on a straight line (23) in the plane of the values 
of these parameters (α1 and α2), which gives the 
values αe

1 = 0.708 and αe
2 = 0.292. 

It was proposed in [11] to take the max-
imum likelihood point on the straight line 
(23) for the distribution ( ), ,VN αα 



 where α

1 2( , ) ,T= α α 

 gives the values α*
1 = 0.585 and 

α*
2 = 0.415. Verification of the corresponding 

statistical hypotheses confirmed that the point 
(the vector α* = (α*

1,α
*
2)

T of maximum likeli-
hood does not reject the hypothesis Н∗ : α = α* 
according to any of the standard statistical cri-
teria (χ2, t, F), and the central projection ad-
opted in economics rejects the hypothesis Не : 
α = αe by all criteria (see [11]). 

However, an important point was not dis-
cussed in [11], namely, that after corrections 
are introduced to the estimates of parameters 
α1 and α2, according to the Statement of the 
previous section, the new value of the coef-
ficient a in Eq. ( 19) should be calculated, 
namely, a = eµ, where 

33
1 2

1

1= (ln ln ln ),
33 i i i

i
Y K L∗ ∗

=
µ −α −α∑

giving the following values of the coefficients:
36.13 10 , 1.01.aµ −⋅ ==

They differ significantly from the initial 
OLS estimate (

36,13 10 ,−= ⋅µ  = 0.50, a = 1.65).
 The time derivatives of investments are ap-

proximated by the formulas

2 1 33 32
1 33

1 1

: , : ,

: , =2,3,...,32.
2

t t
t

K K K KK K
t t

K KK t
t

+ −

− −
= =

∆ ∆
−

=
∆

 



We use the same formulas to approximate 
the time derivatives of labor L (human re-
sources). In both cases, ∆t = 1 year. 

After centering all the values of system (22) 
by formula (5), we obtain the following values:

11 12 4

21 22

1.90
10 ,

1
3.1

1
5 0.065

.3β β

β β
−

  − − 
=     −  

 

 

(24)

and the estimates of free terms of system (22), 
calculated by Eq. (19), are equal to 01 0,129β =



0.129 
and 02 0,050.β =



0.050.
The quality of the estimates obtained is 

characterized by the determination coefficients 
(13) R2

1 = 0.772 and R2
2 = 0.906, as well as the 

statistics (14) γ1 = 50.7 and γ2 = 144.6, which 
in both cases significantly exceeds the critical 
value of F statistics with a significance level α 
= 0.01, equal to F30.2 = 5.39. 

Fig. 2 shows the result of model integration 
by the Runge–Kutta method with a time step 
h = 0.25 years for unperturbed parameters of 
system (22).

Next, we confine ourselves to considering 
the output Y calculated by Eq. (21).

Calculated matrices

0.760 0.650
0.6

,
50 0.760

− 
=  
 

R

0.979 0.204
0.204 0.979

− 
=  
 

W (25)

confirm that the approach to constructing per-
turbation parameters discussed in the previous 
section should be used to the full extent. 

Here we omit the parameters of the remain-
ing matrices related to constructing this model. 
To implement the ensemble of perturbations 
in Eq. (16), we used a matrix (table of num-
bers) Р of dimension 4×25, whose rows are un-
correlated with each other, are normally dis-
tributed, and give unbiased estimates of mean 
value and standard deviation, equal to 0 and 1, 
respectively.

 Fig. 3 shows an ensemble of Y values ob-
tained by integration of our model. The ensem-
ble {Yi(t)}

25
i=0 includes 26 members: 25 for per-

turbed model parameters (i = 1, 2,...,25) and 
for undisturbed parameter estimates (i = 0). 

Notably, the ensemble average for 
2020, equal to Y (2020) = 174.95%, practi-
cally coincides with the result of integra-
tion for unperturbed parameters, equal to 
Y0(2020) = 173.34% (the relative deviation is 
less than 1%). 

Analysis of the sample of final integration 
values with perturbed parameters revealed 
the following. With the number of histogram 
intervals calculated according to the Sturges 
rule [14] and equal to five, Pearson’s test η for 
checking the normal distribution is η = 0.650. 
The critical value with the significance level 
α = 0.05 and the corresponding number of 
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degrees of freedom is 9.49. Therefore, we 
have no reason to reject the normal distribu-
tion law. Fig. 4 shows the time dependence of 
the parameters of the normal distribution Y(t), 
estimated by the ensemble of all integration 
results. The figure also shows the time evolu-
tion of the boundaries of Student’s 95% con-
fidence interval. The growth of the standard 
deviation corresponds to the fact that wthe 
degree of uncertainty inevitably increases with 
an increase in the forecast horizon.

As already noted in the previous section, the 
parameter estimates calculated by the ensem-
ble of integration results allow to calculate the 
probabilities of any specific states of the given 
process and test certain statistical hypotheses. 
Moreover, we have the time evolution of the 
estimates obtained, which ultimately, imple-
ments the dynamic stochastic approach to con-
structing predictive models.

Notes regarding model (22)

1. If only the first equation changes in model 
(22) (see below)

01 11 21

02 12 22

,

,

K K L
L K L
L

β β β

β β β

= + +

= + +



 (22a)

then, accordingly, the estimates of parameters 
and statistics of the first equation also change:

01 11 21
2
1 1

4.083, 0.0175, 0.107,
0.966, 426.3.R γ

β β β= = =

= =

−
  

Furthermore, the matrix R changes, which 
is in this case close to the unit matrix R ≈ I 
(coincides with the unit matrix when rounded 
to the third decimal place). The latter means 
that .V Vθ ξ≈   The results of integration only 

Fig. 2. Model integration by Runge–Kutta method 
with unperturbed parameters (22): 

1 corresponds to production output Y0, 2 to capital input K0, 3 to labor resources L0

Fig. 3. Ensemble of results for integration of model (22).
The ensemble includes 26 members (curves)
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change insignificantly. In this regard, we omit 
the graphs similar to those shown in Figs. 2–4, 
giving only a table comparing the results of the 
integration of these models for 2020 (Table 2). 

As follows from Table. 2, transition to model 
(22a) reduces the standard deviation by 15%. 
Additionally, this transition worsens the value 
of Pearson’s test checking the normal distribu-
tion of the final values of the integration inter-
val, which is in this case η = 3.7.

2. The approximate equality R ≈ I mentioned 
above allows to consider a variant of model (22a) 
with different right-hand sides, for example, as-
suming the parameter β22 to be zero (excluding L 
from the right-hand side of the second equation), 
which indicates that the significance of its esti-
mate is relatively small (see the Remark to the 
previous section and equality (24)). In this case,

βT = (β11, β21, β12),

and, according to Eq. (20) and equality (25), 
the matrix Q takes the form

0.979 0.204
0.204 0 .

1
.97

0

0
9 0

0

− 
 =  
 
 

Q

Finally, we should note that models (22) and 
(22a) can be considered as an alternative to the 
Solow model well-known in economic science. 
The final choice of model is left to the researcher. 

Conclusion

We have considered the dynamic stochas-
tic approach associated with uncertain initial 
states of prognostic models in meteorology. We 
have described all the technical details allowing 

to apply this approach to forecasting any mul-
tidimensional processes.

We have established how fast-growing per-
turbations (FGPs) of initial states in the dy-
namic model of a controlled process and the 
information ordering method can be used by to 
optimize the monitoring system. 

Methods accounting for the stochastic na-
ture of OLS estimates of model parameters 
have been described. We have proposed an al-
ternative to the previously investigated problem 
on testing the integration stability hypothesis, 
which consists in generating a spread of OLS 
estimates of the parameters with respect to 
their probability distribution. 

The mathematical methods proposed in this 
study for accounting for the stochastic nature 
of OLS estimates of dynamic model parameters 
can be widely used in predicting economic, so-
cial, biological, and other processes. A numer-
ical example given confirms the efficiency of 
this approach.

Fig. 4. Normal distribution parameters estimated by ensemble of integrations of model (22): 
 1 corresponds to the mean value of Y ; 2 to the standard deviation Yσ



;  
3 to the boundaries of the 95% confidence interval

Tab l e  2
Comparison of integration results

for models (22) and (22a) for 2020

Index or 
estimate

Value, % for model R e l a t i v e 
difference, % (22) (22а)

K0 834.00 757.85 −9.13
L0 19.09 22.99 20.41
Y0 174.95 178.68 2.13

Y 173.34 180.29 4.00

Yσ


47.37 40.21 −15.13
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ВЗАИМНО-ОДНОРОДНЫЕ ФУНКЦИИ 
С МАТРИЦАМИ КОНЕЧНОГО РАЗМЕРА
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Данная работа продолжает изучение свойств функций, однородных по Эйлеру, 
которые можно использовать при синтезе электрических и магнитных полей электронно- 
и ионно-оптических систем, реализующих спектрографический режим регистрации. 
Рассматривается обобщение функционального уравнения общего вида для однородных 
функций, которое соответствует линейным функциональным соотношениям 
с матрицей минимального размера. В предположении о дифференцируемости 
рассматриваемых функций найдено общее решение построенного функционального 
уравнения. Полученные системы функций названы взаимно-однородными по аналогии 
с однородными функциями Эйлера и присоединенными однородными функциями 
Гельфанда. 

Ключевые слова: функциональное уравнение, присоединенная однородная функция, 
взаимно-однородные функции, спектрограф
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Introduction
This paper continues a series of studies 

[1–4] on the properties of homogeneous har-
monic functions and applying these functions 
to synthesis of electric and magnetic fields for 
electron and ion-optical systems using spectro-
graphic recording [5–8]. 

Euler-homogeneous functions with the de-
gree of homogeneity equal to p are real func-
tions of several variables satisfying the follow-
ing identity for any λ [9]:

f(λx1, λx2,…, λxn) = λpf(x1, x2,…, xn). (1)

Any Euler-homogeneous function has a one-
to-one correspondence taking the form [9]:

f(x1, x2,…,xn) = x1
pg(x2/x1, x3/x1,…,xn/x1), (2)

where g(x2/x1, x3/x1,…, xn/x1) = g(t2, t3,…, tn) is 
a real function of (n – 1) variables. 

Accordingly, the only homogeneous func-
tion of degree p of one variable is the power 
function f(x) = const·xp, and the only homoge-
neous function of degree zero of one variable 
is a constant.

If the function f(x1, x2,…,xn) is differentia-
ble, then its partial derivatives with respect to 
the variables x1, x2,…,xn are homogeneous func-
tions of degree p – 1 [9]. Besides, if the func-
tion f(x1, x2,…,xn) is differentiable at any point 
in the space Rn, then the necessary and suffi-
cient condition for this function to be Euler-
homogeneous of degree p is that the following 
condition holds true at any point in the space 
Rn: 

fx1∂f/∂x1 + x2∂f/∂x2 + … + xn ∂f/∂xn = pf (3)

(the Euler theorem on homogeneous functions, 
also called Euler’s criterion for homogeneous 
functions [9]).

Instead of definition (1), we can consider a 
functional equation of the form 

f(λx1, λx2,…, λxn) = a0(λ) f(x1, x2,…, xn) (4)

with the previously unknown function a0(λ), 
which, at first glance, should have more 

generality than condition (1). However, it soon 
turns out that if the function a0(λ) is contin-
uous at least at one point, then the only case 
when Eq. (4) can have non-zero solutions that 
are of practical interest is a power function 
a0(λ) = λp. At the same time, although Eq. (4) 
may have solutions different from the power 
function a0(λ) = λp and discontinuous at any 
point, such solutions are interesting only in 
the abstract mathematical sense rather than for 
physical applications.

Indeed, condition (4) implies that the func-
tion a0(λ) must satisfy the functional equation

∀λ1,λ2: a0(λ1λ2) = a0(λ1)a0(λ2),
since

f(λ1λ2x) = a0(λ1λ2)f(x) = a0(λ1) f(λ2x) =

= a0(λ2) f(λ1x) = a0(λ1)a0(λ2) f(x).
This equation is a Cauchy multiplica-

tive functional equation. Any solution to this 
equation has the form of the power function 
a0(λ) = λp if the function a0(λ) is continuous at 
least at one point. The proof of this statement 
for differentiable functions a0(λ) is obtained 
in an elementary way after differentiating the 
relations 

a0(λμ) = a0(λ)a0(μ)
with respect to μ at the point μ = 1 and the 
solutions of the corresponding ordinary differ-
ential equation. 

Homogeneous adjoint Gelfand func-
tions [10, 11], are a generalization of Euler-
homogeneous functions; they can be defined as 
the solution of a semi-infinite system of func-
tional equations:

f0(λx1, λx2,…,) = a0(λ) f0(x1, x2,…);

f1(λx1, λx2,…,) = a1(λ) f0(x1, x2,…) +

+ a0(λ) f1(x1, x2,…);

(5)

f2(λx1, λx2,…,) = a2(λ) f0(x1, x2,…) +

+ a1(λ) f1(x1, x2,…,) + a0(λ) f2(x1, x2 ,…);
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which must be satisfied for any λ > 0; at the 
same time, the functions ak(λ) are unknown in 
advance. 

The general solution for the system of func-
tional equations (5), which has the form of a 
lower triangular matrix with identical functions 
ak(λ) along the diagonals, can be rather com-
plex. However, only the so-called main chain 
of homogeneous adjoint functions can be of 
practical interest, for which 

ak(λ) = (1/k!) λp (ln λ)k, (6)

fk(x1, x2,… , xn) =

= (1/k!)(x1)
p (ln x1)

kg(x2/x1, x3/x1,…, xn/x1),
(7)

where g(t2, t3,…,tn) is an arbitrary real function 
of (n–1) variables.

The next level of generalization are func-
tions that must satisfy the system of functional 
equations

fk(λx1, λx2,…) = ∑ akj(λ) fj (x1, x2,…), (8)

where k = 1, 2,..., m, and the functions akj(λ) 
are not known in advance. 

Such functions, which we called mutu-
ally homogeneous, are considered in this 
paper. 

The resulting formulations can have not 
only theoretical but also practical meaning. In 
particular, the principle of trajectory similar-
ity, introduced by Golikov [5–8], holds true 
for Euler-homogeneous electric and magnetic 
potentials: 

if the initial conditions of charged particles 
are properly scaled, then, provided that the non-
relativistic approximation holds true, article tra-
jectories in such fields are geometrically scaled 
expressions. 

This property allows to synthesize efficient 
electron and ion-optical systems, for example, 
such as those obtained in [12–28]. 

To simplify the calculations, we assume 
that both the functions akj(λ), and the func-
tions fk(x1, x2,…,xn) are differentiable at any 
point. Another assumption, valid for Euler-
homogeneous functions and for associated ho-
mogeneous Gelfand functions, is that imposing 
the condition that the functions be differen-
tiable at all points can be considerably weak-
ened by replacing it with the condition that 
the functions be continuous least at one point, 
producing exactly the same general formulas at 
the output.

Proving the corresponding theorems is be-
yond the scope of our study, since the require-
ment for differentiability at any point is always 
fulfilled for the scalar potentials of electric and 
magnetic fields used in electron and ion optics.

Matrix of minimum size

Let us consider a system of functional equa-
tions corresponding to a 2×2 matrix (8):

f1(λx1, λx2,…) = a11(λ)f1(x1, x2,…) +

+ a12(λ)f2(x1, x2,…),
(9)

f2(λx1, λx2,…) = a21(λ)f1(x1, x2,…) + 

+ a22(λ)f2(x1, x2,…),
(10)

where the functions a11(λ), a12(λ), a21(λ), a22(λ) 
are not known in advance. 

We apply one-to-one substitution of 
variables: 

x = ln x1, t2 = x2/x1, t3 = x3/x1,…, tn = xn/x1.
Substituting 

f1(x1, x2,…) = g1(ln x1, x2/x1,…, xn/x1),

f2(x1, x2,…) = g2(ln x1, x2/x1,…, xn/x1)

instead of Eqs. (9), (10), we obtain the equiva-
lent functional equations:

g1(x + lnλ, t2, t3,…, tn) =

= a11(λ)g1(x, t2, t3,…, tn) +

+ a12(λ) g2(x, t2, t3,… , tn),

(11)

g2(x + lnλ, t2, t3,…, tn) =

= a21(λ)g1(x, t2, t3,…, tn) +

+ a22(λ)g2(x, t2, t3,…, tn).

(12)

After differentiating Eqs. (11), (12) with re-
spect to the variable λ at the point λ = 1, we 
obtain ordinary linear differential equations with 
constant coefficients with respect to the variable x:

g’1(x,…) = a’11(1)g1(x,…) +

+ a’12(1)g2(x,…),
(13)

g’2(x,…) = a’21(1)g1(x,…) +

+ a’22(1)g2(x,…).
(14)
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The form of the analytical solution for 
Eqs. (13), (14) depends on the class to 
which the eigenvalues of the matrix ||a’ij(1)|| 
belong.

Mismatched real eigenvalues. Let the eigen-
values of the matrix (13), (14) be real and not 
equal to each other. The general solution for 
system of differential equations (13), (14) has 
the form

g1(x, t2, t3,…, tn) = с11(t2, t3,…, tn) exp(p1x) +

+ с12(t2, t3,…, tn) exp(p2x),

g2(x, t2, t3,…, tn) = с21(t2, t3,…, tn) exp(p2x) +

+ с22(t2, t3,…, tn) exp(p1x),
where с11, с12, с21, с22 are some functions of 
(n – 1) variables. 

In this case, the functions f1(x1, x2,…, xn) 
and f2(x1, x2,…, xn) should have the form

f1(x1, x2,…, xn) =

= x1
p1с11(x2/x1,…, xn/x1) +

+ x1
p2с12(x2/x1,… ,xn/x1),

(15)

f2(x1, x2,…, xn) =

= x1
p1с21(x2/x1, x3/x1,…, xn/x1) + 

+ x1
p2с22(x2/x1, x3/x1,…, xn/x1).

(16)

Because the functions x1
p1 and x1

p2 are lin-
early independent, substituting expressions (15) 
and (16) into conditions (9) and (10) yields the 
relations

λp1с11 = a11(λ)с11 + a12(λ)с21, (17)

λp2с12 = a11(λ)с12 + a12(λ)с22, (18)

λp1с21 = a21(λ)с11 + a22(λ)с21, (19)

λp2с22 = a21(λ)с12 + a22(λ)с22. (20)

Linear algebraic equations (17), (18) for 
unknown functions a11(λ) and a12(λ) cannot 
be linearly dependent (proportional to each 
other), except for the degenerate case 

с11 = с12 = с21 = с22 = 0,
which is of no practical interest, since the func-
tions λp1 and λp2 are linearly independent. 

Similarly, linear algebraic equations (19), 
(20) for unknown functions a21(λ) and a22(λ) 
are also linearly independent. 

Therefore, we can assume without loss of 
generality that 

Δ = с11с22 – с12с21 ≠ 0.
In this case,

a11(λ) = λp1(с11с22/Δ)

 + λp2(–с12с21/Δ),
(21)

a12(λ) = λp1(–с11с12/Δ) +λp2(с11с12/Δ), (22)

a21(λ) = λp1(с21с22/Δ) 

+ λp2(–с21с22/Δ),
(23)

a22(λ) = λp1(–с12с21/Δ) 

+ λp2(с11с22/Δ).
(24)

Since the functions a11(λ), a12(λ), a21(λ) and 
a22(λ) should not depend on the set of variables 
x1, x2,…,xn, and the functions 

с11(x2/x1,…,xn/x1), с12(x2/x1,…,xn/x1),

с21(x2/x1,…,xn/x1), с22(x2/x1,…,xn/x1)
should not depend on λ, the factors 

с11с22/Δ, с12с21/Δ, с11с12/Δ, с21с22/Δ
are constants that do not depend on the given 
set of variables or on λ. 

Therefore, the expressions 

с22 : с12 = (с11с22/Δ) : (с11с12/Δ);

с11 : с21 = (с11с22/Δ) : (с21с22/Δ)

must also be constants.
As a result,

c11(x2/x1, x3/x1, …, xn/x1) =

= s11h1(x2/x1, x3/x1, …, xn/x1),

c12(x2/x1, x3/x1, …, xn/x1) =

= s12h2(x2/x1, x3/x1,…, xn/x1),

c21(x2/x1, x3/x1,…, xn/x1) = 

= s21h1(x2/x1, x3/x1,…, xn/x1),

c22(x2/x1, x3/x1,…, xn/x1) = 

= s22h2(x2/x1, x3/x1,…, xn/x1),
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where the values s11, s12, s21, s22 are arbitrary 
constants; h1(t2, t3,…,tn), h1(t2, t3,…,tn) are arbi-
trary functions of (n – 1) variables.

The final form that the general solution for 
functional equations (9) and (10) takes is

a11(λ) = λp1 + (λp2 – λp1)(–s12s21/Δ
*), (25)

a12(λ) = (λp2 – λp1)(s11s12/Δ
*), (26)

a21(λ) = (λp2 – λp1)(–s21s22/Δ
*), (27)

a22(λ) = λp2 + (λp2 – λp1)(s12s21/Δ
*),

f1(x1, x2,…, xn) =
(28)

= x1
p1s11h1(x2/x1, x3/x1,…,xn/x1) +

+ x1
p2s12h2(x2/x1, x3/x1, …,xn/x1),

(29)

f2(x1, x2,…, xn) =

x1
p1 s21h1(x2/x1, x3/x1,…, xn/x1) +

+ x1
p2s22h2(x2/x1, x3/x1,…, xn/x1),

(30)

where 

Δ* = s11s22 – s12s21 ≠ 0,
and s11, s12, s21, s22 are arbitrary constants; h1(t2, 
t3,…,tn) and h2(t2, t3,…,tn) are arbitrary functions 
of (n – 1) variables. 

In the general case, some of the constants 
in Eqs. (25)–(30) are redundant because, for 
example, the constant s11 can be combined with 
the function

h1(x2/x1, x3/x1,…, xn/x1),
and the constant s22 with the function 

h2(x2/x1, x3/x1,…, xn/x1),
however, then the cases s11 = 0 or s22 = 0 
have to be considered separately. In particu-
lar, we can assume without loss of generality 
that s11 = s22 = 1 in the general formulas, and 
regard cases when s11 = s22 = 0 or s11 = 0, s22 = 1 
as degenerate. 

Notably, Eqs. (25)–(30) hold true even with 
p1 = p2 = p, when they take the form

a11(λ) = λp, a12(λ) = 0,

a21(λ) = 0, a22(λ) = λp,

f1(x1, x2,…, xn) =

= x1
ph1(x2/x1, x3/x1,…, xn/x1),

f2(x1, x2,…, xn) =

= x1
ph2(x2/x1, x3/x1,…, xn/x1),

i.e., the solution splits into two independent 
homogeneous functions of the same degree in 
this case.

Equal real eigenvalues. Let the eigenvalues 
of matrix (13), (14) be real and equal to each 
other. The general solution for system of differ-
ential equations (13), (14) has the form

g1(x, t2, t3,…, tn) = с11(t2, t3,…, tn) exp(px) +

+ с12(t2, t3,…, tn) x exp(px);

g2(x, t2, t3,…, tn) = с21(t2, t3,…, tn) exp(px) +

+ с22(t2, t3,…, tn) x exp(px), 
where с11, с12, с21, с22 are some functions of (n 
– 1) variables. 

In this case, the functions

f1(x1, x2,…, xn), f2(x1, x2,…, xn)
should have the form

f1(x1, x2,…, xn) =

= x1
pс11(x2/x1, x3/x1,…, xn/x1) +

+ x1
p(lnx1)с12(x2/x1, x3/x1,…, xn/x1),

(31)

f2(x1, x2,…, xn) =

= x1
pс21(x2/x1, x3/x1,…, xn/x1) + 

+ x1
p (ln x1)с22(x2/x1, x3/x1,…, xn/x1).

(32)

Because the functions x1
p and x1

p (ln x1) are 
linearly independent, substituting expressions 
(31) and (32) into conditions (9) and (10) 
yields the relations

a11(λ)с11 + a12(λ)с21 = λpс11, (33)

a11(λ)с12 + a12(λ)с22 = λp(lnλ)с12, (34)

a21(λ)с11 + a22(λ)с21 = λpс21, (35)

a21(λ)с12 + a22(λ)с22 = λp(lnλ)с22. (36)

Since the functions λp и λp (lnλ) are lin-
early independent, linear algebraic equa-
tions (33), (34) for unknown functions a11(λ) 
и a12(λ), as well as linear algebraic equations 
(35), (36) for unknown functions a21(λ) and 
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a22(λ) cannot be linearly dependent (propor-
tional to each other), with the exception of 
the degenerate case с12 = с22 = 0, considered 
separately.  

Let 

Δ = с11 с22 – с12 с21 ≠ 0.
In this case,

a11(λ) = λp(1 + (1 – lnλ)(с12с21/Δ)), (37)

a12(λ) = λp(1 – lnλ)(–с11с12/Δ), (38)

a21(λ) = λp(1 – lnλ)(с21с22/Δ), (39)

a22(λ) = λp(1 + (1 – lnλ) (–с11с22/Δ)). (40)

Since the functions a11(λ), a12(λ), a21(λ) and 
a22(λ) should not depend on the set of variables 
x1, x2,…,xn, and functions 

с11(x2/x1, x3/x1,…, xn/x1),

с12(x2/x1, x3/x1,…, xn/x1),

с21(x2/x1, x3/x1,…, xn/x1),

с22(x2/x1, x3/x1,…, xn/x1)
should not depend on λ, then the factors 
с12с21/Δ, с11с12/Δ, с21с22/Δ, с11с22/Δ are constants 
that do not depend on either the given set of 
variables or on λ. 

Therefore, the expressions с21 : с11 = (с12с21/Δ) 
: (с11с12/Δ) and с12 : с22 = (с11с12/Δ) : (с11с22/Δ) 
are also constants, so that

с11(x2/x1, x3/x1,…, xn/x1) = s11 

h1(x2/x1, x3/x1,…, xn/x1), 

с21(x2/x1, x3/x1,…, xn/x1) = s21 

h1(x2/x1, x3/x1,…, xn/x1),

с12(x2/x1, x3/x1,…, xn/x1) = s12 

h2(x2/x1, x3/x1,…, xn/x1), 

с22(x2/x1, x3/x1,…, xn/x1) = s

22 h2(x2/x1, x3/x1,…, xn/x1),
where s11, s12, s21 and s22 are con-
stants that are not simultaneously 
equal to zero; h1(x2/x1, x3/x1,…, xn/x1) 
and h2(x2/x1, x3/x1,…, xn/x1) are some functions 
of (n – 1) variables. 

The solution takes the final form

a11(λ) = λp(1 + (1 – lnλ)(s12s22/Δ
*)), (41)

a12(λ) = λp(1 – lnλ)(–s11s12/Δ
*), (42)

a21(λ) = λp(1 – lnλ)(s21s22/Δ
*), (43)

a22(λ) = λp(1 + (1 – lnλ)(–s11s22/Δ
*)), (44)

f1(x1, x2,…, xn) =

= x1
ps11h1(x2/x1, x3/x1,…, xn/x1) +

+ x1
p(lnx1)s12h2(x2/x1, x3/x1,…, xn/x1),

(45)

f2(x1, x2,…, xn) =

= x1
ps21h1(x2/x1, x3/x1,…, xn/x1) +

+ x1
p(lnx1)s22h2(x2/x1, x3/x1,…, xn/x1),

(46)

where Δ* = s11s22 – s12s21 ≠ 0, s11, s12, s21, s22 are arbi-
trary constants, and h1(t2, t3,…,tn) and h2(t2, t3,…,tn) 
are arbitrary functions of (n – 1) variables.

Complex conjugate eigenvalues. Let the 
eigenvalues of matrix (13), (14) be conjugate 
complex numbers taking the form p ± iω. 

The general solution for system of differen-
tial equations (13), (14) has the form

g1(x, t2, t3,… , tn) =

= с11(t2, t3,…, tn) cos(ωx) exp(px) +

+ с12(t2, t3,…, tn) sin(ωx) exp(px);

g2(x, t2, t3,…, tn) =

= с21(t2, t3,…, tn) cos(ωx) exp(px) +

+ с22(t2, t3,…, tn) sin(ωx) exp(px),

where с11, с12, с21, с22 are some functions of 
(n – 1) variables. 

In this case, the functions f1 и f2 should have 
the following form:

f1(x1, x2,…, xn) =

= x1
pс11(x2/x1, x3/x1,…, xn/x1)cos(ωlnx1) +

+ x1
pс12(x2/x1, x3/x1,…, xn/x1)sin(ωlnx1);

(47)

f2(x1, x2,…, xn) =

= x1
pс21(x2/x1, x3/x1,…, xn/x1)cos(ωlnx1) +

+ x1
pс22(x2/x1, x3/x1,…, xn/x1)sin(ωlnx1).

(48)
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Because the functions x1
pcos(ωlnx1) and 

x1
psin(ωlnx1) are linearly independent, substi-

tuting expressions (47) and (48) into conditions 
(9) and (10) yields the relations

с11 a11(λ) + с21a12(λ) =

= λpс11cos(ωlnλ) + λpс12sin(ωlnλ),
(49)

с12 a11(λ) + с22a12(λ) =

= λpс12cos(ωlnλ) – λpс11sin(ωlnλ),
(50)

с11 a21(λ) + с21a22(λ) =

= λp с21cos(ωlnλ) + λpс22sin(ωlnλ),
(51)

с12a21(λ) + с22a22(λ) =

= λpс22cos(ωlnλ) – λpс21sin(ωlnλ).
(52)

Linear algebraic equations (49), (50) for 
unknown functions a11(λ)a12(λ) and linear al-
gebraic equations (51), (52) for unknown func-
tions a21(λ)a22(λ) cannot be linearly dependent, 
except the degenerate case 

с11 = с12 = с21 = с22 = 0,
which is of no practical interest. 

Indeed, the functions λpcos(ωlnλ) and 
λpsin(ωlnλ) are linearly independent, while the 
proportionality relations 

c11 : c12 = c12 : (–c11),

c21 : c22 = c22 : (–c21)

for the right-hand sides of Eqs. (49)–(52) can-
not be satisfied with nonzero values of с11, с12, 
с21, с22. 

Therefore, without loss of generality, we can 
assume that 

Δ = с11 с22 – с12 с21 ≠ 0.
In this case, 

a11(λ) = λpcos(ωlnλ) +

+ λpsin(ωlnλ)((с11с21 + с12с22)/Δ),
(53)

a12(λ) = – λpsin(ωlnλ)((с11
2 + с12

2)/Δ), (54)

a21(λ) = + λpsin(ωlnλ)((с21
2 + с22

2)/Δ), (55)

a22(λ) = λpcos(ω lnλ) –

– λpsin(ωlnλ)((с11с21 + с12с22)/Δ).
(56)

Since the functions a11(λ), a12(λ), a21(λ) and 
a22(λ) should not depend on the set of variables 
x1, x2,…,xn, and the functions

с11(x2/x1, x3/x1,…, xn/x1),

с12(x2/x1, x3/x1,…, xn/x1),

с21(x2/x1, x3/x1,…, xn/x1),

с22(x2/x1, x3/x1,…, xn/x1)

should not depend on λ, the factors

(с11с21+с12с22)/Δ, (с11
2+с12

2)/Δ,

(с21
2+с22

2)/Δ
are constants that do not depend on the given 
set of variables or on λ. 

Substituting 

с11(x2/x1, x3/x1,…) =

= ha(x2/x1, x3/x1,…) cos hb(x2/x1, x3/x1,…),

с12(x2/x1, x3/x1,…) = 

= ha(x2/x1, x3/x1,…) sin hb(x2/x1, x3/x1,…),

с21(x2/x1, x3/x1,…) = 

= hc(x2/x1, x3/x1,…) sin hd(x2/x1, x3/x1,…),

с22(x2/x1, x3/x1,…) = 

= hc(x2/x1, x3/x1,…) cos hd(x2/x1, x3/x1,…),

we obtain that the constants should be

tg (hb(x2/x1, x3/x1,…) + hd(x2/x1, x3/x1,…));

ha(x2/x1, x3/x1,…)/hc(x2/x1, x3/x1,…).
Therefore, after substitutions 

ha(x2/x1, x3/x1,…) = sa h(x2/x1, x3/x1,…),

hc(x2/x1, x3/x1,…) = sc h(x2/x1, x3/x1,…),

hb(x2/x1, x3/x1,…) = f(x2/x1, x3/x1,…) + sb,

hd(x2/x1, x3/x1,…) = – f(x2/x1, x3/x1,…) + sd,

where sa, sc, sb, sd are constants; h(x2/x1, x3/
x1,…)f(x2/x1, x3/x1,…) are auxiliary functions, 
and after some additional equivalent transfor-
mations, we obtain the formulas
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с11(x2/x1, x3/x1,…) =

+ s11h(x2/x1, x3/x1,…) cos f(x2/x1, x3/x1,…) –

– s12h(x2/x1, x3/x1,…) sin f(x2/x1, x3/x1,…);

с12(x2/x1, x3/x1,…) = 

= + s11h(x2/x1, x3/x1,…) sin f(x2/x1, x3/x1,…) +

+ s12h(x2/x1, x3/x1,…) cos f(x2/x1, x3/x1,…);

с21(x2/x1, x3/x1,…) =

= – s22h(x2/x1, x3/x1,…) sin f(x2/x1, x3/x1,…) +

+ s21h(x2/x1, x3/x1,…) cos f(x2/x1, x3/x1,…);

с22(x2/x1, x3/x1,…) = 

= + s22h(x2/x1, x3/x1,…) cos f(x2/x1, x3/x1,…) +

+ s21h(x2/x1, x3/x1,…) sin f(x2/x1, x3/x1,…),

where s11, s12, s21, s22 are constants that do 
not depend on the given set of variables or 
on λ. 

Such a choice of parameterization for с11, 
с12, с21, с22 is redundant (obviously) because we 
can establish, for example, sa = 1 and sb =0 
practically without loss of generality, which 
means that s11 = 1 and s12 = 0.

Besides, it is convenient to substitute

h(x2/x1, x3/x1,…) cos f(x2/x1, x3/x1,…)

with h1(x2/x1, x3/x1,…), and

h(x2/x1, x3/x1,…) sin f(x2/x1, x3/x1,…)

with h2(x2/x1, x3/x1,…).
The final form that the general solution for 

functional equations (9) and (10) takes is

a11(λ) = λpcos(ωlnλ) + λpsin(ωlnλ) ×

× ((s11s21 + s12s22)/Δ
*),

(57)

a12(λ) = – λpsin(ωlnλ)((s11
2 + s12

2)/Δ*), (58)

a21(λ) = + λpsin(ωlnλ)((s21
2 + s22

2)/Δ*), (59)

a22(λ) = λpcos(ωlnλ) – λpsin(ωlnλ) ×

× ((s11s21 + s12s22)/Δ
*),

(60)

f1(x1, x2,…, xn) = x1
p(s11cos(ωlnx1) +

+ s12 x1
psin(ωlnx1))h1(x2/x1, x3/x1,…) +

+ x1
p(– s12cos(ωlnx1) + 

+ s11sin(ωlnx1)) h2(x2/x1, x3/x1,…),

(61)

f2(x1, x2,…, xn) = x1
p(s21cos(ωlnx1) +

+ s22 x1
psin(ωlnx1))h1(x2/x1, x3/x1,…) +

+ x1
p (– s22cos(ωlnx1) + 

+ s21sin(ωlnx1)) h2(x2/x1, x3/x1,…),

(62)

where

Δ* = s11s22 – s12s21 ≠ 0,
and s11, s12, s21, s22 are arbitrary constants (par-
tially redundant); h1(t2, t3,…,tn), h2(t2, t3,…,tn) 
are arbitrary functions of (n – 1) variables.

Further steps

We can analyze other systems of functional 
equations of the form (8) with matrices of finite 
size by a similar scheme. However, complex 
formulas with many variant branches appear as 
a result of analysis; in our opinion, they have 
no particular practical meaning. 

Taking into account the analysis given in 
this article for differentiable functions, all solu-
tions of functional equations of the form (8) 
are linear combinations of functions taking the 
form

fk,p(x1, x2,…, xn) =

= x1
p(lnx1)

kh(x2/x1, x3/x1,…, xn/x1),
(63)

which correspond to real eigenvalues p with the 
multiplicity k, and functions taking the form

f(c)
k,p(x1, x2,…, xn) = x1

p(lnx1)
kcos(ωlnx1) ×

× h(x2/x1, x3/x1,…, xn/x1),
(64)

f(s)
k,p(x1, x2,…, xn) = x1

p(lnx1)
ksin(ωlnx1) ×

× h(x2/x1, x3/x1,…, xn/x1),
(65)

which correspond to complex conjugate ei-
genvalues of the form p ± iω of multiplicity 
k, where h(t2, t3,…,tn) are some functions of 
(n – 1) variables. 

Regarding the theory on mutually ho-
mogeneous functions, we believe that it is 
sufficient to analyze systems of functional 
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relations corresponding to isolated funda-
mental chains of functions taking the form 
(63) and (64), (65), instead of analyzing sys-
tems of functional relations with a general 
form.

We plan to carry out further investigations 
analyzing systems of mutually homogeneous 
functions with infinite chains of functional 
equations of the form (8). 

The calculations in this paper were carried out 
using the Wolfram Mathematica software [29]. 
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A TRIANGULATION SENSOR FOR MEASURING  
THE DISPLACEMENTS AND HIGH-PRECISION MONITORING 
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Using the method of laser triangulation as the base, a mobile high-precision sensor has been 
created for measuring displacements and monitoring of the geometric parameters of workpiec-
es in production. Both the process of signal processing and the operation of the triangulation 
sensor were accelerated many times owing to the architecture of processes, which was based 
on a reduced set of commands using simple and effective instructions of the stm32f407vet6 
microcontroller. The measurement procedure was carried out by searching for a laser spot, 
calculating the center of the spot using the center of mass method, converting the centroid 
into the metric and applying calibration tables. Sensor scan speed amounted to (3 – 5)∙103 s–1.
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ТРИАНГУЛЯЦИОННЫЙ ДАТЧИК ДЛЯ ИЗМЕРЕНИЯ  
ПЕРЕМЕЩЕНИЙ И ВЫСОКОТОЧНОГО КОНТРОЛЯ ПАРАМЕТРОВ  

ИЗДЕЛИЯ НА ПРОИЗВОДСТВЕ

В.А. Степанов, Е.Н. Моос, М.В. Шадрин, 
В.Н. Савин, А.В. Умняшкин, Н.В. Умняшкин

Рязанский государственный университет имени С.А. Есенина, 
г. Рязань, Российская Федерация

На основе метода лазерной триангуляции создан мобильный высокоточный дат-
чик для измерения перемещений и контроля геометрических параметров изделий на 
производстве. Архитектура процессов, построенная на сокращенном наборе команд, 
использующих простые и эффективные инструкции микроконтроллера stm32f407vet6, 
обеспечивает многократное ускорение не только процесса обработки сигнала, но и ра-
боты триангуляционного датчика. Процедура измерения осуществляется путем поиска 
лазерного пятна, расчета расположения центра пятна методом центра масс, перевода 
центроиды в метрику и применения калибровочных таблиц. Достигнутая скорость ска-
нирования датчика составляет (3 – 5)∙103 измерений в секунду.

Ключевые слова: триангуляционный датчик, микропроцессор, лазерный диод, центр 
пятна, интерфейс, модуль управления
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Introduction
The significance of this study stems from 

the need for high-precision monitoring of the 
movements of working bodies in machining 
centers in production and development of 
workpieces in such industries as engineering, 
aerospace industry, military production, as well 
as in other branches where precise control of 
geometric parameters or positions of the objects 
is required.

The triangulation method for measuring 
the displacements, geometric dimensions 
and roughness of workpieces with complex 
surfaces [1 – 6] was used to develop a sensor 
for measuring displacements and monitoring 
the geometric parameters of workpieces in 
dynamics, for example, on a conveyor, without 
slowing down production. The sensor must 
provide high accuracy for operation (control) 
in various industries and a high scanning speed; 
be compact and have a degree of protection 
appropriate to the needs of enterprises. The 
software can process signals from the measuring 
channel of the sensor transferring the main 
aspect in the development of applications from 
hardware to software.

The principle of triangulation 
distance measurement

The triangulation method of control is based 
on calculating the required distance in terms of 
the ratios in the triangle using known system 
parameters. This allows to measure both the 
relative change in the distance from the sensor 
to the controlled object and its absolute value.

The triangulation scheme (Fig. 1) can 
conditionally be divided into three parts: a 
radiating (or lighting) channel, a controlled 
surface, and a receiving channel.

The first part of the meter is a channel 
consisting of a radiation source and an 
objective lens, where a probe beam is formed 
on a controlled surface. A laser diode with a 
Gaussian distribution is typically used as such 
a source. The objective lens consists of one or 
more optical lenses. Its relative position and 
the position of the laser diode determine the 
setting of the emitting channel. To set up the 

Fig. 1. Schematic diagram of a triangulation 
meter:

the radiating and receiving channels 1 and 3, respectively; 
the controlled surface (2); the displacements of the 
controlled surface (∆z) and a laser spot (∆x); the 
distances from the controlled surface to the projection 
lens (r) and from the lens to the photo detector (r’)

laser module (for getting the maximum intensity 
value), it is necessary to set the constriction to 
the center of the measuring range and to center 
the probe beam. The result of good adjustment 
is a centered beam, whose width and intensity 
vary symmetrically relative to the center of the 
measurement range.

The second integral part of the triangulation 
meter is the controlled surface. Any surface 
reflects or scatters incident radiation. Scattering 
of radiation by the surface of a controlled object 
is used in triangulation as the basis for obtaining 
information about the distance to this surface.

The triangulation sensor is intended for 
measuring the distance from the selected 
point on the probe beam axis to the physical 
point on the surface with high accuracy. 
Any controlled surface is characterized by 
roughness, corresponding to the degree to 
which the surface is smooth or uneven. The 
required measurement accuracy is usually 
inversely proportional to the roughness of the 
surface monitored. In particular, the surface 
roughness of microelectronic crystals and 
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therefore the measured distance to them have a 
scale of several micrometers. For example, the 
accuracy required in the surveying industry is of 
the order of hundreds of meters.

Industrial dimensional control consists in 
determining the parameters of metal surfaces, 
the required control accuracy ranging from 
a few micrometers (in the nuclear industry) 
to hundreds of micrometers (in the railway 
industry).

Each surface also has the property of reflecting 
or scattering incident radiation. Radiation 
scattering by the surface of a controlled object 
is used in triangulation as a physical basis for 
obtaining information about the distance to 
this surface. Therefore, the controlled surface is 
an integral part of the triangulation measuring 
system.

The third part of the triangulation meter is 
the receiving channel, consisting of a projec-
tion lens and a photodetector. The projection 
lens generates an image of the probe spot in the 
plane of the photodetector. The larger the lens 
diameter D, the higher its aperture. In other 
words, the larger the lens diameter D, the more 
intense the spot image, and the higher its qual-
ity. Depending on the specific implementation, 
either a photodiode array or a position-sensi-
tive receiver is used for capturing the generated 
image.

The triangulation meter shown in Fig. 2 op-
erates as follows. Emitting channel 1 forms an 
image of the light spot on controlled surface 2 
(6 – 6`). Next, the light scattered by the con-
trolled surface enters receiving channel 3. Thus, 
an image of the illuminated portion of the con-
trolled surface (light spot) is generated in the 

Fig. 2. Principle of operation of the triangulation 
meter: 

the laser (1); the lenses of the radiating (2) and the 
receiving (3) channels; the dividing plate (4); the supply 
system (5); the images of a light spot on the controlled 

surface (6 – 6`)

plane of the photodetector. If the controlled 
surface is displaced by ∆z (see Fig. 1), the light 
spot in the plane of the photodetector shifts by 
∆x. Dependence of the displacement Δz of the 
controlled surface on the displacement Δx of 
the light spot in the plane of the photodetector 
has the following form:

where

r and r´ are the distance from controlled surface 
2 to the projecting lens of receiving channel 3, 
and that from the lens to the photodetector, 
despite the fact that the controlled surface 
is in the center of the range of displacement 
measurements, respectively.

Software architecture  
of microcontrollers with ARM core

The ARM core is based on RISC (Reduced 
Instruction Set Computing) architecture, a 
processor architecture built on the basis of a 
reduced set of instructions), using simple and 
efficient processor instructions that can be ex-
ecuted in a single cycle. The basic concepts of 
RISC involve shifting the main emphasis in 
developing applications from hardware to soft-
ware, since it is much easier to increase appli-
cation performance by software methods rather 
than using complex hardware solutions. As a 
result, programming of RISC processors im-
poses more stringent requirements for compiler 
performance compared to CISC architecture 
(Complete Instruction Set Computing, proces-
sor architecture with a wide range of different 
machine instructions of variable length and dif-
ferent execution times). Microprocessors with 
CISC architecture (for example, Intel x86) are 
not so demanding on development software: 
here the main emphasis is on hardware perfor-
mance. Fig. 3 shows these differences.

Considering RISC architecture in more 
detail, we can see that it is based on the 
following basic principles.

The system of instructions (commands) of 
the processor. A standard RISC processor has 
a limited set of instruction types, with each 
of these instructions executing in a single 
processor cycle. Individual software algorithms, 
for example, division, are compiled entirely via 
software development tools (compilers) or by 
actual developers. Each processor instruction 

( )sin / sinz r∆ = ⋅ ϕ α −ϕ

( )( )arctg / 1 ,

sin / , cos / ,

A x B x

A r B r

ϕ = ⋅∆ + ⋅∆

′ ′= β = − β



St. Petersburg State Polytechnical University Journal. Physics and Mathematics 13 (1) 2020

50

Fig. 3. Architecture of RISC and CISC processes

has a fixed length, which allows to successfully 
use the pipeline principle to select t he next 
instruction while the previous one is decoded. 
In contrast, CISC processors have dif f erent 
lengths and can be executed in several machine 
cycles. Comparing two code snippets for CISC 
and RISC processors, we can see that t he 
RISC processor needs more instruction s . On 
the other hand, a large number of registers in 
ARM processors allows computing operations 
with several variables to be performe d  very 
efficiently, since intermediate resul t s of 
calculations can be placed in registe r s. In 
addition, ARM processors can use mult i ple 
access instructions for multiple memo r y 
locations, which improves the perform a nce 
of data read/write operations. Additi o nal 
opportunities for increasing the perf o rmance 
of ARM microprocessors are achieved by using 
conditional execution instructions, w h en the 
next instruction is executed only if the previous 
instruction set certain flags in the p rogram 
status register.

Instruction pipeline. Each processor 
instruction is processed in several stages, 
which are performed simultaneously. Ideally, 
in order to achieve maximum performance, 
the instruction pipeline should move one step 
in each machine cycle, and decoding of the 
instruction can be carried out in one step of the 
pipeline. This approach is different from that 
adopted for CISC architectures where special 
microprograms have to be executed to decode 
instructions.

Using processor registers. RISC processors 
have many common registers. Each of the reg-
isters may contain data or a data address in 
memory; therefore, registers are local data stor-

ages during all operations in the processor. For 
comparison: CISC processors have a limited 
set of registers, each with a separate functional 
purpose, which is why many CISC instructions 
use a memory cell as one of the operands. For  
example, the ADD instruction where one of 
the operands was a memory cell was used for 
adding two numbers for CISC Intel × 86 pro-
cessors. Such an instruction requires a lot of 
machine cycles, reducing the performance of 
the application, especially if such instructions 
are used in cyclic calculations. Despite signif-
icant differences in architectures, the RISC 
and CISC architectures are gradually becoming 
similar. For example, CISC microprocessors 
are implemented according to RISC principles 
at the microprogram level. That increases the 
speed of microinstructions.

The microcontroller stm32f407VET6 and the 
electrical circuit of the receiving channel

Microcontroller stm32f407VET6. General 
characteristics of the microcontroller used for 
operations with the ARM7 core are presented 
below.

ARM 32-bit Cortex-M4 CPU;
Clock frequency 168 MHz, 210 DMIPS / 

1.25 DMIPS / MHz (Dhrystone 2.1);
Support for DSP instructions;

New high-performance AHB-matrix tires;
Up to 1 MB of Flash memory;
Up to 192 + 4 kB SRAM-memory;
Supply voltage of 1.8 – 3.6 V (POR, PDR, 

PVD and BOR);
Internal RC-generators at 16 MHz and 32 

kHz (for RTC);
External clock source of 4–26 MHz and of 
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32.768 kHz for RTC;
SWD/JTAG debugging modules, ETM 

module;
Three 12-bit ADCs on 24 input channels 

(speed up to 7.2 megasamples, temperature 
sensor);

Two 12-bit DAC;
DMA controller for 16 streams with support 

for packet transmission;
17 timers (16 and 32 categories);
Two watchdog timers (WDG and IWDG);
Communication interfaces: I2C, USART 

(ISO 7816, LIN, IrDA), SPI, I2S;
CAN (2.0 B Active);
USB 2.0 FS/HS OTG;
10/100 Ethernet MAC (IEEE 1588v2, MII 

/ RMII);
SDIO controller (SD, SDIO, MMC, CE-

ATA cards);
Digital camera interface (8/10/12/14-bit 

modes);
FSMC-controller (Compact Flash, SRAM, 

PSRAM, NOR, NAND and LCD 8080/6800); 
hardware random number generator;

Hardware CRC calculation, 96-bit unique 
ID;

AES 128, 192, 256, Triple DES, HASH 
(MD5, SHA-1), HMAC encryption module;

Extended temperature range of 40 – 105 °C.
This controller is selected based on the 

following parameters:
(i) High performance. High performance is 

necessary for fast operation of the algorithm for 
calculating the position of an object.

(ii) High frequency of the core and periphery. 
The operating frequency of the microcontroller 
is 168 MHz, which makes it possible to 
interrogate a linear image sensor with a high 
frequency, and also allows peripheral data 
transmission modules to operate at high speeds. 
The core and peripheral frequencies can be 
flexibly tuned in this family of controllers, 
which affects the power consumption of the 
controller.

(iii) Large number of peripherals. We are 
primarily concerned with the periphery for data 
transmission in this study. At the same time, 
the controller has a large set of different data 
transfer interfaces, which makes the sensor 
universal.

Ethernet. The unit is made strictly according 
to the IEEE802.3 standard. It is possible to 
transfer data at a speed of 10/100 Mbit/s. Clock 
synchronization is available: the IEEE1588 v2 
protocol is implemented in hardware for this 
purpose. A fiber optic or copper line requires 

a third-party transceiver. The PHY transceiver 
connects directly to the MII or RMII port.

USB (Universal Serial Bus). The system 
has two separate USB blocks. The first 
one is USB OTG full-speed, which is fully 
hardware-implemented and compatible with 
USB 2.0 standards, as well as OTG 1.0. The 
USB operates at speeds up to 12 Mbit/s. It is 
supported in Host/Device/OTG mode. Session 
Request Protocol (SRP) and Host Negotiation 
Protocol (HNP) are included.

The second block, USB OTG high-speed, 
operates in Host/Device/OTG mode with 
a high speed of 480 Mbps; a transceiver unit 
operating at high speed through a special ULPI 
interface is required for this purpose.

USART (Universal Synchronous Asynchronous 
Receiver Transmitter). Four USART units 
and two UART (Universal Asynchronous 
Receiver Transmitter) are integrated in the 
microcontroller. USART1 and USART6 units 
allow high-speed data exchange at speeds up to 
10.5 Mbit/s. Others support a speed of no more 
than 5.25 Mbit/s. Thanks to USART, standards 
such as RS323 and RS485 can be used in the 
sensor.

Linear Image Sensor ELIS-1024. The 
ELIS-1024 linear image sensor from Dynamax 
imaging is used as a photosensitive sensor in the 
system. This sensor is selected due to its high 
speed, sufficient resolution with simple controls 
and low cost.

Its main features are low cost; programmable 
resolutions of 1024, 512, 256, 128 pixels; high 
sensitivity; low noise level; clock frequency 
from 1 kHz to 30 MHz; low dark current; 
fully customizable clock frequency and frame 
rate; electrical characteristics: supply voltage 
of 2.80 – 5.50 V; current consumption of 25 
mA; supply voltage of the digital part of 5 V; 
minimum voltage of the upper logic level of 
0.6 V; maximum clock frequency of 30 MHz; 
saturation output voltage of 4.8 V; output dark 
voltage of 2.1 V.

This sensor has a resolution control function. 
The resolution of the sensor can be at 1024, 
512, 256, 128 pixels. This is convenient when a 
high measurement speed is needed.

Eight digital signal lines were created from 
the microcontroller to operate the sensor:

M1 and M2, controlling the resolution of 
the sensor and the frame rate and controlled by 
the table;

Pin PCO-PC5 for operating the image 
sensor ELIS-1024;

RST (Reset) resets the pixel values ​​and 
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translates the origin of the pixels to the zero pixel; 
SHT (Shutter) is a shutter used to control 

the exposure of the image sensor;
DATA triggers the image sensor to issue 

pixels;
RM-pin controls the operation mode of the 

image sensor, it is directly connected to the 
total equipment.

Pin CLK are clocking the image sensor; all 
processes, including laser modulation, occur 
in the sensor by the clock cycles of this pin; 
analog signal is used to synchronize with the 
AD9203 ADC and the microcontroller.

Analog-to-digital converter ADC (AD9203). 
Data transfer interface (RS485) and receive 
channel circuit. ADC is an important part 
of the sensor, the accuracy of measurement 
directly depends on its conversion accuracy 
[7, 8]; moreover, it must be fast enough to be 
able to convert all the signals. We have selected 
the AD9203 of ADC architecture from Analog 
Devices. This ADC has a sampling rate of 40 
megabytes per second and an accuracy of 10 
bits. The ADC transmits data through a parallel 
interface, which provides greater speed and ease 
of communication with the microcontroller.

The sensor has several data transfer interfaces 
for communication with other devices. One of 
them is UART with the RS485 standard of 
logical levels. RS485 is a half-duplex multipoint 
serial data interface. Data transfer is carried out 
via one pair of conductors using differential 
signals. The voltage difference between the 
conductors of one polarity means a logical 
unit; the difference of the other polarity is zero. 
RS485 is implemented using the MAX485 chip.

A block diagram for the connection (Fig. 
4) and a printed circuit board (Fig. 5) were 
developed to combine all MCs and other ele-
ments of the receiving channel, including the 
ADC (AD9203) and the data transfer interface 
(RS485).

Figs. 4 and 5 show the functional and 
electrical connections between the main blocks 
and nodes of the electrical circuit of the receiving 
channel of the triangulation displacement 
sensor. Evidently, all the electrical connections 
between the units, including the laser control 
modules and the ELIS-1024 linear image 
sensor, are subordinated to the stm32f407VET6 
microcontroller.

The electrical circuit was developed in 
P-CAD (software for Computer Aided Design 
of electronics by Personal CAD Systems Inc) 
intended for design of multilayer printed circuit 
boards, computing and electronic devices. 

P-CAD includes two main modules: P-CAD 
Schematic (graphic editor of circuit diagrams) 
and P-CAD PCB (graphic editor of printed 
circuit boards), as well as a number of auxiliary 
programs.

Software STM32Cube TX program.
The STM32Cube TX program is used 

to configure and further operate the MCs 
(microcontrollers) and initialize the code of 
different elements in the circuit board circuit 
of the receiving channel of the triangulation 
displacement meter. The program allows to 
select the necessary MC, specify the clock 
sources of different buses, initialize the pins, 
including timers, configure the interrupt. All 
this is done in graphical mode. The STM32Cube 
TX program does not allow for errors for 
operations with hardware. The programmer 
needs to concentrate directly on solving applied 
problems: measuring displacements.

The stm32f407vet6 microcontroller is used 
in the sensor, so ARM Cortex M4 is selected 
in the Core tab, stm32f4 is in the Series one, 
stm32f407/417 is in the Line one, LQFP100 
is in the Package one. The clock system is 
configured in the Clock-Configuration tab. 
The clock of the microcontroller is fully 
configurable in the STM32Cube TX program. 
The source of clock signals in this study is an 
external quartz (8 MHz) generator. At the same 
time, the system clock frequency (SYSLK) is 
set to 168 MHz, which is the maximum for our 
microcontroller.

Asynchronous operation mode is selected to 
connect the USART serial interface (Universal 
Asynchronous Receiver-Transmitter) in the 
USART1 tab; data transfer at a speed of 11500 
Bit/s and a data library are connected via USB 
Full Speed; the integrity of bit parity data is 
automatically controlled and the parity control 
is different. When the sum of the number of 
unit bits in a packet is an even number, and 
when this sum is odd, USB interruptions are 
cleared automatically.

Operation of the linear image sensor ELIS-
1024. The ELIS-1024 linear image sensor 
operates in frame-by-frame synchronization 
mode, when new exposure is set for each new 
frame.

Data is written to an 8-bit data array with a 
dimension of 1024 mass-elements [9].

One important point should be noted. The 
microcontroller operates on 3.3 V, respectively, 
and the logical unit (high level) will be 3.3 V, 
and the ELIS-1024 image sensor needs 5 V logic 
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Fig. 4. The electrical block diagram of the receiving channel:
1 is the supply system; 2 is the analog-to-digital converter; 3 is the microcontroller stm32f407vet6; 4 is the 
interface logic levels RS485 (the main elements of one); 5 is the operational amplifier; 6 is the linear image sensor; 

7 is the laser control module; 8 is the data transfer interface

Fig. 5. Appearance of the receiving channel (the face (a) and the back (b)
 of the finished printed circuit board with elements); 

1 to 4 positions correspond to Fig. 4 

а) b)

levels for normal, fast operation. Therefore, 
a new level converter should be used. The 
74VHCT04AMTCX chip from Fairchild 
Semiconductor was chosen. In fact, this is not 
just a converter but also an inverter of levels 
(6 inverters). This microcircuit was used in the 
study because it can operate with the required 
frequencies and voltages. Since the applied 
microcircuit is an inverter, this is taken into 
account in the image sensor control function: 
all signals are inverted. While unity was first 
supplied earlier for the DATA signal, followed 

by zero, first zero and then unity is supplied 
after inversion from the microcontroller.

Processing data from a linear image sensor 
and calculating distance. After a data array is 
obtained, it should be processed. According to 
the triangulation method for finding distance, 
the beam reflected from the surface of the ob-
ject passes through the optical system to a linear 
image sensor. The position of the laser point on 
the image sensor depends on the distance from 
the object to the sensor, which is how distance 
to the object is determined. Therefore, the dis-
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tance to the object can be calculated after ob-
taining data from the image sensor. A graph 
constructed of data from the linear image sen-
sor clearly shows the laser spot, provided that 
there is an object in the range visible by the 
sensor (Fig. 6). The spot has the form of a nor-
mal (Gaussian) distribution.

Distribution of the spot can be analyzed to 
find its exact position on the matrix, which is 
then translated into the distance to the object. 
There are several ways to do this. 

We used the method for finding the center 
of mass for a system of material points to cal-
culate the center of the spot in this study. This 
method allows to calculate the center of the 
spot with great accuracy that is higher than the 
resolution of the matrix pixels. The formula for 
the calculation is as follows:

where xC is the center of the laser spot on the 
linear image sensor, mi is the value of the i-th 
pixel of the spot, xi is the coordinate of the i-th 
pixel of the spot. 

The center value is calculated only for a 
region of the spot on the data array with a 
linear image matrix. The numerator in the 
function calculating the centroid (the center 
of the laser spot) is multiplied by 10 because 
the microcontroller takes longer to perform 
calculations with fractional numbers. 

Application of such a solution allows to 
perform calculations with larger numbers, it 
does not matter for the microcontroller how 
big the number is,  allowing to maintain the 
accuracy of the calculations as a result.

The next steps are to convert the centroid 
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Fig. 6. Laser spot graph (plots of the light intensity 
versus the x coordinate)
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into the metric and convert the position of the 
laser spot in pixels on the linear matrix into the 
distance in mm to the sensor. The dependence 
of the laser spot position (pixels) on the spot 
– object distance (mm) (it was found from the 
general optical scheme (see Fig. 7). Calibration 
tables are introduced to convert distances from 
subpixels to millimeters.

The accuracy of conversion in millimeters 
depends on the number of elements in the 
calibration table. The number of table elements 
in this study was 32.

The bisection method (half division method) 
was used to search for the range. The half division 
method allows to exclude half the interval after 
the each iteration. It is assumed within this 
method that the function is continuous and 
has a different sign at the ends of the interval. 
After the value of the function is calculated 
in the middle of the interval, one part of the 
interval is discarded so that the function has 
a different sign at the ends of the remaining 
part. Iterations of the bisection method stop if 
the interval becomes sufficiently small. Since 
there are 32 values ​​in the calibration table, 
the method allows to find the interval in just 5 
iterations, regardless of the centroid value.

The code of this function consists of about 
250 lines, so only pa r t of the code is given. 
Despite the large code size, the program runs 
very quickly.

The optical scheme of the displacement sensor
The optical scheme [10] is shown in Fig. 8.
According to Fig. 8, the distance D from the 

laser (L) to the subject of inquiry (SI)  can be 
found as follows:

where h is the distance between the image 
sensor (LIS) and the laser (L), θ is the angle 
between the laser beam and the laser point.

The angle between the laser beam and the 
returned laser point can be calculated from this 
formula:

θ = pfc · rpc + ro,

where pfc is the number of pixels from the 
center of the focal plane, rpc is the radian per 
pixel pitch, ro is the radius offset.

A high reading speed allows to track the 
position of moving objects, and the resulting 
accuracy can reach an error of one thousandth 
of the distance.

An interference filter of 650 nm is installed 

,
tan

hD =
θ
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N, pix 

X, mm 

Fig. 7. Plots of the spot position versus the distance from the laser  to the measured object 
(calibration chart)

Fig. 8. Optical design of the displacement sensor:
SI – subject of inquiry, L– laser, LF – light filter, LIS – linear image sensor.

Geometric parameters are shown

in front of the lens, which does not transmit 
light of unnecessary wavelengths, to reduce 
the influence of external factors and increase 
accuracy.

Conclusion
The result of the study is a compact 

triangulation displacement measurement 
sensor that we have created.

The accuracy of the sensor is 15 – 20 μm, 

this accuracy is achieved only through cor-
rect selection of optics, high-quality filter, 
accurate calibration on precision equipment, 
such as CNC machines with digital linear 
encoders.

The scanning speed is from 3 to 5 thou-
sand measurements per second, which meets 
most of the needs in the industry. Scanning 
can be carried out directly on the conveyor 
without slowing down production.
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New experimental data that quantitatively characterize fields of the mean velocity and tem-
perature, the intensity of temperature and velocity pulsations, and also velocity-temperature 
correlations in the near zone of a circular cylinder placed on the vertical heated surface at 
the height corresponding to the fully turbulent flow regime have been presented. Systematic 
measurements in the middle vertical plane (the plane that contains the cylinder axis) were 
performed using constant temperature anemometer and resistance temperature detectors. The 
experimental data was compared with numerical simulation one obtained through solving the 
RANS equations. The overall data were in good agreement and indicated the cardinal restruc-
turing of the flows both before the cylinder (where the horseshoe-shaped vortex formed) and 
behind the obstacle (in the near separated area and the recovery one of the natural convective 
near-wall layer).
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ЭКСПЕРИМЕНТАЛЬНОЕ ИССЛЕДОВАНИЕ ТЕЧЕНИЯ В ЗОНЕ  
ВЛИЯНИЯ ЦИЛИНДРА, ПОГРУЖЕННОГО 

В СВОБОДНОКОНВЕКТИВНЫЙ ПОГРАНИЧНЫЙ СЛОЙ  
НА ВЕРТИКАЛЬНОЙ ПОВЕРХНОСТИ

Ю.С. Чумаков, А.М. Левченя, Е.Ф. Храпунов

Санкт-Петербургский политехнический университет Петра Великого, 
Санкт-Петербург, Российская Федерация

Представлены новые экспериментальные данные, количественно характеризующие 
поля осредненной по времени скорости, осредненной температуры, интенсивности 
пульсаций скорости и температуры, а также корреляции пульсаций скорости и 
температуры в окрестности круглого цилиндра, установленного на вертикальной нагретой 
поверхности, на высоте, соответствующей развитому турбулентному режиму течения. 
Систематические измерения в средней вертикальной (проходящей через ось цилиндра) 
плоскости выполнены методами термоанемометрии и термометра сопротивления. 
Проведено сравнение измеренных профилей осредненной скорости и температуры с 
результатами численного моделирования на основе уравнений Рейнольдса. Достигнуто 
хорошее соответствие опытных и расчетных данных, которые в целом указывают на 
кардинальную перестройку течения как перед цилиндром в области формирования 
подковообразных вихревых структур, так и за препятствием, в ближней отрывной зоне 
и зоне восстановления свободноконвективного пристенного течения.
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Introduction

Characteristic features of heat transfer in 
case of turbulent natural convection devel-
oping on vertical heated surfaces are very 
important for different applications, such as 
cooling large surfaces of heat exchangers, 
construction of high-rise buildings and struc-
tures, fire safety, energy industry, safety of 
nuclear reactors, etc. Many studies consider 
the problem of a turbulent natural-convec-
tive boundary layer developing along a ver-
tical heated plate as a simplified model of 
such flows. 

Most experimental studies on the bound-
ary layer with natural convection analyzed air 
flow at relatively small differences in absolute 
temperature (not exceeding 30% of the am-
bient temperature). The main parameters of 
the flow and heat transfer, such as profiles of 
mean temperature and mean velocity distri-
butions, shear stress on the wall were mea-
sured by Warner and Arpaci [1], Cheesewright 
[2], Pirovano et al. [3], Smith [4], Tsuji and 
Nagano [5], Chumakov [6, 7]. The experi-
ments measuring different turbulence char-
acteristics were carried out by Smith [4], 
Cheesewright and Doan [8], Miyamoto et 
al. [9], Cheesewright and Ierokipiotis [10], 
Tsuji and Nagano [5, 11], Nikolskaya and 
Chumakov [12], Kuzmitskiy et al. [13]. The 
accumulated experimental results can be gen-
eralized, contributing to a deeper understand-
ing of the basic properties of the flow and 
the specifics of the turbulent regime for this 
general case.

The natural-convective boundary layer 
formed on a heated vertical surface can be 
substantially disturbed by a single obstacle or 
a combination of several obstacles in many 
practical applications. Industrial structures 
or residential buildings (large-sized contain-
ers for storing spent nuclear fuel, buildings 
with solar panels, etc.) can act as such mac-
ro-roughnesses. In some cases, obstacles are 
deliberately introduced into the natural-con-
vective boundary layer in order to control or 

control its behavior and thus intensify heat 
transfer. Refs. [14–16, 17] are examples of 
such studies. A system of vertical fins is typ-
ically installed on the heated surface to im-
prove heat transfer in the natural convective 
regime. A recent focus has been on V-shaped 
fins capable of susbstantially enhancing heat 
transfer [18–20]. There is much interest 
towards problems of flow control and heat 
transfer enhancement in boundary layers 
evolving on extended vertical heated plates 
under turbulent natural convection. Some is-
sues related to using fins of different heights 
for enhancing heat transfer were studied ex-
perimentally in [21, 22]. Ref. [23] compared 
the effectiveness of enhancers in the form of 
a long plate and a series of short plates lo-
cated at the same distance from each other 
and mounted across the boundary layer flow. 
The experiments carried out confirmed that 
using a transverse row of short plates can 
help achieve greater disturbance of the flow 
in the wake of these obstacles, significantly 
enhancing heat transfer. 

Flow structure and heat transfer in front 
of a semi-infinite cylinder piercing the tur-
bulent natural convective boundary layer 
formed on a vertical heated surface were 
considered in [24, 25]. Particular attention 
was paid to using RANS-based three-dimen-
sional simulations to study the effects from 
horseshoe-shaped vortex structures. Ref. [26] 
reported on an extended RANS-based study 
of for the case of a cylinder of finite height 
disturbing the boundary layer. The authors 
analyzed the influence of cylinder height and 
thermal conditions on the cylinder surface, 
transforming the flow structure and heat 
transfer in the front and rear parts of this 
cylinder.

In this study, we measured the mean and 
fluctuation characteristics of the velocity 
and temperature fields near a circular cylin-
der mounted on a vertical heated surface at a 
height corresponding to developed turbulent 
flow, analyzing the obtained data.
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Experimental setup

Experimental studies were carried out 
with the testbed set up in the Laboratory of 
Hydroaerodynamics of the Institute of Applied 
Mathematics and Mechanics at Peter the Great 
St. Petersburg Polytechnic University in the 
1990s [6, 7], modernized in the last three years 
(Fig. 1). Natural-convective airflow is gener-
ated by vertical aluminum plate 4 90 cm wide 
and 495 cm high. 25 heaters (not shown in Fig. 
1) are mounted on the back side of the plate; 
they are controlled by an electronic system ca-
pable of maintaining the thermal regime set for 
a long time. 

Setting a specific heating mode for each of 
the 25 sections, we can simulate different laws 
for heating the surface along its height, in par-
ticular, giving a constant surface temperature. 
Because the plate is very high, all three regimes 
of airflow, i.e., laminar, transitional, and fully 
developed turbulent can be simulated up to the 
Grashof number of 4.5·1011. 

A coordinate device is used to move measur-
ing sensor 13 in the evolving flow; it provides 
accuracy of about 0.5 mm for motion along the 
vertical coordinate X, and of about 0.001 mm 
along the coordinate Y normal to the surface 
(across the boundary layer); the sensor moves 

along the normal coordinate using stepper mo-
tor 14 by a preset algorithm. Flow parameters 
are measured fully automatically in one section 
of the boundary layer. 

Notably, sensor 13 can move across the 
boundary layer with such high accuracy only in 
one direction, for example, away from the sur-
face. The algorithm moving the sensor to the 
first point near the surface uses a reversible form 
of motion, greatly reducing the accuracy with 
which the coordinates of this point are deter-
mined. The accuracy with which the normal 
coordinate of the first measurement point was 
determined in this study was not worse than 0.1 
mm. The sensor subsequently moves in one di-
rection and the accuracy of movement corre-
sponds to that given above (0.001 mm). 

The same procedure is used for measuring 
velocity and temperature at a given point in 
space. It consists in the following. The analog 
signal corresponding to temperature (or veloc-
ity) is digitized using an analog-to-digital con-
verter by the parameters set: sample number (N) 
and sampling rate (Hr). N = 2000, and Hr = 
100 Hz in our study; thus, the signal processing 
time at a given point is 20 s. Next, the mean 
and root-mean-square (RMS) fluctuation of the 
given quantity are found.

Fig. 1. Schematic of test bench with heated vertical plate and coordinate device:
 upper mount 1; vertical supports 2; cables 3 of temperature sensors; heated plate 4; side curtains 5; 

foundation 6; lower hinge mount 7; rear curtain 8; electric motors 9 and 15; cable 10; guide posts 11; 
fixation system 12 for sensor holder; probe 13; stepper motor 14; movable carriage 16
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Measuring section  
and measurement procedure

We considered the region of interaction 
of a fully developed turbulent layer with a 
three-dimensional obstacle in the form of a 
poorly conducting (adiabatic) cylinder 40 mm 
in diameter, with the same height (Fig. 2, a). 
The cylinder was mounted at a height of 1800 
mm, measured from the leading edge of the 
plate, which corresponds to a Grashof number 
(determined by the standard technique) of ap-
proximately 2·1010 with the plate heated to 60 
ºC and the ambient air temperature of about 
26 ºC. The layer flowing onto the cylinder is 
turbulent with the given Grashof number, and 
its thickness is approximately four times the 
height of the cylinder.

We used a thermal anemometer (TA) and 
a resistance thermometer for systematic com-
bined measurements of mean velocity and tem-
perature fields in the vertical midplane (passing 
through the cylinder axis), the intensity of ve-
locity and temperature fluctuations and their 
correlation.

If velocity is measured by the TA in noniso-
thermal flow, the anemometer readings should 
be interpreted taking into account the effect of 
temperature. The given flow is characterized by 
low mean velocities and a high level of fluctu-
ations, so the current velocities measured by 
the common method of thermal compensation 
by mean temperature can be largely inaccurate. 
The original method of thermal compensation, 
described in [27], was used for measurements 
in our study. According to this method, the TA 
reading corresponding to the current velocity 
at a given point in space is interpreted tak-
ing into account the current temperature at the 
same point. We used a special calibration setup 
[27] with uniform motion of the sensor along 
unevenly heated still air. The setup allows to 
calibrate the sensors at velocities from 1 to 50 
cm/s with air temperatures ranging from 20 to 

80 ºC. Calibration results are represented as the 
voltages from the TA depending on flow veloc-
ity, and the coefficients in this dependence are 
functions of temperature. 

Thus, to measure velocity in nonisothermal 
flow, the probe must consist of at least two sen-
sors. One sensor (cold wire) is used to measure 
temperature, and the other (hot wire) is used to 
measure voltage, depending on the velocity and 
temperature of the flow. The measured tem-
peratures are used to determine the calibration 
coefficients and calculate the velocity at a given 
point in the flow. 

Fig. 2, b shows a photograph of a two-wire 
probe used in this study to measure the current 
values of temperature and velocity. Tungsten 
wires 5 μm in diameter and 3.5 mm long serve 
as sensitive elements. The probe is oriented so 
that the cold wire is upstream of the hot wire: 
this reduces the effects from the thermal “mi-
croflow” from the hot wire. Both wires are lo-
cated horizontally parallel to the plate surface, 
so the probe can be brought very close to it. It 
should be borne in mind that the given location 
of the velocity sensor (hot wire) corresponds to 
the measured magnitude of the current velocity 
vector lying in the vertical midplane.

Measurement results and discussion 

Flow parameters measured in several nor-
mal sections in front of the cylinder and behind 
it are shown in Figs. 3–5. Notably, the “tem-
perature” and “velocity” wires of the sensor are 
spaced 2 mm apart; as noted above, the velocity 
wire is located above the temperature one. This 
explains the small shifts in the vertical coordi-
nate X on the distributions of different measured 
quantities. The distributions here and below are 
marked by the distance dX from the correspond-
ing measuring wire to the nearest (leading or 
trailing) edge of the cylinder. The distance to 
the plate along the normal to it is normalized 
to the height of the cylinder h= 40 mm.

Fig. 2. Fragments of experimental setup: plate a with cylinder mounted on it 
(the measuring probe can be seen nearby); two-wire probe b for simultaneously measuring 

the current values of flow velocity and air temperature.
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Fig. 5. Measured correlation distributions ⟨U′T′⟩ in front of the cylinder (a) and behind it (b);
dX are the distances from the corresponding measuring wire to the nearest edge of the cylinder; 

vertical lines indicate the position of the cylinder end

Fig. 4. Measured temperature fields: mean air temperature in front of the cylinder (a) and behind it (b); 
temperature fluctuations in front of the cylinder (c) and behind it (d);

dX are the distances from the corresponding measuring wire to the nearest edge of the cylinder; 
vertical lines indicate the position of the cylinder end

Fig. 3. Measured flow velocity field: mean velocity in front of the cylinder (a) and behind it (b); 
velocity fluctuations in front of the cylinder (c) and behind it (d);

 dX are the distances from the corresponding measuring wire to the nearest edge of the cylinder; 
vertical lines indicate the position of the cylinder end
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Fig. 3 shows the distributions of mean veloc-
ity and its fluctuations. The vertical line marks 
the position of the cylinder end in this and the 
following figures with experimental data. The 
statistically two-dimensional natural-convective 
boundary layer developed on the plate, with the 
maximum flow velocity of about 0.4 m/s, slows 
down as it approaches the leading edge of the 
cylinder (Fig. 3, a), while an increase in ve-
locity magnitudes is observed in the region y/h 
> 1 in the three sections nearest to the leading 
edge, which corresponds to the zone where the 
flow through the end of the cylinder acceler-
ates. The region of accelerated flow above the 
end persists in the first sections after the trailing 
edge in the near wake behind the cylinder (Fig. 
3, b), and a substantial decrease in the velocity 
magnitude is observed near the surface, in the 
stagnation region of the cylinder, as well as in 
front of it, especially in recirculation zone. The 
natural-convective boundary layer is gradually 
restored downstream. Fig. 3, c, d shows indi-
vidual measured distributions of RMS velocity 
fluctuations. Unfortunately, the TA method 
does not allow to reliably measure the velocities 
in the immediate vicinity of the highly conduc-
tive wall. In our case, the thickness of the “for-
bidden zone” is about 2 mm, which corresponds 
to 5% of the obstacle height.

Similar to Fig. 3, Fig. 4 shows the distribu-
tions of mean temperature and its fluctuations in 
the sections in front of the cylinder and behind 
it. The temperature distributions in most sections 
in front of the cylinder and far from it are very 
similar. The temperature distributions appear to 
be somewhat less monotonic near the leading 
edge of the obstacle, and a significant local de-
crease in temperature is observed at a distance 
of several mm in front of the edge (in the region 
less than 10% from the cylinder height). The re-
sults of numerical simulation given in [26] indi-
cate that this decrease corresponds to the region 
where a horseshoe-shaped vortex structure forms, 
with relatively cold flow from the outer part of 
the boundary layer attaching to the surface of the 
plate under the action of a horseshoe-shaped vor-
tex. Greater stratification between the distribu-
tions in different sections is observed in the wake 
of the cylinder (Fig. 4, b). The flow is well-mixed 
in the recirculation area close to the trailing edge 
of the obstacle, warmed by heat from the hot 
surface of the plate. The temperatures observed 
downstream, behind the point where the bound-
ary layer that separated in front of the obstacle at 
a relatively small distance from the plate (for ex-
ample, at a normal distance of about 10% of the 
cylinder height) reattaches, are significantly (10º) 
lower than those characteristic for an undisturbed 

Fig. 6. Comparison of experimental data (symbols) with RANS-based numerical simulation (solid lines): 
the mean normalized flow velocity in front of the cylinder (a) and behind it (b) are shown, 

as well as the mean dimensionless air temperature in front of the cylinder (c) and behind it (d);
dX are the distances from the corresponding measuring wire to the nearest cylinder edge
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boundary layer at this distance from the plate. 
The temperature distribution is gradually restored 
further downstream, corresponding to the case of 
an undisturbed boundary layer. 

The distributions of RMS temperature fluc-
tuations shown in Fig. 4, c and d, as well as the 
distributions shown in Fig. 5 for the normalized 
correlated fluctuations of velocity and tempera-
ture make it possible to compare the positions of 
the fluctuation peaks in front of the cylinder and 
behind it, and also to estimate the general mag-
nitude of these quantities. 

Comparison of experimental results 
with numerical simulation data

It is of interest to compare the obtained ex-
perimental data with the recently published re-
sults on numerical simulation of the flow under 
similar conditions [26]. The numerical study in 
[26] reports on the structure of three-dimensional 
flow and heat transfer in the vicinity of a circular 
cylinder disturbing a turbulent natural-convective 
boundary layer. The computations were performed 
using the Reynolds averaged Navier–Stokes equa-
tions (RANS) according to Menter’s SST turbu-
lence model. The geometric configuration and the 
conditions adopted in the computations for one 
of the cases (cylinder sizes, thermal conditions on 
its surface, parameters of the incident boundary 
layer) are close to the conditions of the experi-
ments described above. In fact, the computations 
described in [26] acted as auxiliary for the exper-
iments in our study, making it possible to predict 
some characteristics of the real flow developing in 
the vicinity of the given cylinder. Fig. 6 compares 
the measured mean values with the data obtained 
by numerical simulation. The velocity U is nor-
malized to its maximum value Umax 72.5 mm away 
from the cylinder, and the dimensionless tempera-
ture θ is determined by the standard formula for 
such problems

,a

w a

T T
T T

θ −
=

−
where Tw, Ta are the temperatures of the heated 
surface and external space, respectively. 

Notably, the computed components of the 
mean velocity vector were recalculated to obtain 
the “effective” values of U obtained in measure-
ments with a sensor with one “velocity” wire, 
which is not sensitive to the direction of the 
velocity vector but only responds to the current 
magnitude of the velocity transverse to the wire. 
Recalculation is based on simple relations using 
the computational data on the local direction of 
the averaged velocity vector at the measurement 

point. Analyzing the data in Fig. 6, we con-
cluded that fairly satisfactory or excellent (for 
individual distributions) agreement was obtained 
between the experimental and compational data, 
generally pointing to major restructuring of the 
flow both in front of the cylinder, where horse-
shoe-shaped vortex structures are formed, and 
behind the cylinder, including the near separated 
region and the region where natural-convective 
near-wall flow is restored. Notably, however, 
there is a pronounced difference between the 
results of experiments and RANS computations 
for the latter region. It can be seen from Fig. 6, 
b that the natural-convective region is restored 
more slowly in the computational model. 

Conclusion

We have obtained new experimental data 
for a fully developed turbulent natural-con-
vective boundary layer interacting with a cir-
cular poorly conducting cylinder immersed in 
it, quantitatively characterizing the fields of 
time-averaged airflow velocity, mean air tem-
perature, velocity and temperature fluctuation 
rates, as well as the correlation of velocity and 
temperature fluctuations. 

The family of measured distributions of av-
eraged velocity and temperature was used to 
compare the results obtained experimentally 
and by numerical simulation based on RANS 
approximation. We have obtained fairly satis-
factory or excellent (for individual distributions) 
agreement between the experimental and com-
putational data, generally pointing to major re-
structuring of the flow both in front of the cyl-
inder, where horseshoe-shaped vortex structures 
are formed, and behind the obstacle, including 
the near separated region and the region where 
natural-convective flow is restored. At the same 
time, the results of RANS computations indi-
cate that the natural-convective boundary layer 
is restored with a delay in the far wake of the 
cylinder, compared with the experimental data.

Measurements have been performed this far 
only for the vertical midplane passing through 
the axis of the cylinder; we plan to continue 
studies on the three-dimensional structure 
of the flow, analyzing other sections of the 
working area. 
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Introduction

Accelerated ion fluxes in vacuum are widely 
used in research, medicine, materials science, 
microelectronics, as well as in technologies 
for thin film deposition, surface cleaning, etc. 
[1–5]. Ion accelerators have gained great im-
portance for spacecraft technologies, particu-
larly for electric propulsion spacecraft [6–9]. 
Fundamental research in this field [10–14] 
yielded significant results, laying the founda-
tion for theoretical studies [15–19] and com-
puter simulation methods [17–19].

Typical electric propulsion systems are vac-
uum ion and plasma ion devices converting 
electromagnetic energy generated by acceler-
ating ions of the propellant into mechanical 
energy accelerating the spacecraft. Two types 
of electric propulsion accelerators are com-
monly used: ion and plasma ion [6, 10, 11]. 
Electric propulsion encompasses a wide range 
of complex phenomena, including conversion 
of the propellant into the vapor-gas phase, ion-
ization, characteristics of plasma in the ion-
ization chamber, injection of plasma and ions 
into the accelerator and their acceleration, 
mechanical forces arising and their parame-
ters, beam neutralization, charge exchange, 
extraction and positioning. Fast ions leaving 
the accelerator should be neutralized to pre-
vent charging of the spacecraft body, the asso-
ciated drop in thrust, and secondary discharge 
phenomena. The beam of neutralized parti-
cles is ejected outwards at high velocities, up 
to tens of km/s, which is much higher than 
in chemical jet engines. Modern electric pro-
pulsion systems mainly use compressed gases, 
particularly xenon, as propellants. However, 
xenon is a rare and expensive gas, so efforts 
are underway to find alternatives for large-scale 
projects of electric propulsion engines. Electric 
propulsion engines based on novel methods 
and technologies should combine simple, reli-
able and durable design with affordable costs, 
running on alternative types of propellants, 
effectively generating the required thrust with 
reduced consumption of the reactant mass [8, 
12–14]. Perfecting the theory and methods for 
analysis of ionic and mechanical processes in 
accelerators, as well as conducting flight and 
ground experiments can establish an effective 
framework for constructing new electric pro-
pulsion systems. Bench tests are run in ground 
laboratories, typically with large and expensive 
vacuum systems, taking longer time to oper-
ate and consuming considerable amounts of 
propellants.

Analytical methods are mainly used in 
theory of electric propulsion for the most sim-
ple ion optical and electrodynamic problems 
[10–15]. Effective solutions for plasma states 
are obtained by numerically simulating the dy-
namics of enlarged particles by time steps (the 
Monte Carlo method) [17–19]. Differential 
equations in finite-difference form, grid meth-
ods, and Fourier transforms are used for sim-
ulations of electromagnetic fields and particle 
trajectories in these fields. However, this clas-
sic method is rather complicated, requiring a 
lot of computer time. The CST Studio Suite 
for three-dimensional modeling developed by 
Computer Simulation Technology is an ef-
fective tool for trajectory analysis of different 
electron and ion devices taking into account 
the intrinsic electric field of the space charge 
[20, 21]. However, no known studies have re-
ported on applying CST codes to analysis or 
design of ion or plasma ion electric propulsion 
systems. While microscopic power characteris-
tics are crucially important, insufficient atten-
tion has been given to electrodynamic mod-
els and simulations of mechanical processes 
in accelerators, hindering the progress in new 
devices. The dependences of thrust on coor-
dinates, shape of electrodes, operating modes 
of the reactor, and other parameters are not 
described in known literature. It is usually ac-
cepted for simplicity, regardless of structural 
elements, that the thrust can be expressed in 
terms of beam parameters

Ff = vin(dmw/dt),

where dmw/dt is the mass flux mw of propellant 
in the neutralized beam, t is the time; vin is the 
velocity of a neutral particle in the beam.

At the same time, the values of dmw/dt are 
not measured. The resulting thrust Ff  of elec-
trostatic ion and plasma ion engines is formu-
lated in terms of current I and voltage Ud for 
ions with the mass μ and charge q in the accel-
erating gap (see, for example, [10, 11]): 

Ff = I[2Ud (μ/q)]1/2.

It is assumed that the ion field at the out-
put of the accelerator is equal to zero, flux 
and velocity of particles in the beam are equal 
to the same values in the accelerator and do 
not change in the neutralizer; neutralization 
has 100% efficiency, there are no oppositely 
charged particles in the acceleration chamber, 
ions have no transverse velocity components, 
there are no losses, collisions and charge ex-
change of ions, etc. 
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This simplification produces inaccuracies in 
accounting for the ion-optical properties of the 
injector, accelerator, and neutralizer, as well as 
for the microscopic processes associated with 
generation of mechanical forces. Essentially, 
the accuracy of the above formulas requires 
further assessment. 

Like the Monte Carlo method and some 
other similar modeling packages, the CST 
package is inapplicable to detecting the rela-
tionships between mechanical forces in ion ac-
celerators and internal microscopic processes. 

The goal of this study consists in construct-
ing an electrodynamic algorithm for determin-
ing mechanical parameters, combined with 
computer simulation in the CST Suite to es-
tablish the above-mentioned relationships. 
Furthermore, our practical task was to apply the 
developed tools to studying physical processes in 
ion and plasma ion electric propulsion systems. 

Electrodynamic algorithm for determining  
the mechanical parameters of ion  

and plasma ion accelerators 

The CST model combined with the electro-
dynamic algorithm was primarily used to an-
alyze ion trajectories in inhomogeneous fields 
generated by single-stage and multi-stage DC 
accelerators, taking into account polarization 
charges and the space charge formed by the 
charged particle flux. As a result of analysis, 
we proposed an electrodynamic algorithm ac-
counting for the relationship of mechanical 
properties with structural elements and modes, 
characteristics of the main processes and pro-
pellants. The algorithm consists of intercon-
nected modules of varying complexity, allow-
ing to simulate both simple elements of the 
accelerator and their combinations.

The algorithm for determining the mechan-
ical parameters of electrostatic acceleration of 
ions is based on the following principles.

In combination, the accelerating voltage 
applied and space charges in the accelerator 
induce certain polarization charges. These are 
surface charges bound on electrodes and dis-
tributed over their surfaces; the distribution 
depends on the geometric shape, size and ar-
rangement of the electrodes. 

The momentum for engine thrust is gen-
erated in the ion acceleration chamber. The 
thrust applied to the electrodes arises due to 
Coulomb attraction of surface polarization 
charges to accelerated ions. The main con-
dition and process for generating mechanical 
thrust is acceleration of ions by an electric field 
in the accelerator, their subsequent neutraliza-
tion and ejection of a beam of neutral particles 
into space. Accelerated ions should be neutral-
ized because the ions escaping generate an ex-
cess charge of the opposite sign. Such a charge 
inhibits the escaping ions, reducing the thrust, 
and also causes destructive discharge phenom-
ena in the structural elements of the device. 
The action of the force FTM produces mechan-
ical stress in the mount of the device fixed on 
the test bench; the action of this force provides 
acceleration of the flying spacecraft. 

A simplified diagram of a typical single-stage 
DC ion accelerator for an electric propulsion 
engine of spacecraft is shown in Fig. 1. 

Fig. 1 shows space charge 3 of internal ions 
with the total mass m and velocity v(z) in the 
accelerator; beam 5 of neutralized particles is 
ejected outwards at velocity vf. The force FTi 
acting on the ion flux from bound surface 
charges 2 is equal to the inertia of the ions with 
mass m:

Fig. 1. Simplified diagram of single-stage ion accelerator:
input electrode 1 in ion injection plane (z = 0); bound charges 2 on output electrode in ion extraction plane (z = d); 
space charge Q 3; ion neutralization region 4; beam 5 of neutralized particles ejected outwards; FTM, FTi are the 
forces acting on the output electrode from the ion flux and on the ion flux from the bound charges, respectively
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FTi = m(dv/dt).

The force FTM acting on the output electrode 
from ion flux 3 is expressed as

FTM = –v(dm/dt).

Ion acceleration is generated by attraction 
to surface charges, which is calculated as the 
Lorentz force acting on charged particles from 
the electric field in the accelerator, taking into 
account the polarization charges of electrodes. 
Notably, the parameters of ion flux in the 
above two formulas refer to the particles in the 
accelerator rather than the beam. 

Ion drift in the accelerating gap is directed 
along the z axis from injection plane 1 with 
z = 0 to neutralization plane 4. Instantaneous 
internal charge and mass in the accelerating 
gap are equal to Q and m, gap width is equal 
to d. 

Modern plasma ion or Hall-effect thrusters 
generate propellant plasma directly in the acceler-
ating gap combined with the ionization chamber, 
while ion thrusters generate propellant plasma in 
the volume chamber to the left of the injection 
plane (see Fig. 1), subsequently extracting the 
ions into the accelerating gap by the electric field. 

Processes in the accelerating gap. 
Acceleration of ions by the force FTi along the 
axis z balances the inertia of the accelerated 
spacecraft in the center of mass and ends with 
beam ejection. Ions attract the electrode with 
induced charges bound to it it with the force 
FTM, resulting in reverse acceleration of space-
craft’s center of mass in the direction opposite 
to the z axis (see Fig. 1). Accordingly, the thrust 
FTM accelerating the spacecraft is generated only 
by the ions in the gap and should become zero 
when the ions pass through the plane of the exit 
gap and the neutralization region, if the latter 
coincides with plane 4 (see Fig. 1).

Using the kinetic (mechanical) approach, 
we obtain the force FTi by integrating the iner-
tia along the ion acceleration path: 

( ) ( ) ( )
0

,
z

Ti
dv z

F z dm z
dt

= ∫ (1)

where dm(z) is the mass of each layer dz, v(z) 
is the velocity of this layer.

Electrodynamically, this force can be cal-
culated as a set of Lorentz forces acting from 
the electric field Е on the charge dQ(z) in each 
layer dz:

( ) ( ) ( )
0

.
z

TiF z E z dQ z= ∫ (2)

Naturally, the forces calculated by Eqs. (1) 
and (2) should coincide for a given value of the 
coordinate z, including with z = d.

To tentatively test the algorithm and the 
computer program, we determined the values of 
the physical quantities included in Eqs. (1) and 
(2) based on simple models, using, for example, 
a plane-parallel gap with solid electrodes. The 
ion current in such an accelerating gap is de-
termined analytically by the Child–Langmuir 
formula in saturation mode, i.e., with space-
charge limited current (SCLC). Accordingly, 
ions are injected into into the accelerator at 
zero electric field and with a zero initial ve-
locity. Since the field is zero, the charge on 
the input surface is zero, and the polarization 
charge Qp, equal in magnitude to the internal 
drift charge Q in magnitude but opposite in 
sign, is concentrated on the inner surface of 
the solid output electrode. Well-known for-
mulas include the dependence of current I on 
voltage Ud according to the three halves power 
law, distributions of potential U(z), ion veloc-
ity v(z), electric field E(z), as well as the to-
tal thrust, charge and mass of ions in the gap 
[1, 2, 10, 15, 16]:
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The following notations are used here: S is 
the cross-sectional area of the gap; μ is the ion 
mass; q is the ion charge; ε0 is the electric con-
stant (ε0 ≈ 8.85·10–12 F/m). 

Developing this well-known model, we ob-
tain new distributions along the z coordinate 
for thrust, charge and mass of a thin layer dz 
inside the accelerating gap:
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Relations (3) describe the mechanical field 
of velocities and the distribution of propel-
lant masses in the accelerator. The values of 
the physical quantities satisfy the system of 
Poisson’s equations, equations of motion and 
continuity (for the given boundary and initial 
conditions) in the accelerator in quasistatic, 
nonrelativistic, non-diamagnetic collisionless 
hydrodynamic approximations. Descriptions of 
Lorentz and Coulomb forces in the accelerator 
are related by the Gauss law. For example, the 
distribution of charge (see Eq. (3)) and electric 
field E(z) is consistent with the Gauss theorem 
for each thin layer dz and for the entire gap as 
a whole. Eqs. (2) and (3) imply the dependence 
of the force acting on the ions in SCLC mode 
from zero to the z coordinate in the gap:

( )
2
32

0 0 .8
9Ti

zF z SE
d

ε  =  
 

(4)

Accordingly, the kinetic power Wi of ion 
flux (in the spacecraft’s own reference frame) 
is equal to the electric power supplied to the 
accelerator (excluding heat losses):

( ) ( ) ( )
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Therefore, the ratio of thrust to input power 
in the model of a solid output electrode reaches 
its maximum value and is determined by the 
formula

FTM /Wi = β/v(d); β = 2. (6)

However, the electric field in the gap de-
creases depending on the shape of the partially 
open output electrode (grid, aperture, notch, 
etc.), and the coefficient β < 2 as a result. 
According to Eqs. (1)–(6), the mechanical pa-
rameters of a complex multi-stage DC acceler-
ator can be calculated by obtaining the spatial 
distributions of electric field E(z), charge Q(z) 
and velocity v(z) of ions, taking into account 
polarization charges and space charge, which 
can be determined by computer simulation. 
Computer monitors collecting data on micro-
scopic processes were installed in the region of 
ion and electron fluxes for these purposes. 

Microscopic parameters of trajectories 
and characteristics of physical processes 
were obtained for the first time, including 
distributions depending on the coordinate z 

along the spacecraft axis: particle velocities, 
fields E(z) and potentials, charges dQ(z) and 
currents, taking into account the intrinsic 
electric field of space charge of ions and 
electrons. 

A more complicated physical process was 
considered at the next stage; we analyzed the 
neutralization of the ion flux by injecting an 
electron beam into this flux.

Testing of two, three and multi-electrode  
ion accelerators 

To verify the calculations, we first simulated 
and tested a simple planar two-electrode model 
whose sizes and modes were tailored to closely 
match the one-dimensional model in SCLC 
mode. The technique was verified by compar-
ing it with analytical calculations using Eqs. 
(1)–(6). We additionally tested well-known 
designs based on Pierce gun algorithms [5, 16]. 

The three, four, five and six-electrode 
models were implemented at the second 
stage. We used a partitioned set of nonplanar 
electrodes to impose inhomogeneous bound-
ary conditions compensating for the differ-
ence between Laplace and Poisson fields at 
the boundaries. The surfaces for injection 
into the accelerating gap were given as both 
smooth planar and smooth parabolic. We sim-
ulated emission of ions with different specific 
charges in SCLC mode in this configuration. 
In practice, this meant that surface-contact 
ionization [22–25] was simulated; its pros-
pects for use in ion and plasma ion acceler-
ators are estimated to be better than those of 
surface-volume ionization [26, 27]. 

Ion trajectories were constructed for all 
models considered (partially shown below 
as examples); microscopic parameters were 
collected using computer monitors for these 
trajectories. The surfaces of the bound-
ary parallelepiped surrounding the entire 
structure were sufficiently far from the ac-
celerating gaps, with a fixed zero potential 
maintained. 

Example calculations Typical dependences 
of electronic, physical and mechanical param-
eters on coordinates and operating modes for 
models of ion accelerators using xenon ions are 
shown in Figs. 2–6. 

The following parameters of two-electrode 
models were chosen for the examples: 

voltage Ud between the plates up to 2 kV, 
ion flux diameter 20 mm,
distance between the plates d = 4 mm,
emission area S = 314 mm2.
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The calculations were carried out for three 
models: 

Model A with two solid electrodes; 
model G (grid) with one solid and one grid 

electrode; 
models D5 and D10 with one solid and one 

grid electrodes, with apertures 5 mm (D5) and 
10 mm (D10) in diameter. 

The figures show the characteristics obtained 
by analytical (for SCLC mode) and numerical 
calculations. 

The numerical results are close to theoret-
ical analytical curves with the largest devia-
tion of about 10%. This discrepancy can be 
explained, firstly, by edge effects due to finite 
sizes and open boundaries of the accelerating 

gap, and secondly, by errors in calculating the 
field and particle velocity near the boundary 
z = 0 in the computer model. Introducing 
corrections reduced the discrepancy between 
analytical and computer parameters to 1% or 
less. The results obtained allowed to consider 
more complex multi-electrode structures of 
ion thrusters.

The simple three-electrode 2D models we 
tested were fundamentally close to real electric 
propulsion systems constructed for spacecraft. 
Typical electric propulsion systems use vol-
ume ionization in a chamber limited by a grid 
with multiple apertures [6, 10, 11]. A grid or a 
solid electrode with an aperture which was an 
electrostatic focusing lens was placed between 

Fig. 2. Numerical (1) and analytical (2) calculations of current (a) 
and resultant mechanical force (b) as functions of voltage Ud between the plates. 

A two-electrode model A with xenon ions (d = 4 mm) was used

a)	 b)

Fig. 3. Numerical (1) and analytical (2) calculations for distributions of potential (a), 
space charge density (b), electric field (c) and resultant mechanical force FTM (d) 

along coordinate z along the central axis of ion accelerator.
A two-electrode model A with xenon ions (d = 4 mm) was used; Ud = 945.74 V

c)	 d)

a)	 b)
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two solid electrodes in three-electrode mod-
els. Fig. 4 shows typical dependences of elec-
tronic, physical and mechanical parameters 
on the coordinates and operating modes in 
a three-electrode model with a central elec-
trode mounted in the middle. The values of 
field and charge density along the z axis were 
calculated for the model with solid electrodes 
(see Figs. 2 and 3); the mean field and charge 
density in the transverse plane were calculated 
for models with the grid and the aperture (see 
Fig. 4). Figs. 4 and 5 show the functions E(z), 
ρ(z), and FTM calculated on the axis z without 
cross-section averaging (this did not produce 
significant errors). 

Comparing the data in Figs. 2, 3, and 
4, we can see that the two-stage scheme 
with an intermediate grid, similar to prac-
tical electric propulsion systems, is optimal 
in forming the ion flux and achieving the 
greatest mechanical thrust. These electric 
propulsion systems use volume ionization in 
a chamber limited by a grid with multiple 
apertures [6, 10, 11]. 

Based on the obtained data, we performed 
computer simulation of three-dimensional 
multi-electrode sectioned ion accelerators, 

intended for Hall-effect electric propulsion 
systems [6, 10, 11]. A preselected multielec-
trode scheme of an ion accelerator typical for 
Hall thrusters, was given in the CST software 
package. In contrast to the two and three-elec-
trode schemes, where zero potential was im-
posed for all surfaces of the external boundary 
parallelepiped, an open upper boundary was 
used here (Fig. 5). The model parameters are 
given in the caption to the figure. The model 
is based on a sectional ion accelerator with 
optimized thrust generation and neutraliza-
tion. Similar to modern thrusters, neutraliza-
tion in the given devices was carried out by 
an electron beam. The shape and size of the 
electrodes, the potentials applied to them, the 
size of the emission region, and the magnitude 
of charged current were selected based on the 
data obtained (see Figs. 2 and 3).

Similar constructions were calculated 
for different sizes and voltages of external 
sources, specific ion masses, current modes. 
We determined the characteristics of ion and 
electron trajectories combined in the accel-
erator and neutralizer. We assessed whether 
it was possible to combine the given func-
tions, simulating a range of ion and electron 

Fig. 4. Numerical calculations for distributions of space charge density (a), electric field (b) 
and resultant mechanical force FTM depending on z и U(d) along the coordinate z 

along the central axis of ion accelerator. 
Dependences were obtained for G (1), D5 (2), and D10 (3) models.

The radius of the emission spot is 10 mm; potentials of the first (φ1 with z = 0), second (φ2) 
and third (φ3) electrodes φ i, kV: +1.0; –0.2; +0.2, respectively 

a)	 b)

c)	 d)
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Fig. 6. Numerical calculations for distributions of space charge density (a), electric field (b), resultant 
mechanical force FTM (c) and potential (d) along the coordinate z along the central axis of ion accelerator; 

dependences of resultant mechanical force FTM on the potenial of bottom electrode (e); d corresponds 
to electron current Ie, A: 0.0175 (1), 1.0 (2), 2.0 (3); a, b, c, e correspond to ion current Ii = 17.5 mA

c)	 d)

a)	 b)

e)

Fig. 5. Schematic model of multi-electrode structure with combined ion and electron trajectories. 
The ion source is located in the lower part of the model, the electron source is in the middle. The shades of grey 
correspond to particle energies. Beams intersect near and above the fourth electrode. The potentials of electrodes 
(from bottom to top electrode) φi, kV: 5.0; -0.5; -1.0; 0.5; 0.0; 0.0. ion and electron currents were equal to 17.5 mA
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processes as a single process and creating a 
virtual electronic cathode.

Fig. 5 shows one of the multi-electrode 
schemes considered with combined ion and 
electron trajectories. The electron neutralizer 
of accelerated cations in this example was 
based on the principle of embedded beams and 
a virtual cathode, which is fundamentally sim-
ilar to an plasma ion Hall thrusters but does 
not require magnetic sources. This should al-
low to reduce mass, dimensions and energy 
consumption.

Fig. 6 shows typical dependences of elec-
tron, physical and mechanical parameters on 
the coordinates and operation modes in the 
multi-electrode model shown in Fig. 5.

Changing the geometric parameters and po-
tentials of electrodes of the model shown in Fig. 
5 in a small range, we optimized the ion flux, 
electron, physical and power characteristics. In 
particular, we determined the conditions when 
the electron beam generates an effective poten-
tial well for acceleration and capture of ions. 
Varying the electron current changed the depth 
of the potential well trapping the ions. Fig. 6, 
d shows acceleration and neutralizion of the 
ion flux by space charge of electrons. Varying 
the electron current over a wide range (17.5 
mA, 1.0, and 2.0 A) changed the potential in 
the region z > 13 mm, improving focusing and 
neutralization of the ion flux.

Conclusion

The CST package was used to construct an 
analytical electrodynamic algorithm combined 
with computer simulation of the electromagnetic 
field and trajectories of charged particles. The 
algorithm operates by generating mechanical 
thrust in ion accelerators due to Coulomb in-
teraction of ions moving in vacuum with bound 
charges on polarized surfaces of the structural 
elements of the accelerator chamber. 

We have considered several models of elec-
trostatic ion accelerators by analytical calcula-
tions and computer simulation (using the given 
package). We have obtained the coordinate de-
pendences of numerical parameters, including 
the distribution of mechanical forces, potential 
and field, charge density and current, particle 
velocity in the accelerating gap. Analysis of the 
data confirmed that the approaches proposed 
had satisfactory accuracy and consistency.

The package developed provides a wide range 
of tools for studying physical phenomena and 
processes in ionic and plasma ion sources, accel-
erators and neutralizers for electric propulsion, 
allowing to assess the designs and parameters of 
novel devices, comparing different propellants.

The approach presented and the algorithm 
we have constructed based on this approach may 
offer potential methods for optimizing newly 
constructed devices, in particular, by comparing 
the physical processes for different propellants.  
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ВЗАИМОДЕЙСТВИЯ ТЕТРАФТОРИДА КРЕМНИЯ И 
ГЕКСАФТОРСИЛИКАТОВ С ВОДОРОД- 
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Термодинамическими расчетами показано, что в системе элементов Si-F-H-O при 
температуре выше 1300 K основным кремнийсодержащим веществом является диоксид 
кремния, а основным фторсодержащим – фторид водорода. Указанная температура 
реализуется при проведении реакций взаимодействия тетрафторида кремния и 
фторсиликатов с водородсодержащими и кислородсодержащими веществами в режиме 
горения. Высокотемпературная обработка тетрафторида кремния и фторсиликатов в 
режиме горения может стать основой промышленной технологии производства фторида 
водорода.
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Introduction

Hydrogen fluoride (HF) is the main fluo-
rinating agent used in production of uranium 
fluorides in the nuclear fuel cycle, halocar-
bons, electron gases, etc. Production of an-
hydrous HF reaches 1.5 million tons per year 
[1, 2].

Hydrogen fluoride is obtained from fluor-
spar (natural CaF2) by decomposition of sulfu-
ric acid [1]:

2 2 4 4CaF + H SO CaSO + 2HF .sol liq sol gas→ (1)

The subscripts here indicate the aggregate 
states of substances: solid (sol), liquid (liq) 
and gaseous (gas).

Only high-quality fluorspar with at least 
95% content of the original material and a 
silicon dioxide admixture of not more than 
1.5% is used to produce HF [1, 2].

The annual world production of fluorspar 
exceeds 4 million tons. The main producers are 
China (generating over 50% of the total world 
output), Mexico, Mongolia, and South Africa 
[1, 2].

The deposits of fluorspar in the Russian 
Federation are depleted, so fluorspar has to 
be imported. Therefore, developing alterna-
tive methods for producing hydrogen fluoride 
is an important task.

Production of wet-process phosphoric acid 
from fluorapatite, using the reaction 

5 4 3 2 4 3 4

4

Ca (PO ) F + 5H SO 3H PO +

+ 5CaSO + HF ,
sol liq liq

sol gas

→
(2)

forms a substantial amount of hydrogen fluo-
ride, which in turn forms silicon tetrafluoride 
SiF4 reacting with silicon dioxide SiO2 (an ad-
mixture in fluoroapatite):

2 4 2SiO + 4HF SiF + 2H O .sol gas gas gas↔ (3)

Tetrafluoride is then hydrolyzed, and the 
obtained hexafluorosilicic acid H2SiF6 is neu-
tralized, and solid fluorine-containing wastes 
are disposed to landfills.

The amount of these wastes generated 
in processing fluorapatite is about 2 million 
tons per year (in terms of fluorine content). 
Therefore, these wastes from processing fluoro-
apatite can serve as the main industrial source 
of fluorine. 

There is a great number of chemical com-
pounds in the Si-F-H-O system. Some of these 
compounds and data on their interaction with 
water, hydrogen and oxygen are given in Table 
1 [3–13]. It follows from the data that the most 
stable compounds in the Si-F-H-O system are 
SiO2, HF, SiF4, H2O; in addition, it can be 
seen that hydrogen fluoride can be obtained by 
hydrolysis of silicon tetrafluoride.

Determination of the temperature range

In order to determine the preferable tem-
perature range for hydrolysis of silicon fluo-
ride, we calculate the Gibbs energy change 
depending on temperature for the following 
process: 

4 2 2SiF + 2H O SiO + 4HF .gas gas sol gas↔ (4)

More than ten crystalline modifications of 
SiO2 are known. The most stable of them are 
β-quartz, β-tridimite and β-cristobalite, whose 
melting points are 1550, 1680 and 1720 °С, re-
spectively [4]. The heat capacities and other 
thermodynamic parameters of these crystalline 
modifications differ only slightly (by units of 
percent), so we performed further calculations 
for one modification, β-tridymite.

The procedure for calculating the Gibbs en-
ergy change is given in [14]. We approximated 
the temperature dependence of heat capacity 
by a first-degree polynomial. The calculation 
results are shown in Fig. 1.

Reaction (4) is reversible (↔); the forward 
reaction rate is equal to the reverse reaction 
rate at a temperature of 1170 K (referred to 
as critical, Tcr, for convenience from now on). 
Therefore, hydrogen fluoride can be obtained 
by hydrolysis of silicon fluoride at a tempera-
ture above Tcr, quickly cooling the products at 
temperatures below Tcr.
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We propose to treat SiF4 in flames of hydro-
gen-containing fuel and an oxygen-containing 
oxidizing agent for high-temperature hydrolysis:

SiF + C H O N + O

SiO + 4HF +

+ CO

4 1 m n k l 2 2

2 /

1 y

gas gas gas

sol liq gas

ga

x x

y

�

�

ss gasy Q+ N ,
2 2

�

(5)

where СmHnOkNl is the volatile 
hydrogen-containing substance, m ≥ 0, n > 0, 
k ≥ 0, l ≥ 0; nx1 ≥ 4, 2x2 > 2,y = 1; 2; the stan-
dard enthalpy of formation is Q ~ 102–103 kJ; 
the adiabatic temperature of the reaction prod-
ucts is Тad > 103 K.

Hydrogen, methane and ammonia can serve 
as hydrogen-containing fuel, and oxygen and 
air as an oxygen-containing oxidizing agent.

Fig. 1. Temperature dependence of Gibbs energy change for hydrolysis of silicon tetrafluoride (4)

Tab l e  1
Physico-chemical properties of silicon compounds

Compound Interaction with water Characteristic
reaction

SiF4
Si2F6

3SiF4 + 2H2O → SiO2 + 2H2[SiF6]
(T = 100 °C),

SiF4 + 2H2O → SiO2 + 4HF 
(T > 800 °C)

Si2F6 → SiF2 + SiF4 (700 
°C)

H2SiF6 Exists in aqueous solution only H2SiF6 → SiF4 + HF

H3SiF
H2SiF2 
HSiF3

H3SiF + H2O → 2HF + (SiH3)2O
2H3SiF → SiH4 + H2SiF2,
4HSiF3 → 3SiF4 + Si + 

2H2 (20 °C)

SiH4, Si2H6, Si3H8, 
(SiH x)4

SiH4 + 2Н2О → SiO2 + 4Н2,
Si2H6 + 4H2O → 2SiO2 + 7H2

SiH4+2O2 → SiO2+2H2O,
SiH4 → Si + 2H2
(400–1000 °C)

H2SiO3 H4SiO4 Sparingly soluble H2SiO3 → H2O + SiO2

SiO, SiO2
SiO + H2O → SiO2 + H2 

(T > 500 °C)
SiO2 + 2H2 → Si + 2H2O 

(800 °C)
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The products of the process are a slightly 
dust-laden gas flow, i.e.,

Vsol/V ~ 10–5,

where Vsol, V are the volumes of the solid phase 
and all products of the process, respectively. 

For this reason, the flow should be cooled 
in a convective heat exchanger of the double 
pipe type.

Table 2 shows the thermal enthalpies and 
adiabatic temperatures Tad of the products for 
process (5). A nonhomogeneous flame loses 
up to 40% of the released energy due to ther-
mal radiation [15]. In view of this, the tem-
peratures Trad of the reaction products given in 
Table 2 were calculated taking into account 
this loss.

Table 3 gives Tad and Trad depending on the 
initial temperature of the reagents for three 
crystalline modifications of SiO2 for the pro-
cess described by the reaction

4 2 2

2 /liq

SiF + 2H + O

SiO + 4HF .
gas gas gas

sol gas

→

→
(6)

It follows from the data given in Table 3 
that the values of Tad and Trad are significantly 
higher than the values of Tcr for all cases, so 
the preferable method for producing hydrogen 
fluoride from silicon tetrafluoride is by scheme 
(5). In addition, it is evident that Tad and Trad 
weakly depend on the structure of crystalline 
modification of SiO2.

Fig. 2 shows the Gibbs energy change ΔG 
depending on temperature in the range of 300–
1800 K for reactions (6)–(8) with the ratio of 
starting components corresponding to produc-
tion of SiO2 and HF:

4 3 2

2 2

3SiF + 4NH + 3O

3SiO + 12HF + 2N ,
gas gas gas

sol gas gas

→

→
(7)

4 4 2

2 2

SiF + CH + 2O

SiO + 4HF + CO .
gas gas gas

sol gas gas

→

→
(8)

It can be seen from Fig. 2 that the ΔG val-
ues are negative for the given processes, which 
means that processes (6)–(8) are not thermody-
namically forbidden for this temperature range.

Tab l e  2

Main thermal parameters for reactions 
occurring in interaction of silicon tetrafluoride with different compounds (T0 = 500 K)

Reaction –Q, kJ
Tad Trad 

K

SiF4 gas + 2H2 gas + O2 gas → SiO2 sol/liq + 4HFgas 384 2491 1843

3SiF4 gas + 4NH3 gas + 3O2 gas →  
→ 3SiO2 sol/liq + 12HF gas + 2N2 gas

969 2083 1562

SiF4 gas + CH4 gas + 2O2 gas →  
→ SiO2 sol/liq + 4HFgas + CO2 gas

703 3020 2214

SiF4 gas + 2H2 gas + O2 gas + 4N2 gas →  
→ SiO2 sol/liq + 4HFgas + 4N2 gas

384 1836 1407

3SiF4 gas + 4NH3 gas + 3O2 gas + 12N2 gas → 
→  3SiO2 sol/liq + 12HFgas

 + 14N2 gas
969 1598 1248

SiF4 gas + CH4 gas + 2O2 gas + 8N2 gas →  
→ SiO2 sol/liq + 4HFgas + CO2 gas + 8N2 gas

703 1982 1501

Nota t i on s :  Q is the thermal effect; Tad and Trad are the adiabatic and radiation tempera-
tures; T0 is the temperature of the starting reagents.
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Fig. 3 shows the temperature dependences 
of the Gibbs energy change ΔG for β-quartz, 
β-tridymite, and β-cristobalite for process 
(6).

The Gibbs energy change in reaction (8) 
weakly depends on the structure of crystalline 
modification of SiO2: the difference in ΔG 
does not exceed 5%. 

As noted above, the most thermally stable 
elements in the Si-F-H-O system are SiO2, 
SiF4, H2O and HF. The thermodynamically 
equilibrated composition of substances in 
this system was calculated by minimizing the 
Gibbs energy for the mixture, varying the 
concentration of the components with the 
given atomic ratio [16]:

1 4 2 2 3 2

1 2 sol 2 4

3 4 2 ,

SiF + H + O

SiO + SiF +

HF + H O
g

gas gas g

as

gas g

a

s

s

a

x x x

y y

y y+

→

→ (9)

where xi, yi are the stoichiometric coefficients.
The atomic balance equations have the fol-

lowing form: 

1 2 1 2 3 1

3 4 2 1 4 3

: ; : 4  4 ; 
:  2  2 ;  : 2  2 .

Si y y x H y y x
F y y x O y y x

+ = + =
+ = + =

(10)

If we express y2, y3, y4 in terms of x1, x2, x3 
and y1, i.e., 

y2 = x1 – y1; y3 = 4y1; y4 = x2 – 4y1, 
we obtain:

Fig. 2. Temperature dependences of Gibbs energy change 
for reactions (6) (1), (7) (2) and (8) (3) 

Fig. 3. Temperature dependences of Gibbs energy change for process (6), 
for three crystalline modifications of silicon dioxide: 
β-quartz (1), β-tridymite (2) and β-cristobalite (3)
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1 2 1 1 2 

1 1 4 

1 2 1 2

G , ,  G SiO   
– G SiF   

+ 4 G HF   –  4 G H O .

( ) ( )
( ) ( )

( ) ( ) ( )

so

g

ga

a

s

l

s

gas

x x y y
x y

y x y

∑ = +
+ +

+
(11)

Given fixed values of x1, x2, x3, we varied y1 
in increments of 0.001, constructing a matrix 
and then selecting its minimum by comparison. 

Fig. 4 shows the temperature dependences 
for the concentration of products of process (6) 
in a thermodynamically equilibrated mixture, 
calculated using the model we formulated [16]. 

SiO2 is the main silicon-containing sub-
stance at temperatures above 1300 K, and HF 
is the main fluorine-containing substance; the 
concentration of SiF4 does not exceed 3%, and 
that of H2O does not exceed 8%.

Calculations in the ASTRA  
software package

 
We have tested the model using the ASTRA 

software package, allowing to calculate the 
thermodynamically equilibrated composition 
by entropy maximization [17]. The calculated 
results for the Si-4F-4H-2O system are given 
in Table 4.

The results obtained with the ASTRA soft-
ware package are in qualitative agreement with 
the calculated data on equilibrium compo-
sitions obtained by the method that we have 
developed.

The ASTRA package was also used to calcu-
late the equilibrium compositions of substances 
in the Si-4F-C-4H-4O system. The calculated 
results are given in Table 5.

Fig. 4. SiO2 (1), SiF4 (2), H2O (3) and HF (4) concentrations depending on temperature for Si-F-H-O system 
(SiF4-2H2-O2 mixture is thermodynamically equilibrated, i.e., x1 = x3 = 1, x2 = 2)

Tab l e  3

Temperature parameters of reaction (6) 
depending on initial temperature of reagents 

for different crystalline modifications of silicon dioxide

T0

Tad Trad Tad Trad Tad Trad 

β-quartz β-tridymite β-cristobalite

400 – – 2544 1760 – –

600 – – 2886 2120 2812 2055

800 – – 3226 2476 3161 2415

1000 3547 2803 3563 2829 3508 2773
Note .  All temperatures are given in degrees Kelvin (K).
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Hydrogen fluoride is the main 
fluorine-containing substance at temperature 
above 1100 K in the Si-4F-4H-1C-4O system. 
Upon reaching 1900 K, the hydrogen fluoride 
content in the equilibrium mixture amounted 
to about 50 mol.%, and the silicon tetrafluoride 
content to about 5 mol.%.

Thus, analyzing the calculated equilibrium 
compositions of the substances in Si-F-H-O 
and Si-F-H-C-O systems, we can assume that 
HF can be the main fluorine-containing sub-
stance for SiF4 processed in flames of hydro-
gen-containing fuel with an oxygen-containing 
oxidizing agent at temperatures above 1300 K, 
and SiO2 can be the main silicon-containing 
substance.

Metal and ammonium hexafluorosilicates 
can be obtained from aqueous solution of 
H2SiF6 and SiF4 [18, 19]:

2 6  

2 6  

H SiF + 2NaCl  
Na SiF + 2HCl ,

liq liq

sol liq

→

→
(12)

2 6 4  

4 2 6 

H SiF + 2NH OH
 NH SiF ,( )
liq liq

liq

→

→
(13)

4  4 

4 2 6 

2NH F + SiF
 NH SiF ,( )

liq liq

liq

→

→
(14)

H SiF + ! aCO �

 ! 0SiF + H CO .

2 6 3 

6 2 3 

liq sol

sol liq

→

→
(15)

Therefore, we considered whether it was 
thermodynamically possible to produce hy-
drogen fluoride from hexafluorosilicates in 
flames of hydrogen-containing fuel and an 
oxygen-containing oxidizing agent.

No data are available in literature on thermo-
dynamic functions of the CaSiF6, (NH4)2SiF6, 
Na2SiF6 hexafluorosilicates; however, these 
salts are thermally unstable at temperatures 
above 370, 250 and 600 oC, respectively [7]:

6 2 4 CaSiF CaF + SiF ,sol sol gas→ (16)

4 2 6 

3 4  

(
,

NH SiF  
2NH + SiF + 2HF

) sol

sol gas gas→
→

(17)

2 6 4 .Na SiF  2NaF + SiFsolsol gas→ (18)

For this reason, we performed further cal-
culations for their decomposition products.The 
equations for hydrolysis of sodium and calcium 
fluorides have the form

 2  

 /  

NaF  + H O
NaOH + HF ,

sol gas

sol liq gas

→

→
(19)

2 2  

  .
CaF  + H O

CaO + 2HF
sol gas

sol gas

→

→
(20)

Tab l e  5 

Thermodynamic equilibrium 
compositions of substances (mol.%) 

in Si-4F-4H-1С-4O system 
depending on temperature 

T, K H2O HF CO2 SiO2 SiF4

500 48.6 1.7 24.7 0.4 24.4
700 43.3 8.8 23.9 2.2 21.7
900 35.1 19.8 22.5 5.0 17.6
1100 27.0 30.6 21.1 7.6 13.5
1300 20.7 39.0 20.1 9.8 10.4
1500 16.1 45.1 19.3 11.3 8.1
1700 12.9 49.3 18.8 12.3 6.5
1900 10.6 52.3 18.2 13.1 5.4

Note. The data were calculated using the ASTRA 
software package.

Tab l e  4 

Thermodynamic equilibrium 
compositions of substances (mol.%) 

in Si-4F-4H-2O system 
depending on temperature 

T, K H2O HF SiO2 SiF4

500 64.5 2.2 0.5 32.5
700 57.3 10.8 2.7 28.9
900 46.1 24.3 6.1 23.3
1100 35.3 37.3 9.3 17.8
1300 26.9 47.4 11.9 13.6
1500 20.8 54.6 13.7 10.6
1700 16.7 59.6 14.9 8.5
1900 13.7 63.1 15.8 7.1

Notes. 1. The data given were calculated using the 
ASTRA software package. 2. The O2 content was less 
than 0.2 mol.% at all temperatures.
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We calculated the Gibbs energy change as 
function of temperature for these reactions. We 
found (Fig. 5) that the Gibbs energy change 
for this reaction follows the inequality ΔG > 0 
in the entire temperature range considered. 
Consequently, reactions (19) and (20) are ther-
modynamically forbidden in the temperature 
range T = 300–2000 K.

The local maximum on curve 2 (Fig. 5) is 
due to the fact that the crystal lattice of calcium 
fluoride changes at a 1424 K, and this compound 
melts at 1691 K [5]. 

Table 6 gives the calculated standard enthal-
pies of formation, temperatures Tad and Trad for 
the interaction of products of thermal decom-
position of hexafluorosilicates in flames of hy-
drogen-containing fuel and oxygen, with the 
ratio of the starting components corresponding 
to production of SiO2 and HF at the initial tem-
perature T0 = 500 K. Hydrogen-containing fuel is 
contained in the molecule of hexafluorosilicate in 
case of ammonium hexafluorosilicate.

The values of Trad in Table 6 significantly ex-
ceed the value of Tcr obtained for SiF4 (see Fig. 
1), and, therefore, hydrolysis of SiF4 is thermo-
dynamically possible in the given processes (see 
Table 6). Notably, sodium and calcium fluorides 
are not hydrolyzed in the temperature range 
T = 300–2000 K, so only 67% fluorine regener-
ation is possible from hexafluorosilicates of these 
elements.

Fig. 6 shows the Gibbs energy change ΔG de-
pending on temperature in the range of 300–1800 
K for interaction of thermal decomposition prod-
ucts of hexafluorosilicates with hydrogen-con-
taining substances and oxygen (all reactions in 
Table 6).

The Gibbs energy changes are negative in the 
given temperature range, therefore, all the reactions 
in Table 6 are not thermodynamically forbidden 

As the dust-laden gas flow formed by com-
bining the reagents 

SiO2 sol + 4HFgas, (21)

is cooled at temperatures below 1170 K, fluori-
nation of SiO2 occurs:

2  

4 2  

SiO + 4HF
 SiF + 2H O .

sol gas

gas gas

→

→
(22)

Because of this, flow (21) should be cooled 
at the highest rate possible.

Calculation of heat transfer parameters

Kinetic models for reaction (22) are not 
described in literature. It is thus impossible to 
give a quantitative assessment for the necessary 
cooling rate.

We made estimates for the characteristic 
cooling time of the dust-laden gas flow (21) 
and the parameters of the convective heat ex-
changer of the double pipe type with a ther-
mostatically controlled wall for SiF4 flow rates 
corresponding to the pilot and industrial-scale 
setups, based on the data from [20].

The Nusselt number for the dust-laden gas 
flow was calculated by the following relations:

0.8 0.4

0.41
0.8 1.12

0.023Re Pr

1
(1 ) (1 ) ,

1

ï ï ï

sol gas

Nu

C C
Nu

µ
µ β

µ

−

= =

 +
= + −  + 

(23)

Fig. 5. Temperature dependences of Gibbs energy change
for hydrolysis of sodium (1) and calcium (2) fluorides 
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β ρ

µβ
ρ µρ

= =
−

= = =
+   + 

 

(24)

where Gsol, Vsol are the flow rate and velocity of 
the powder; Ggas, Vgas are the flow rate and veloc-
ity of gas; Сsol, Сgas are the heat capacities of the 
solid component and gas; ρsol, ρgas are the densi-
ties of the solid phase and gas, respectively; μ is 
the flow rate concentration; β is the volumetric 

concentration of the solid component; Fsol, F gas 
are the volumes of the solid component and gas, 
respectively; Fs is the system volume. 

Table 7 gives the cooling characteristics for 
slightly dusty (β = 2·10–5 at Т = 1100 K) flow 
(21) at temperatures from 1100 to 500 K and 
for the heat exchanger depending on the SiF4 
flow rate and the diameter of the cylindrical 
heat exchanger. 

It follows from the results given in Table 7 
that the characteristic cooling time of the flow 
from 1170 to 500 K is of the order of 10–2 
s provided that the diameter of the heat ex-
changer is of the order of tens of millimeters, 

Fig. 6. Temperature dependences of Gibbs energy change 
for interaction of thermal decomposition products of hexafluorosilicates 

with hydrogen-containing substances and oxygen 
The numbers of the curves correspond to the numbers of reactions in Table 6

Table 6

Main thermal parameters for interaction 
of thermal decomposition products of hexafluorosilicates 

with different substances (T 0 = 500 K)

Reaction -Q, kJ
Tad Trad 

K

SiF4 gas + 2NH3 gas + 2HF gas + 1,5O2 gas →  
→ N2 gas + SiO2 sol/liq + 6HFgas + H2Ogas

539 2211 1643

2NaFsol + SiF4 gas + СH4 gas + 2O2 gas →  
→ 2NaFsol + SiO2 sol/liq + 4HFgas + CO2 gas

708 2354 1763

CaF2 sol + SiF4 gas + СH4 gas + 2O2 gas →  
→ CaF2 sol + SiO2 sol/liq + 4HFgas + CO2 gas

708 2687 1978

The notations for the parameters are given in the caption to Table 2
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its length is of the order of units of meters, and 
the pressure difference in the heat exchanger is 
1.5 kPa. The cooling time is 0.02 seconds for 
a heat exchanger diameter of 20 mm, so this 
diameter is considered to be optimal. 

Main results and conclusions

Considering the regeneration of fluorine from 
fluorine-containing materials, we analyzed the 
existing methods for producing hydrogen fluoride. 
We have carried out thermodynamic calculations 
of adiabatic temperature, Gibbs energy change 
and the equilibrium composition of the reaction 
products of interaction of silicon tetrafluoride 
with hydrogen and oxygen-containing substances.

Analysis of the obtained simulation data al-
lowed us to draw the following conclusions.

It is preferable to carry out hydrolysis of SiF4 
aimed at producing SiO2 and HF at a tempera-
ture above 1170 K, followed by rapid cooling 
of the reaction products.

When SiF4 is processed in flames of hydro-
gen-containing fuel (H2, CH4, NH3) and an oxy-
gen-containing oxidizing agent (oxygen, air), the 
temperature of the reaction products, taking into 
account thermal radiation of non-homogeneous 
flame, is significantly higher than 1170 K. The 
crystalline form of SiO2 practically does not affect 
the adiabatic (Tad) and radiation (Trad) tempera-
tures exceeding 1500 and 1200 K, respectively. 

SiO2 is the main silicon-containing substance 
at temperatures above 1300 K in an equilibrium 
mixture of substances of the Si-4F-4H-2O sys-
tem, and HF is the main fluorine-containing 
substance. The content of SiF4 is not more than 
3%, of water not more than 8% (estimate by the 
Gibbs energy minimization method). 

The results calculated using the ASTRA 
software package indicate that SiF4 and H2O 
contents in the equilibrium mixture at a tem-
perature of 1900 K are 7% and 14%, respec-
tively. Calculations for the Si-4F-1C-4H-4O 
system confirm that hydrogen fluoride is the 
main fluorine-containing substance at 1900 K, 
the SiF4 content in an equilibrium mixture is 
about 5%, carbon dioxide content is 18% and 
water content is 10%.

HF and SiO2 can be obtained in flames of 
hydrogen-containing fuel and an oxygen-con-
taining oxidizing agent using CaSiF6, Na2SiF6, 
(NH4)2SiF6, etc., as starting materials: these 
processes are not forbidden thermodynam-
ically, and the temperature of their products 
Trad > 1170 K. Moreover, hydrolysis of calcium 
and sodium fluorides is thermodynamically 
forbidden in the temperature range T = 300-
-2000 K. Therefore, only 67% regeneration of 
fluorine is possible from sodium and calcium 
hexafluorosilicates.

The (SiOsol + 4HFgas) flow is classified as 
slightly dusty, so it should be cooled in a con-
vective heat exchanger of the double pipe type. 
The cooling time can amount to about 10–2 s 
in the temperature range from 1170 to 500 K.

Processing SiF4 or fluorosilicates in flames of 
hydrogen-containing fuel and an oxygen-con-
taining oxidizing agent may serve as the basis 
for producing hydrogen fluoride.

 
Technology for producing hydrogen fluoride from 

fluorine-containing by-products and waste products 
of phosphate fertilizers processed in methane and 
oxygen flames developed using experimental setup 
No. 05.608.21.0277. ID RFMEFI60819X0277

Table 7

Characteristics of heat exchanger and slightly dust-laden flow (21)
depending on heat exchanger diameter

D, mm α,  
W·m–2·K–1 L, m u, m/s ΔP, 

kPa t, s Re Ref 

20 382 0.68 81 1.47 0.02 16280 24635

30 184 0.94 36 0.29 0.05 10847 16413

Nota t i on s :  D, L are the diameter and length of the heat exchanger, α is the heat 
transfer coefficient; u is the dust-laden gas flow velocity; ΔP, t are the pressure difference in 
the heat exchanger and the cooling time of the dust-laden gas flow with a decrease in tem-
perature from 1170 to 500 K; Re, Ref  are the Reynolds numbers for dust-laden gas flows.
No t e .  The table gives the calculated data for silicon fluoride with the flow rate 
of 10 g/s (industrial value is 300 tons per year); the wall temperature of the heat 
exchanger Twall = 100 оС. 
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NANOSTRUCTURED CARBON AND ORGANIC FILMS: 
SPECTRAL MICROWAVE AND OPTICAL CHARACTERISTICS
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I.Sh. Fitaev, V.S. Gurchenko 
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Microwave and optical transmission and reflection spectra of thin films prepared by casting the 
aqueous and dichloromethane solutions of fullerene, as well as casting the chloroform solution of 
4-methylphenylhydrazone N-isoamylisatin have been recorded in the 2.5 – 4.0, 8.2 – 12.0 GHz 
and 19 – 110, 330 – 740 THz ranges. The carbon samples precipitated from dichloromethane were 
established to be the most sensitive to the microwaves. There were 3.4 and 9.1 GHz absorption 
peaks in their spectrum. The 20 – 50 and 78 – 108 THz IR intervals were chosen for investigation 
as the most pronounced. The fullerene-containing films, having a linear optical spectrum, exhibited 
the maximal absorption factor. The organic samples, having a sharp increase of optical absorption 
in the 599.6 – 713.8 THz. high-frequency region, exhibited an absorption edge of 3.05 eV. In this 
case the surface photomicrographs demonstrated a rather ramified relief with nontrivial 3D forms 
dependent on the solution nature, notably prominent for fullerene surfaces.
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СПЕКТРАЛЬНЫЕ СВЧ- И ОПТИЧЕСКИЕ  
ХАРАКТЕРИСТИКИ НАНОСТРУКТУРИРОВАННЫХ  

УГЛЕРОДНЫХ И ОРГАНИЧЕСКИХ ПЛЕНОК

В.В. Старостенко, А.С. Мазинов, А.С. Тютюник, 
И.Ш. Фитаев, В.С. Гурченко

Крымский федеральный университет имени В.И. Вернадского, 
г. Симферополь, Республика Крым, Российская Федерация

Представлены спектры пропускания и отражения электромагнитного излучения для 
тонких пленок, полученных методом полива из растворов фуллеренов в воде и дихлорметане, 
а также из растворов 4-метилфенилгидразона N-изоамилизатина в хлороформе, в СВЧ- (2,5 
4,0 – и 12,0 – 8,2 ГГц) и оптических (110 – 19 и 740 – 330 ТГц) диапазонах. Показано, что 
наиболее чувствительны к СВЧ-волнам углеродные образцы, осажденные из дихлорметана, 
на спектре которых отмечены пики поглощения 3,4 и 9,1 ГГц. В инфракрасном диапазоне 
были выделены частотные интервалы 20 – 50 и 78 – 108 ТГц, где наиболее ярко проявилось 
взаимодействие электромагнитных волн с образцами. В оптическом спектре пленки, 
полученные из двух видов фуллеренсодержащих суспензий, имея линейный спектр, 
обладали максимальным коэффициентом поглощения, а органические образцы с резким 
увеличением поглощения в высокочастотной области 713,8 – 599,6 ТГц имели край полосы 
поглощения 3,05 эВ. При этом микрофотографии поверхностей показали достаточно 
разветвленный рельеф (в особенности для поверхностей фуллерена) с нетривиальными 
3D-образованиями, на форму которых влиял тип растворителя.
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Introduction

New frequency ranges are introduced for 
modern radio transceivers, as efforts are made 
to reduce the sizes and weights of the devices, 
accompanied by steadily decreasing costs; as a 
result, the search continues for new materials 
that can effectively interact with electromag-
netic radiation in different frequency ranges. 
Fiber-optic channels transmitting the largest 
amounts of data traffic [1] and microwave cel-
lular stations providing direct communication 
with customers [2,3] remain the key commu-
nications today.

The interest towards nanostructured car-
bon derivatives (carbon nanotubes, graphenes, 
fullerenes) grew considerably in the late 1990s 
and early 2000s. These structures not only pos-
sess unique physical properties [4–6] but also 
exhibit broadband absorption in combination 
with other materials. [7, 8]. Using nanocom-
posites to construct elementary active devices 
[9] should make it easy to integrate organocar-
bon elements into existing electronic circuits of 
modern transceivers.

Combined with organic materials, these el-
ements can serve as a basis for novel emitting 
[10] and diode structures [11, 12], significantly 
expanding their operating ranges. 

However, such devices have certain draw-
backs, primarily, photopolymerization (unde-
sirable changes in properties induced by ex-
posure to light), photostimulated and ordinary 
oxidation [13, 14] leading to rapid degradation 
of organic layers used.

Despite wide interest in organocarbon 
materials, their frequency properties are 
mainly used in the visible range, while their 
characteristics in the medium-wave infra-
red (IR) and microwave ranges are poorly 
studied. 

In this study, we considered the effects of 
electromagnetic waves of microwave and op-
tical ranges on nanostructured films of C60 
fullerene and N-isoamylisatin 4-methylphenyl-
hydrazone (IMPH) organic precursor, serving 
as the main working layers of the correspond-
ing heterojunctions [15].

Measurement procedure and 
experimental samples

Since the initial studies focused on barrier 
structures [15], we considered the effect of electro-
magnetic radiation on thin films, i.e., on the type 
of matter from which these heterojunctions were 
made [12]. Examining C60 and IMPH samples, we 
focused on measurements and analysis of reflec-
tion and transmission spectra of electromagnetic 
radiation in the microwave and optical ranges. 

The microwave region was represented by 
two ranges: 2.5–4.0 and 8.2–12.0 GHz. Thin 
square substrates of two sizes, 18 × 18 and 6 × 6 
mm, were prepared from the given materials for 
measurements on waveguides with cross sections 
of 72 × 34 and 23 × 10 mm, respectively. 

Optical measurements were carried out in 
two frequency ranges: mid-wave infrared 19–
110 THz (650–3650 cm–1) and visible 330–740 
THz (405–909 nm). Samples of the same size, 
18 × 18 mm, were made for this purpose.

The C60 samples were examined in two phase 
states. One of them was a fullerene-contain-
ing aqueous solution (fullerene water system 
(FWS)), which was 99.9% pure [16]. Another 
C60 was a solid-phase powder obtained by sput-
tering graphite [17, 18], 99.5% pure.

The primary FWS suspension was synthe-
sized from crystalline C60 (20 mg subsample), 
dissolved in N-methylpyrrolidone (25 ml) using 
a magnetic stirrer. The resulting purple-brown 
solution was mixed with distilled water (12.5 to 
100 ml). The resulting clear dark red solution 
was stirred for 1 h and subjected to exhaus-
tive dialysis against deionized water. The dialy-
sate was passed through a filter (0.45 μm-sized 
pores), producing clear brownish-yellow solu-
tion as a result. It was stored at a temperature 
of 10 °C, protected from light [16].

The organic precursor was prepared accord-
ing to a procedure similar to that described in 
[19]; 3-methyl-1-phenyl-4-formyl-pyrazole-5-
one (2 mmol) was dissolved in 96% ethanol (25 
ml) by stirring and heating. The corresponding 
4-chlorobenzoic acid hydrazide (2 mmol) was 
added to the resulting solution, which was then 
stirred and heated for 1–2 h until a precipitate 
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formed. The precipitate was left in mother li-
quor for a long time (overnight); then it was fil-
tered off, washed with ethanol and dried in air. 
Target product (weighing 680 mg) was obtained 
with a yield of 96% by this procedure.

Solutions were prepared for each of the start-
ing materials (IMPH and C60) as active layers 
were formed. Chloroform was used as solvent 
for the IMPH compound, and dichlorometh-
ane for powder C60 (in concentrations of 0.5 
mg/ml). There was no need to use additional 
solvent to prepare the FWS samples. The fi-
nal stage of sample preparation started after the 
obtained suspensions were held at room tem-
perature for at least 48 h. This stage consisted 
in simultaneously depositing aged suspensions 
(1 ml each) on substrates intended for mea-
surements in the given frequency ranges. 

The following notations were introduced for 
the film samples: 

IMPH (N-isoamylisatin 4-methylphenyl-
hydrazone) refers to the samples precipitated 
on glass from N-isoamylisatin 4-methylphenyl-
hydrazone solutions in chloroform; 

FFWS (fullerene from fullerene water sys-
tem) to the samples precipitated from aqueous 
solutions of C60;

FDCM (fullerene from dichloromethane) to 
the samples precipitated from dichloromethane 
suspensions. 

Interaction of microwave radiation 
with fullerene and IMPH films 

We previously used the measuring system 
including the P4226 vector analyzer (Fig. 1) 
to study the interaction of electromagnetic 
radiation with thin conducting and semicon-
ducting films [20]. Since the main difficulty 
in measuring the characteristics of semicon-
ductor fullerene (C60) and organic (IMPH) 
films was their high ohmic resistance due to 
small thickness, the measuring system had 
to be highly sensitive, requiring fine tuning. 
Measurements were carried out in a closed 
waveguide in the 2.5–4.0 and 8.2–12.0 GHz 
ranges to minimize external interference. 
Through-Reflect-Line calibration was per-
formed to compensate for coaxial waveguide 
transitions and other interfering factors, us-
ing a reflection measure and a quarter-wave 
line, which yielded fairly accurate results. 
The effective area of interaction of radiation 
with the samples was 10% of the cross-sec-
tional area of the waveguide, which helped 
avoid capacitive and inductive effects from 
the test sample on the measuring system. The 
samples were placed in the geometric center 
of the waveguide cross-section (see Fig. 1) 
and fixed using a dielectric substrate made 
from a material that was transparent to mi-
crowave radiation. Thus, the sample was at 
maximum electric field during measurements; 
since the fundamental mode H 10was used, it 
can be argued that the area of the sample 
accounted for the largest part of the energy.

The actual interaction of microwave radi-
ation with the samples was determined by the 
matrix of S parameters taking into account the 
main components S21 and S11, corresponding 
to the radiation directly incident from the first 
port P1. The initial measurements indicated 
that the properties of the waveguide with the 
given structure are close to the properties of 
a reciprocal two-port network, i.e., the gain is 
the same in both directions. In view of this, we 
used the main components S21 and S11 corre-
sponding to direct incidence from the first port 
of the VNA.

Recall that the components of S parameters 
are the voltage ratios of the reflected (Vref), inci-
dent (Vinc) and transmitted (Vtrans) radiation, i.e.,

11 21 and ;ref trans

inc inc

V VS S
V V

= =

while the powers of the transmitted (Ptrans) and 
reflected (Pref) waves are expressed as

Fig. 1. Block diagram of measurements in waveguide:
VNA is the vector circuit analyzer P4226; P1, P2 are the 
input and output contacts (ports); WCA are the coaxial 

waveguide transitions: CP is the calibration plane; 
Smp is the sample in the waveguide 

(microwave radiation vectors are shown)
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where Zv is the wave impedance. 
We first determined the coefficients of trans-

mitted (T) and reflected (R) power, and then cal-
culated the absorption coefficient A (Fig. 2):
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Irregular frequency characteristics of the 
transmission and reflection coefficients con-
firm our above assumption that the interac-
tion of radiation with thin carbon and or-
ganic films has a complex nature. However, 
the obtained dependences can provide a sim-
plistic explanation for the specific effect of 
internal structure of the films on the elec-
tromagnetic wave. For this reason, we se-
lected the characteristic frequencies ν1 = 3.4 
GHz and ν2 = 9.1 GHz, at which dips are 
observed in the frequency dependences of 
transmittance, for detailed analysis of each 
of the given spectral ranges (see Fig. 2). In 
other words, the two materials (IMPH and 

FDCM) exhibited attenuation of electromag-
netic waves at these frequencies. Moreover, 
the respective curves are similar for both 
the reflected power and the transmittance 
at frequencies ν1 and ν2. However, maximum 
transmittance is observed for these structures 
at frequencies of approximately 3.6 GHz. 
It is also worth noting that the spectrum is 
quite uniform and only at these frequencies 
are anomalies observed, which is obviously 
due to the specific structure of the material 
under study. In addition, the reflection and 
transmission coefficients do not behave an-
ti-symmetrically (curves 2 and 3 in Fig. 2, 
a), suggesting that microwave radiation is ab-
sorbed.In contrast to the behavior of IMPH 
and FDCM samples exposed to microwave 
radiation, FFWS samples did not possess 
any pronounced characteristics. However, 
the samples exhibited an inverse trend to the 
behavior of other materials at frequencies of 
2.5–4.0 GHz: namely, the transmission coef-
ficient decreased with increasing frequency of 
the incident wave, and the reflection coeffi-
cient increased with decreasing transmission 
coefficient. This suggests that absorption of 
electromagnetic microwave waves is mini-
mal, and the FFWS material itself has low 
electrical conductivity, which is, however, 
higher than that of the other two materials.

Analysis of the general frequency character-
istics of the given films led us to conclude that 
the relationship of the absorbed wave energy 
with the film volume should be taken into ac-
count. The transmission minima at 3.32 and 
8.97 GHz were examined more closely. The 
specific absorbed power Q was calculated as 
the ratio of the power Pabs absorbed by the 
sample to its volume V, i.e.,

Fig. 2. Frequency spectra of FFWS (1), IMPH (2) and FDCM (3) samples exposed to microwave 
radiation in 2.5–4.0 (a) and 8.2–12.0 (b) GHz ranges;

T, R are the coefficients of transmitted and reflected power, respectively

a)	 b)
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Q = Pabs/V, (1)

and Pabs was calculated as the product of the 
output power Pinc of the VNA generator, equal 
to –10.00 dBm, multiplied by absorption coef-
ficient A:

( )2 2
11 21 .1abs incP P S S= − −

The volume V was found by averaging the 
film thicknesses, which we measured using 
a LOMO MII-4M interference microscope 
in the most characteristic segments of the 
samples.

Comparing the specific absorbed power 
for three samples (Fig. 3, a), we found that 
FDCM films have the highest absorptivity. 
The lowest absorptivity at 3.32 GHz was ob-
served for IMPH samples, while FFWS films 
had the lowest absorptivity at 8.97 GHz. 
Notably, microwave radiation had a constant 
power at the output of the P4226 generator, 
so it was impossible to accurately compare the 
absorptivity of the films at different frequen-
cies. For example, the specific absorbed power 
was higher at 8.97 GHz than at 3.32 GHz. 
This effect is not related to the properties of 
the given materials; it is explained by higher 
radiation density generated in a waveguide 
with a smaller cross section. To account for 
linear calculations, the results were normal-
ized to compare different radiation densities. 
The normalized specific power (Fig. 3, b) ob-
tained follows the expression 

23 10

72 34
,' SQ Q

S
×

×
= ⋅ (2)

where S23×10, S23×10 are the cross-sectional areas 
of the corresponding waveguide lines. 

Thus, the dimensions of the waveguides are 
taken into account here.

Midwave-IR absorption spectra

The interaction of midwave optical radia-
tion with heterostructure elements was studied 
with an Agilent Cary 630 FTIR spectrometer 
in the range of spatial frequencies from 650 to 
4000 cm–1, corresponding to direct spectrum 
of 19.48–119.92 THz, with a resolution of 
110 GHz (4 cm–1). The interaction of infrared 
electromagnetic waves with IMPH, FDCM 
and FFWS films was particularly pronounced 
in the frequency ranges of 20–50 and 78–108 
THz (667–1667 cm–1 and 2601–3602 cm–1).

While the smoothest spectrum for the in-
teraction of microwave radiation with film 
structures was observed for FFWS samples, the 
FDCM structures had the smallest number of 
peaks in the IR range. In particular, a range 
of relatively narrow absorption bands was ob-
served for the lower frequency range of 20–
50 THz (667–1667 cm–1). For example, the 
peaks observed for FDCM samples at 41.07 
and 43.68 THz (1369 and 1457 cm–1) corre-
sponded to the C sp3–H bond, and the peaks 
at 35.46 and 42.81 THz (1182 and 1427 cm–1) 
to C60, with the last band coinciding with the 
band from the alkyl group at 43.68 THz (1456 
cm–1) (Fig. 4, a). Two characteristic narrow IR 
absorption bands are clearly seen for FFWS 
films at 35.43 and 42.81 THz (1181 and 1427 
cm–1) (due to C–C bonds) of C60molecules, al-
though they partially overlap with other bands. 
Absorption bands in the range of 49.46–49.76 
THz (1649–1659 cm–1) (due to the C=O bond) 
for the amide carbonyl group and 29.98–32.97 
THz (1000–1099 cm–1) are characteristic for 
vibrations of the C–O group. In this case, 
there are no bands characteristic for amino 
acids (see Fig. 4, a). The frequency spectrum 
of IR absorption by IMPH films is character-
ized by a significant number of peaks, which 
is due to numerous chemical bonds in the of 
N-isoamylisatin 4-methylphenylhydrazone 

Fig. 3. Graphical representation of specific absorbed microwave power 
for FFWS, IMPH, and FDCM film samples calculated by Eqs. (1) (a) and (2) (b) 

a)	 b)
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molecule (see Fig. 4, a). Peaks characteristic 
for vibrations of C=O and C=N atomic groups 
are found at frequencies of 46.7 and 50.12 THz 
(1557 and 1671 cm–1). Stretching vibrations of 
benzene rings play the main role in the fre-
quency range of 40.89–48.26 THz (1363–1609 
cm–1). A sequence of absorption maxima is 
found in the frequency range of 31.59–38.82 
THz (1053–1294 cm–1) due to bending and 
stretching vibrations of C–N, C–C and C–H 
groups. The main role in the frequency range 
of 22.30–33.81 THz (743–1127 cm–1) is played 
by bending vibrations of С–H groups in ben-
zene rings and in the alkyl substituent.

The spectrum is not so diverse at higher fre-
quencies (Fig. 4, b), characterized mainly by 
absorption peaks at frequencies of 75–90 THz 
(2501–3002 cm–1). In particular, a double peak 
observed in the range of 83–89 THz (2768–2968 
cm–1) for films precipitated from dichlorometh-
ane solution, which can be attributed to Csp3–H 

vibrational modes, appears as a wider single 
peak for FFWS films (Fig. 4, b). However, this 
peak also has a relatively long absorption band 
at 90–108 THz (3002–3602 cm–1) with a max-
imum at 100 THz (3335 cm–1). A series of ab-
sorption bands associated with vibrations of the 
N–H and С–H groups were observed for the 
IMPH sample in the frequency range of 85.7–
101.9 THz (2858–3398 cm–1), (see Fig. 4, b).

Microscopy of film surface

Geometry of the surface exposed to such 
high frequencies of electromagnetic radiation 
plays an important role, so each of the indi-
vidual elements and the film as a whole (i.e., 
the IMPH, FDCM, FFWS compounds) were 
monitored by reflection and transmission mi-
croscopy using a LOMO MII-4M microinter-
ferometer, with enhanced light via a semicon-
ductor laser and with an elongated optical path 
to a camera with a 1/2 FF 10 MP sensor.

Fig. 4. IR optical absorption spectra of FDCM (1), FFWS (2) and IMPH (3) 
film samples in 667–1667 cm–1 (a) and 2601–3602 cm–1 (b) frequency ranges

a)	 a)

b)	 b)

a)	 b)

c)	 c)

Fig. 5. Micrographs of nanostructured FDCM (a), FFWS (b) and IMPH (c) films

a)	 b)	 c)
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We should note that the surfaces of nano-
structured films are irregular, characterized by 
pronounced separate structures or even regions 
(Fig. 5). The most characteristic fragments of 
FDCM, FFWS and IMPH film surfaces are 
shown.

Distinct microstructures shaped as 
three-dimensional stars were observed for 
films precipitated from solution of fullerene 
in dichloromethane (FDCM), The sizes of in-
dividual structures reached 16–20 μm, while 
film thickness averaged 400–500 nm (see 
Fig. 5, a). FFWS film samples had a fairly 
uniform surface with localized hexagonal 
structures. The sizes of individual structures 
reached 50–80 μm, while film thickness av�-
eraged 1.8 μm (see Fig. 5, b). The surface 
of hydrazone films (IMPH) is also relatively 
uniform, which is explained by consider-
able length of the 4-methylphenylhydrazone 
N-isoamylisatin molecule and, in particular, 
the amyl radical. The film thickness was 1.8–
2.0 μm (see Fig. 5, c).

Optical transmission  
and reflection spectra in the visible range

A prism monochromator with an IR filter 
and a halogen lamp was used for collecting 
the transmission and reflection spectra of the 
given films. The spectrometer was calibrated 
for hydrogen radiation before each series of 
experiments. A clean substrate was used as a 
normalizing basis.

FDCM films had the highest absorption: 
their linear transmission spectrum was at the 
level of photomultiplier noise and was practi-
cally zero. The reflected component was ab-
sent for these films. While FFWS samples had 
similar spectral characteristics, they exhibited 
a slight dip in the short-wave part of the spec-
trum.

The optical spectra of light transmission 
through IMPH films were characterized by 
sharp minima in the near IR region at 336.85 
and 340.68 THz (890 and 880 nm). Accordingly, 
sharp maxima were observed in the reflection 

Fig. 7. α(hν)2 depending on incident photon energy 
(energy plot is shown) for IMPH thin film sample

Fig. 6. Optical transmission (1) and reflection (2) 
spectra of IMPH thin film in 406–909 nm range
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spectra, along with a general decrease in the 
high-frequency region of 599.6–713.8 THz 
(500–420 nm) due to absorption in the film 
(Fig. 6).

We calculated the logarithm of the ratio of 
transmission coefficient T and reflection coef-
ficient R for the given sample thickness, with 
subsequent linearization (Fig. 7) with a con-
stant for indirect allowed transitions (m = 2) 
[21]. The formula

( ) ,
m

gh h EAα ν ν −= (3)

was used for the calculations, where α is the 
absorption coefficient, A is a constant, hν is the 
optical photon energy, Eg is the band gap of the 
film material.

As a result of the calculations, we obtained 
the band gap value for the IMPH compound: 
Eg = 3.05 eV.

Conclusion

Almost all film samples of IMPH, FDCM, 
and FFWS reacted noticeably to electromag-
netic radiation in a wide frequency range, i.e., 
absorption or reflection of incident energy. The 
infrared region turned out to be the most in-
homogeneous the in the range of 20–50 THz 
(667–1667 cm–1), where a series of narrow-band 
peaks was observed, with the narrowest bands 
reaching several hundred gigahertz.

The given structures were less sensitive to mi-
crowave radiation. Notably, however, a dip in the 

transmittance curve was observed at frequencies 
of 3.4 and 9.1 GHz for the samples precipitated 
from fullerene suspensions in dichloromethane 
(FFWS) and from N-isoamylisatin 4-methyl-
phenylhydrazone in chloroform (IMPH).

Sharp minima were observed in the visible 
absorption spectra at 336.85 and 340.68 THz 
(890 and 880 nm), accompanied by general de-
crease in energy in the range of 599.6–713.8 
THz (500–420 nm) for IMPH films. Analyzing 
the obtained experimental data, we have con-
cluded that FDCM films had the highest ab-
sorption in all three ranges of electromagnetic 
radiation considered.

Thus, interaction of electromagnetic radia-
tion with carbon and organocarbon materials 
can take diverse forms, requiring comprehensive 
experimental and theoretical studies. We are 
confident even at this stage that the behavior 
of microwave, optical absorption and reflection 
spectra can be controlled by synthesizing com-
plex molecular complexes serving as a basis for 
heterostructural transitions for experiments in 
the given frequency ranges.
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In the paper, the authors present a method for determining the distribution class to which a 
selected random vector with medical parameters as components belongs. The method is based 
on the statistical significance test. The optimal selection problem for the significance level 
where the probability of the vector identification error is minimal has been solved. In order 
to tackle the problem, the authors used the prior information on belonging the vector compo-
nents to the definite distribution class in which the statistical relationship between the medical 
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ОПРЕДЕЛЕНИЕ КЛАССА РАСПРЕДЕЛЕНИЯ 
ВЕКТОРА МЕДИЦИНСКИХ ПОКАЗАТЕЛЕЙ

В.И. Антонов1, О.А. Богомолов2, В.В. Гарбарук3, В.Н. Фоменко3 
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В статье представлен разработанный авторами метод определения класса распределения, 
к которому принадлежит выбранный случайный вектор с медицинскими показателями в 
качестве компонент. Метод основан на статистическом критерии значимости. Решается 
задача об оптимальном выборе уровня значимости, при котором вероятность ошибки 
идентификации вектора минимальна. Для этого используется априорная информация 
о принадлежности компонент вектора к определенному классу распределения, в 
котором учитывается статистическая зависимость между медицинскими показателями. 
Разработанная математическая модель состояния пациента должна служить поддержкой 
принятию решения о выборе дальнейшей тактики лечения. 
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Introduction

The goal of this study consisted in con-
structing a probabilistic model for forecasting 
medical outcomes of diseases for patients who 
underwent radical prostatectomy. The model 
should allow to estimate whether recurrence of 
the tumor is likely. A database composed of 
several medical indicators was accumulated for 
this purpose for groups of patientswho did not 
suffer recurrence of the tumors, and for those 
who did. These indicators vary from patient 
to patient within each group, filling a certain 
domain in the space of indicators with some 
density different for the two groups. The system 
of indicators is combined into a vector, which 
is regarded as the implementation of a random 
vector with a distribution law derived from the 
observed data. This random vector generalizes 
the experimental data and characterizes the 
group as a whole. The next step is determining 
(with a sufficient degree of reliability) whether 
a vector with the indicators of a particular pa-
tient is the implementation of one of the two 
given random vectors, or, in other words, to 
which of the two groups the patient most likely 
belongs to. 

We solved this problem using the statistical 
significance test [1]. One of the two distribu-
tions is regarded as the null hypothesis, and the 
other as the alternative hypothesis. If a random 
vector falls into the so-called acceptance region, 
the null hypothesis is accepted. Otherwise, the 
alternative hypothesis is assumed to hold true. 
Errors in attributing a vector (classifying it as 
belonging to a certain probability distribution) 
by this algorithm can be made in two cases: 
either the true null hypothesis is erroneously 
rejected (type I error), or, conversely, the false 
null hypothesis is erroneously accepted (type 
II error). Any value (between 0 and 1) can be 
obtained for the probability of type I errors 
by choosing an acceptance region. However, 
changing the probability of type I error also 
leads to a change in the probability of type II 
error. Extending the acceptance region obvi-
ously reduces the probability of type I errors 
and increases the probability of type II errors. 

Thus, it seems a natural step to choose an 
acceptance region so as to minimize the prob-
ability of type II errors for a given level of 
significance, that is, the probability of type I 
error [2, 3]. 

The problem of choosing an optimal ac-
ceptance region in the above sense was solved 
by introducing the Neyman–Pearson criterion 
[3]. However, this criterion is used as part of a 
more general interpretation of the significance 
test by introducing a certain degree of random-
ization. As a result, the answer to the question 
whether the null hypothesis is accepted or re-
jected is probabilistic. 

Practically speaking, the total error of vec-
tor attribution by the distribution law is most 
important. This characteristic consists of two 
sources: type I and type II errors. If the a priori 
probabilities of the hypotheses about the distri-
bution law are known, then the probability of 
the total error can be minimized by choosing 
an optimal significance level. The above opti-
mization problem is solved in this paper.

The second section of the paper describes 
a probabilistic model within which we con-
structed an optimized criterion for attributing 
a random vector by the distribution law. In 
the third section, we consider a practical ap-
plication of this criterion to medical research. 
Finally, the last section discusses the results 
obtained and potential options for developing 
the given method. 

Probabilistic model

We consider three-dimensional random 
vectors with a distribution A or B: W(A) and 
W(B) in this model. The first two components 
of the vector are continuous random variables, 
and the last component takes only the values 0 
or 1. The quantities mi

(A), σi
(A), (I = 1, 2, 3) are, 

respectively, the mathematical expectations 
and standard deviations of the components of 
the vector W(A). Notations are similar for W(B). 

Let mi
(A)[n] be the conditional expec-

tation W(A), (i= 1, 2), when W(A)
3 = n. We 

introduce the same notations for condi-
tional standard deviations and covariance of 
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continuous components. The distribution of 
the discrete component is given by the quan-
tity pn = P{W3 = n}. 

Conditional and unconditional characteris-
tics of continuous components are related by 
the formulas

[ ]
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[ ] [ ]
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The problem solved in this paper is to deter-

mine most reliably to which of the distributions 
(A or B) the given vector W belongs. The sig-
nificance test is used for this purpose. 

Let us call the set
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the acceptance region. 
Each of the two values of W3 has its 

own range of acceptable values W1 and W2. 

Starting from Eq. (1), we use the symbols ⋃ 
and ⋂ for the operations of union and inter-
section on sets, the symbol Λ for conjunction 
of conditions. 

The situation when the vector has the distri-
bution A is taken as the null hypothesis H0. If 
the vector has the distribution B, the alternative 
hypothesis H1 is accepted. According to the sig-
nificance test, if

( ) 

1 2, ,W W D∈
then hypothesis H0 is accepted in this and only 
in this case. 

Type I error (erroneously rejecting the null 
hypothesis) occurs with a probability

( ) ( )1 1 2 0, .P P W W D H= ∉

The probability of type II error (erroneously 
accepting the null hypothesis) is 

( ) ( )2 1 2 1, .P P W W D H= ∈

From a practical standpoint, it is preferable 
to choose the acceptance region so as to obtain 
the minimum value of P2 for the given prob-
ability P1, close to zero. Mathematically, the 
problem is formulated as follows:
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where arg min(f) denotes a function yielding 
the argument values of f(x) at the minimum 
point.

We write the expressions for the probabili-
ties of type I and type II errors:
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where F(C)(x,y)[n] (C = A or C = B) is the 

conditional function for the distribution of the 
vector (W1 and W2).

Knowing the probability that the vector is 
attributed erroneously is important for deciding 
which class, A or B, this random vector belongs 
to. This probability can be determined if the a 
priori probability PA of a vector belonging to 
class A is known. 

Let Perr be the probability of erroneous attri-
bution. Then,

1 2(1 ) .err A AP P P P P= + − (4)

Let P(0)
2(P1) be the probability of type II 

error, calculated by the optimized algorithm 
at a significance level P1. It is natural to 
set P1 so that (4) takes the minimum value 
P(0)

err, i.e.,

1
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(5)

Tab l e  1

Data set and incidence analysis by patient group

Group
of patients

Number
of patients

Coefficient
of correlation for

W1 and W 2

False attributions 
(number and 
total error)

W3 = 0 W3 = 1 W3 = 0 W3 = 1 W3 = 1 W3 = 1 Relative 
error

A (no recurrence) 37 3 0.0058 0,0430 12 0 0.30

B (with recurrence) 33 5 –0.2000 –0.3600 6 1 0.18

Nota t i on s :  W1 is the initial PSA level, ng/ml; W2 is the PSA doubling time, months; W3 is the surgical 
margin of the tumor; we assumed that W3 = 0 if there were no abnormal cells, and W3 = 1  otherwise. 

No t e .  The correlation coefficients W1 and W2  were found by the formula RXY XY

X Y

�
cov

.
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Example application of the attribution 
algorithm to medical data

The above-described algorithm for attribut-
ing random vectors was applied to data for uro-
logic oncology patients who underwent tumor 
removal surgery. Prostate cancer is considered 
the most commonly diagnosed cancer in men 
and the second (according to statistical data) 
cause of death from cancer [12]. The level of 
prostate-specific antigen p (PSA) in blood se-
rum [5, 6], measured in ng/ml, closely cor-
relates with the volume of the tumor. The tu-
mor’s growth rate is characterized by the PSA 
doubling time [7, 8]. 

Initially, there were two groups of patients 
with different outcomes of radical prostatec-
tomy. Each patient was characterized by indi-
vidual values of preoperative and postoperative 
factors [9–12]. The array of patients was divided 
into two groups: tumor recurrence was detected 
in 33 patients, and no recurrence was observed 
in 37. Predicting options for further treatment 
after surgery is an important task, since it af-
fects the final result of radical prostatectomy 

[9, 13–15]. 
We selected a total of three factors:
W1 is the initial PSA, ng/ml; 
W2 is the PSA doubling time, months; 
W3 is the surgical margin of the tumor, i.e., 

whether any cancer cells are found in the re-
section line. We assumed that W3 = 0 if these 
cells were not found, and W3 = 1 otherwise.

Group A included patients who did not have 
recurrences for a certain period of time, and 
group B included patients with recurrences. 
Table 1 shows the number of patients in groups.

The quantities W1 and W2 in group B have 
a noticeable correlation. Table 1 gives the es-
timates for the correlation coefficients with W3 
= 0 and 1. 

Table 2 gives the main characteristics of the 
distributions A and B.

Let us explain how we constructed the 
two-dimensional conditional (i.e., with a fixed 
value of W3) distribution function of the ran-
dom vector W1, W2 required to calculate the 
probabilities of type I and type II errors  

Let

, ; ( 1, ),k kx y k N= (6)

be conditional samples of continuous compo-
nents W1 and W2, respectively, arranged in as-
cending order. Next, let the points

 ( ) ( )( , ); ( 1, )i j k jx y j N= (7)

represent the experimental data. Let us 

Fig. 1. Probability of type II error as function 
of  probability of type I error

Table 2 

Conditional distributions of continuous components of random vector W1, W2 

W3 pn 
(А) pn 

(В) mi 
(А) mi 

(В) σi 
(А) σi 

(А)

0 0.925 0.868 12.2; 2200 17.4; 998 10.6; 2410 11.0; 2000
1 0.075 0.132 8.33; 1000 30.9; 265 1.48; 558 20.7; 152

Total
value –  – 11.9; 2110 19.2; 901 10.3; 2350 13.5; 1870

Notations: pn are the distributions of the discrete component; mi is the mathematical expectation; σi is 
the standard deviation; the superscripts correspond to the data belonging to patient groups A and B. 
Two values correspond to the components W1 and W2. 
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introduce the notations
0 1 2

1

1

0 1 2

1

1

2 ;

0.5( ); ( 1, 1);
2 ;
2 ;

0.5( ), ( 1, 1);
2 .

i i i

N N N

i i i

N N N

x x

x x i N
x x
y y

y y i N
y y

+

−

+

−

ξ = −

ξ = + = −
ξ = −
η = −

η = + = −
η = −

(8)

To construct the distribution function, let us 
divide the rectangle

[ ]0 0, ; ,N Nξ ξ η η (9)

into N2 rectangles of the form

[ ] ( )1 1, ; , ; 1, ; 1, .i i k k i N k N− −ξ ξ η η = = (10)

Next, let us select from all the rectangles 
those containing the experimental points (7) 
and combine them into a set Se:

( ) 1 ( ) ( ) 1 ( )

( ) 1 ( ) ( ) 1 ( )
1

, ; , ; ( 1, );

, ; , .

i j i j k j k j

N

e i j i j k j k j
j

j N

S

− −

− −
=

 ξ ξ η η = 

 = ξ ξ η η 

We assume that the random vector W1, W2 is 
evenly distributed inside each of the N rectan-
gles, and the probability of the random vector 
falling into each of the rectangles is the same 
and equal to 1/N. This probability is equal to 
zero for all other rectangles. The distribution 
density then has the form 

Fig. 2. Optimal significance level as function 
of a priori probability

Fig. 3. Minimized attribution error
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[ ]1 1

1 ,

if ( , )
( , ) , ; , ;

0,
if ( , ) S ,

i k

i i k k e

e

N
x y

x y S

x y

− −


 ⋅ ∆ξ ⋅∆η


∈
ρ = ∈ ξ ξ η η ⊂


 ∉



(12)

where 1 1; .i i i k k k− −∆ξ = ξ − ξ ∆η = η − η

In accordance with Eq. (12), the condi-
tional distribution function is an inhomoge-
neous piecewise bilinear function:

[ ]

, , 1 , 1

, 1 1

1 1

( , ) ( ) ( )
( )( ),

if ( , ) , ; , ,

i k i k i i k k

i k i k

i i k k

F x y a b x c y
d x y

x y

− −

− −

− −

= + − ξ + − η +

+ − ξ − η

∈ ξ ξ η η

(13)

where the parameters are obtained from continu-
ity condition F(x,y) and the boundary conditions

0 0( , ) ( , ) 0F y F xξ = η =
using recurrence relations

b b d
c c d

a a

i k i k i k k

i k i k i k i

i k i

, , ,

, , ,

, ,

,

,

� �

� �

�

� � �

� � �

�

1 1 1

1 1 1

1

�

�

�

�

kk i k i

i k k i k i k

i k

b
c d

d

� � � �

� � � � � � �

� �

� �

�

1 1 1 1

1 1 1 1 1 1 1
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,

�
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1 1
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N
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, ; , ;

,
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if 

if SSe ,

�

�

�
��
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�
�
�

(14)

with 1, ,1 1, ,1 0.k i k ia a b c= = = =

Fig. 1 shows the dependence of probability of 
type II error with the optimal acceptance region 
(1) chosen by Eq. (2). Fig. 2 shows the depen-
dence for the optimal significance level for the 
given a priori data on whether a patient belongs to 
group A, and Fig. 3 shows the probability for the 
total error of patient attribution (see Eq. (5). 

We applied the attribution algorithm to groups 
A and B. Table 1 (right columns) gives the number 
of errors in determining the group to which the 
patient belongs. We assumed that a priori proba-
bility is PA = 0.5, since the number of patients in 
both groups is approximately the same. We should 
also note that the attribution error is close to the 
maximum value of 0.25 in this case, which can be 
seen from Fig. 3. The data in Table 1 (false attri-
butions) indicate that the actual total attribution 
error is close to this estimate.

Conclusion

Example application of the proposed sig-
nificance test confirms that it can be used in 
practice, in particular in medicine for predict-
ing complications. Evidently, the probability 
of error in determining the class to which the 
given object belongs decreases with increasing 
number of patients with a known diagnosis.

We should note that the algorithm con-
structed in this paper is optimal only in the 
class of significance tests with a connected ac-
ceptance region (see Eq. (1)). However, if the 
distribution has a more complex shape, for ex-
ample, with a multimodal distribution density, 
choosing a disconnected acceptance region 
could produce a more powerful test.

Including a greater number of continuous 
variables in the test would increase the reli-
ability of the algorithm. However, expand-
ing the number of variables would also make 
finding the optimal acceptance region more 
difficult.
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