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Annoranug. IlpoBemeH aHanMM3 METONMYECKONM IIOTPEIIHOCTA UMMPOBOM 00pabOTKU
OMrapMOHMYECKOr0 CHUTHajlla ABYX MYJbTUIUIEKCUPOBAHHBIX  BOJOKOHHO-OMNTUYECKUX
UHTEepGhEPOMETPOB MPU CIEKTPAJIbHOM OIIPOCE, KOrga perucrpupyemasi CreKTpajbHas
nepenatoyHas GyHKIMS o0OpabaThiBaeTcsl MOCPEACTBOM JIUCKPETHOrO Mpeodpa3oBaHUS
®ypoe. [lpemtoxeH CUHTE3 CHENMATBHONW BECOBOW OKOHHOW (DYHKIIMM, ITO3BOJISIONICH
CHU3UTHh METOIUYECKMNE TTOTPEITHOCTU OTMPEAeIeHUSI YacTOT MOJUTAPMOHUYECKOTO CHUTHAsIa
0e3 CYIIeCTBEHHOTO VYBEIWYCHUSI CHAyYailHOW TMOTpeIIHOCTA. DhGEKTUBHOCTh TaKOTO
MoaXoJa NoKa3aHa YMCIAEHHBIM MOIEJMPOBAHMEM M SKCIIEPUMEHTAJIbHO, IyTeM CpaBHEHUS
C pesyJbTaTaMM MpUMEHeHUs cTaHgapTHoro okHa [onbpa — YeoObimBa. IlpenioxeHHbI
MOJXO/J MOXET MCITOJIb30BaThCs B JIIOOBIX 3amauyax, CBSI3aHHBIX C OLEHKOW 4vacToT M a3
MOJIUTAPMOHUYECKUX CUTHAJIOB.
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Introduction

Fiber-optic sensors are the focus of much attention in R&D, due to their high accuracy,
immunity to electromagnetic interference, compact size, and capabilities for multiplexing and
remote interrogation [1]. Such sensors can measure various physical impacts, such as tempera-
ture, stretching, pressure, etc., and have a wide range of applications, from monitoring buildings
and structures to medical diagnostics.

One type of such sensors are interferometric fiber optic sensors [2]. Spectral interferometry is
an effective widespread mechanism for interrogating these sensors. It involves recording and sub-
sequently processing the dependence of the relative intensity level of the light S passed through
a sensitive interferometer on the frequency f of this light; this dependence S(f) is the spectral
transfer function (SPF) of this interferometer [3].

Users generally tend to multiplex two or more interferometers connected to a single interroga-
tion setup [4, 5]. Importantly, the STF of multiplexed interferometers contains sums of harmonic
components with certain frequencies and phases characterizing each of the sensing elements; this
can be confirmed experimentally.

© Mapksapt A. A., Jluokymouu JI. Bb., Ymakos H. A., 2023. Wznatens: Cankr-IleTepOyprckuii moJUTEXHUUYECKUI
yHuBepcuteT Ilerpa Benukoro.
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The most common approach to processing STF applies the discrete Fourier transform (DFT)
with analysis of the resulting harmonic components. However, the spectral leakage effect produces
systematic errors in determining the frequencies and phases of harmonic components in STF
and, consequently, errors in demodulation of signals from multiplexed sensors and their parasitic
interference. Standard weight functions, e.g., Hamming, Kaiser, Blackman, Dolph—Chebyshev
windows, are commonly used to reduce the level of these errors. [6, 7]. Their drawback is a
decrease in spectral resolution and an increase in the influence of noise on measurements due to
increased equivalent noise bandwidth (ENBW) of the window. Therefore, it is worth considering
synthesis of specialized windows reducing demodulation errors without a significant deterioration
in ENBW level. This approach was considered in [8—10] and used in radar systems. However,
the algorithm proposed by the authors for synthesizing the window and finding the harmonic
component frequencies of the signal is multi-iterative, which means that the windows have to be
recalculated with any change in these frequencies. The frequencies of the harmonic components
in STF only vary slightly in measurements using fiber optic interferometers. This allows avoiding
iterative recalculation of windows, using a single weight window specifically synthesized for a
particular scheme.

This paper proposes a method for reducing demodulation errors in signals from two multi-
plexed fiber-optic interferometric sensors by synthesizing a specialized weight window.

The proposed method has none of these drawbacks which are inherent in the existing methods
for synthesizing windows.

Circuit description and general principles for synthesizing the special window

For certainty, we consider a circuit with two multiplexed sensing elements, which are the
so-called extrinsic fiber Fabry—Perot interferometers (EFFPI), Fig. 1) [3, 8]. Each EFFPI is
formed by the endface of a single-mode waveguide feed and a mirror with an air gap between
them, with thicknesses L, and L, for the first and second EFFPI, respectively. The variations L,
and L, from the measured quantity (deformation, temperature, etc.) are to be determined in the
measurements. The radiation of the frequency (or wavelength) tunable laser passes through the
circulator and is directed through the coupler to both EFFPIs, is s reflected from them, entering
the photodetector through the coupler and the circulator.

EFFPI 2

Fig. 1. Measuring circuit with multiplexed EFFPI:
Optical interrogator; swept laser; circulator; coupler with ports /, 2 and 3; fiber;
interferometer gap with the width L; photodetector; R,, R, are the reflectivities of the mirrors

We consider the case of low-finesse EFFPIs (valid for small R and R,), when multiply reflected
waves can be omitted. If the difference in the lengths of the feeding fiber segments between the
EFFPI and the coupler is greater than the coherence length of the radiation source, the STF is
determined by the interference of beam pairs from each EFFPI [4, 11]:

4nL1f+Y1(L1):|+S2COSI:4nL2 f_'_yz(Lz)}’ (1)

C C

S(f,L,L)=S+5, cos{

where

§ = alzz [Rl + Rznl ] + OL123 [Rl + Rznz]a
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The following notations are adopted in Eq. (1): f, c are the frequency and speed of light; S is the
mean STF level; S, , are the amplitudes of interference components determined by mirrors R, ,,
coupling coefﬁ01ents a,,,; of the coupler and light losses in the EFFPI due to divergence of light
in the gap (losses are taken into account by the coefficients n,,); ¥, are the phase shifts of waves;

« 1s the Rayleigh length of the Gaussian beam; w), is the waist radius of the Gaussian beam.

The waves acquire a phase shift upon reﬂectlon from the external mirror, as well as due to
divergence of light in the interferometer gap. The explicit form of expressions for n,, and Y, 18
obtained via a Gaussian beam model for light in the interferometer gap [11] (z, is Raylelgh length
of the Gaussian beam); the waist radius of the Gaussian beam corresponds to the radius of the
fiber mode spot. Notably, STF calculations in small frequency-tuning ranges used in practical
interrogation devices generally neglect minor variations in the values of Mo Y10 Zg and w, due to
variation in frequency f.

In practice, the interrogation system records a set of readouts S, =5(f, L,, L,), where i is the
readout number. A uniform frequency step A is taken for further processing. If f is the center of
the frequency scanning range and N is the number of readouts, then

fi=f T [i—(N=1D2TA, 2)

where i varies from 0 to (N — 1) and the scanning range Af = A(N — 1).

Demodulation of the obtained dependence S(f) consists in finding the values of L, and L,,
which in turn amounts to estimating the frequencies and phases of the harmonic components of
the following sequence:

v(i)= (){S+S cos[(o )-i+9( ]+S cos[m )-i+9,(L )J}, (3)

where w(i) is the weighting window used; o, ,(L, ,) are the circular frequencies in radians; 9, ,(L, ,)
are the phases of harmonic components.
In view of expressions (1) and (2), we obtain:

(‘)1,2(L1,z) = 47tA~L1’2/c, 4)
8., (L,)=4nfo-L,/c=2m-A-(N=1)-L,/c+v,,(L, ). (5)

The Fourier transform of the sequence of counts (3) takes the form [6]:
V(o,L,L)=SW(o)+
+0.5- 5, -exp[j\‘}1 (LI)J-W[co—co1 (Ll)]+0.5-S1 -exp[—j\‘}l (L, )]-W[m+ o, (Ll)]+ (6)
+0.5-S, -exp| j9,(L,) |- W[o-0,(L,)]+0.5-S, -exp[ =9, (L,) | W[ w+w,(L,)],
where W(w) is the Fourier transform of the window w(i).
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The frequencies o, , are typically found by determining the positions w, . of the peaks on the
Fourier transform modulus V, and the phases 9, , are found by calculating the argument V in these
peaks (taking into account the influence of the WlndOW) However, it can be seen from expression
(3) that the first, third, fourth and fifth terms generate errors for the values of o, and 6,. This is
because the second term with WA0) required for estimating the magnitude of the quantity [N w)|
and the argument V'in the region o, is supplemented by the terms with Wo,), W(20)), Mo, — o,)
and with (o, + o,), distorting the result. Similarly, the first, second, third and ﬁfth terms gener-
ate errors for the values of w, and 6, found in region ,. To determine the frequencies and phases
correctly, we should synthesize such a weight window w®"” whose Fourier transform W*" could
minimize the corresponding parasitic components in the required frequency frequency range, due to
dips in W®" in the regions o, 20, (0, + ©,), (0, — ®,), ®, 20,, (0, ~ o,). Furthermore, additional
dips in WA should also be prov1de in the negative frequency range, SO that the Fourier transform
WA is symmetrical relative to zero, because the frequency estimate by the maxima of the Fourier
transform | V] of the sequence multiplied by the window w¥" is unbiased only in this case. The addi-
tional frequencies for the negative range are —o, —2o0, —(o, + ©,), —0,, —20,.

Thus, the quantity W*" should be minimized in the range of the above 12 frequencies, i.e., in
the bands AQ , p = £1, £2, 16, accounting for the potential variation in the frequencies o,
with respect to the variation in L1 ,» as well as the shift in the positions o, . of the maxima |/ due
to spectral leakage and the influence of the noise from the measuring equipment. Denoting these
variations in frequency as Aw, and Aw,, we can write the following expressions for the zeros in W%

AQ, =Ao,AQ = Ao, AQ = Ao,

AQ,, =2Aw,, AQ = Ao, + Ao, AQ, = Ao, + Ao,

It is preferable to synthesize the required window w*"(i) based on one of the standard windows
w(i),, introducing an additional requirement for a minimum residual of the Fourier transforms
Wont (o) and W(w) of these windows outside these regions. In this case, the requirements for the
window w9"(i) can be written as two conditions:

Condition 1:
|W‘y”t (co)| — min for
wet[o, —AQ /2o, +AQ, /2|Ut[20,, -AQ,/2; 20, +AQ, /2]U
Ut[m,, —AQ, /2, o, +AQ, /2|UE[2m,, —AQ, /2; 2m,, +-AQ, / 2]U
ui[(olm -m,, —AQ /2,0, -0, +AQ, /2]u
Ut[o, +0,, —AQ /2 0, +0,, +AQ, /2];
Condition 2 :

(7

|WSynt (0)-W (0))| — min for other .

Condition 1 gives the dips of W at frequencies to, £20,, to, 20, (o, — o), £(o, + o).
Notice that it is this condition (7) that is respon51ble for suppressmg Wyt (0)) in the given fre-
quency ranges and is in fact aimed at reducing the systematic error in finding the frequencies and
phases of the harmonic components due to the parasitic effects described above.

The second condition can be interpreted as minimization of the broadening in the main
Fourier transform lobe of the window. It prevents an increase in the ENBW value of the window,
i.e., an increase in the random measurement error due to noise from the measuring equipment.

There are different approaches to tgenerating dips in the Fourier transform of a certain
sequence of readouts. Such approaches are the best developed for antenna arrays, often involving
synthesis of the discrete amplitude-phase distribution of currents over the elements of the antenna
array to produce dips in the antenna’s directivity pattern in the given directions [12—15]. We use
the approach to solving this problem outlined in [15], as it is relatively simple. According to this
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approach, the required Fourier transform of the window W*" is represented as the difference of
the initial W and compensating W*™ Fourier transforms:

W = W — e, (8)

The window is synthesized by the following logic. For example, let the compensating transform
Wemr be the window transform whose main lobe is frequency-shifted to the position o, and is
equal in amplitude to the magnitude of the initial transform W at this point. Then, a zero of the
transform WA appears after subtraction at the point o,. Broad dips can be produced by gener-
ating a set of zeros at multiple points o, filling the regions with dips. The compensating Fourier
image is composed as a sum [15]:

Jy omp (co):ZHk -G(o-0,), )

k=1

where G(w) are the basic functions; {w,} is a set of frequency points generating zeros in the
Fourier transform of the synthesized window; {H,} are the coefficients before basis functions,
calculated after the set {o,} ...

The Fourier transform of a rectangular window is used as the basis function. The synthesized
function W*" is obtained by finding the set {w,}. The coefficients {/ } are calculated from the con-
dition that the value of the subtracted function W™ be equal to the value of the initial function
W at each of the points of the set {o,}. This condition can be written in the following matrix form:

(7 (o) ]=[7=™ (o) ]-[H,] (10)

Then the coefficients {H,} can be found using the expression

(B, ) =] (0)] [ (o,)]. (11)

After these coefficients are calculated, the search window w¥”(i) is found by an inverse Fourier
transform with respect to W*" or, in view of the theorem on the frequency shift of a Fourier
transform, using the expression

K
W ()= H, - g(i)-exp[ jo,i] (12)
k=1
where g(i) is the inverse Fourier transform of the basis function G(o).

Method for finding the optimal set {w,}

The crucial step within the proposed approach is to select the set {w,} to best satisfy condition
(7). A simple version was used in [15, 16], with an equidistant distribution of a certain number of
points , in the regions assumed to have dips in the Fourier transform W*". However, this choice
may be far from optimal. Multiparameter optimization is actually required, where the parameters
optimized include not only the values of , but also the number of points K in the set. To solve
the problem, we consider some target function M. It is logical to introduce minimization of the
highest levels of | W*"] in the regions with dips into this function, as well as the regularization term
r, depending on the magnitude of ENBW:

M = max|WSym [0, —AQ, /250, +AQ, /2]| + max

o 20, —AQ, /2 20, +AQ, /2] +
+max |Wsy“t [@,, —AQ, /2 @, +AQ, / 2]| +max |Wsy“t [20,, —AQ, /2; 20, +AQ, / 2]| +
+max |WS’mt [y, —,,|—AQ, /2;

Oy — @, |+ AQ / 2]|+ (13)

+max |Wsy“t [, +©,, —AQ /2, 0, +0,, + AQ, /2]| +

+r{ENBW (w™™ )}
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As mentioned above, an increase in the depth of the dips is accompanied by the increase
in ENBW, therefore, we should aim to compromise between these values, that is, between the
systematic and random errors; the required balance can be regulated by selecting the function
HENBW(w»)}. It is preferable to select the actual points o, in regions that are slightly wider (by
k times) than AQ ) ie., with the width of & AQ .

In this paper, We used a genetic optlmlzatlon algorithm [17] to find the set {w,}, since it is well
suited for a problem where the target function defined by expression (13) is cons1derably nonlin-
ear with multiple discontinuities. The optimization procedure was carried out in the MATLAB
software package using the built-in ga function with a random set {w,} in the first generation
[18]. In view of the symmetry requirements for W%, the set {o,} was taken to be symmetric with
respect to zero. The enerations had a length of K/2 because the values of w, were optimized in the
region of positive frequencies due to symmetry. The minimization function was programmed so
that not only the position o  but also the value of K was optimized. On the one hand, the higher
K, the deeper the dips W*" formed; on the other hand, however, the condition number of the
matrix [Wem(w )] is reduced, producing computational errors and incorrect results. The initial
value of K and the population size were selected empirically. The remaining parameters of the ga
function were selected by default.

a) S, ru.l J
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Fig. 2. Numerical simulation of biharmonic signal from two multiplexed fiber-optic
interferometers: a shows the STF frequency dependence for the circuit;
b shows the dependences |W(o)|; ¢, d show fragments of |/(w)[;
L, =664.8 um, L,= 883.5 ym (a); L, = 664.8 um, the values of L, are given in the captions (b—d)
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Demonstration of the proposed approach based on simulation

To illustrate the results of the proposed approach and reduce the systematic error of signal
demodulation from multiplexed EFFPIs, we carried out numerical simulation in the MATLAB
software package. The spectral transfer function S(f) was calculate by Eq. (1) in the frequency
range Af'=9.99 THz with the center of the frequency scanning range f = 193.54 THz (this
corresponds to the range from 1510 to 1590 nm in the wavelength scale), the frequency step
A = 5 GHz and readout number N = 2000. The mirror reflectivities R , = 3.5% were used as the
parameters of the multiplexed EFFPIs. The value w ; = 5.2 pm (corresponding to the mode field
diameter (MFD) of a standard single-mode fiber for a wavelength of 1550 nm), assumed to be
fixed, was selected for the Gaussian beam radius used in expression (1). Based on these values,
we calculated a set of readout sequences S(f) (5001 sequences); the gap L, of the first EFFPI
was taken to be constant, with L, = 664.8 um, and the gap L, of the second EFFPI was linearly
increased from one STF to another in the range from 861 to 906 um at a step of 10 nm. Notice
that the given simulation parameters were selected based on the experimental data (described and
analyzed below). Fig. 2, a shows a graph of the calculated STF for L, = 883.5 pum.

The mean STF was found from the calculated readouts, with the sequence then centered for
subsequent signal processing. This was done to minimize the parasitic effect from the constant
component of STF on the results of signal processing by DFT. Next, a 200,000-point DFT M®)
was calculated for each centered STF. A rectangular single window w(i) = 1 was chosen as the
initial one, where i = 1 ,0, N — 1. Its Fourier transform is found by the following formula:

W(m):%exp[—jm(N—l)/z] (14)

Fig. 2,b shows variation in |V()| for three values of L,: 876.0, 883.5 and 891.0 pm at L = 664.8
um. In addition to the frequency scale in radians, a scale L values in um was added to the figure
for convenience (recalculated using expression (4)). Evidently, the position of the maxima | w)|
deviates from the given values of L, and L,, pointing to the systematic error in determining the
gap lengths.

CZ) wii)f
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0.5 . .
_.—" —— Synthesized window ‘-._4_
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0 200 400 600 800 1000 1200 1400 1600 i (count)
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Wiw)
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Fig. 3. Comparison of dependences for the window we synthesized and the standard
Dolph—Chebyshev window: a shows the dependences of w on the readout number;
b shows the normalized dependences of the Fourier transform magnitude.
for w(i), w(i) and wCheb-130dB(j)
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Next, following the above algorithm, we synthesized the window w®" satisfying condition (7).
The Fourier transform function of a rectangular window was selected as the basis for calculat-
ing the window by Egs. (8), (9), i.e., G(o) = W(w). To find the optimal set {w,}, the function
r{ENBW(W9)} in condition (13) was take to equal zero, since in this case the value of the ENBW
window during synthesis was close to unity.

The window w®" was synthesized assuming that the sensor gap varied within the range of
15 um with the centers L, = 664.8 um, L, = 883.5 pm. The following parameters in condition
(13) were selected for these parameters of the optical circuit:

circular frequencies o, = 0.1392 rad and ®, = 0.1851 rad,;
frequency bands Ao, = Aw, = 0.0034 rad.

These values of the bands correspond to the above gap variation range plus a margin of 1 um,
taken to account for the potential displacement due to systematic error (the displacement was
estimated from the data in Fig. 2, b—d). The following parameters were adopted for genetic
optimization:

population size 500; number of points in the set {0, } K/2 = 90;
coefficient k= 2.

Fig. 3 shows graphs of the synthesized window (weight function) w*"(i) and the Fourier-
transformed W*"(w) obtained with this window. Apparently, six deep dips were obtained at the
level of at least 3-107% relative to the maximum of the main lobe. Outside the dip region, the
dependence W»"(w) is close to the Fourier transform of the rectangular window W{(w) shown in
this figure. The main lobe broadened insignificantly in this case. The ENBW value for w»" was
1.0737, compared to a unit ENBW (1.000) for a rectangular window.

Notably, the same nulls in the side lobes can be obtained using standard windows. For example,
it is convenient to compare the synthesized window with the Dolph—Chebyshev window, since
the latter allows setting an arbitrary level for the side lobes, which are located at the same level
in the entire frequency band. To obtain dips at a level of about 3-107%, we should use the Dolph—
Chebyshev window with a side lobe level of -150dB (we denote it as wChe*-15%8 - and its Fourier
transform as W<heb-150dB) “whose ENBW value is 1.9814, which is 1.8 times higher than that of the
synthesized window w""(®). Moreover, the optimization algorithm apparently reduced the level
of K/2 to 58 from the initial value of 90, indicating that it was chosen correctly.

The set of functions S(f) was used to calculate the corresponding dependences M w). Then,
the positions of L, and L, of two main maxima were found for each M), taking into account
expression (4). They were found by interpolating the parabola at the three maximum points | o))
in the region of the peak and determining its vertex. Similarly, the positions of the two main
maxima L %" and L, » were found for all /{w). The maxima were recalculated from the set of
STF and multiplied by the window w”. In addition, the positions of peaks in L, 13048 and
L, 15048 were found for [M(w)| by multiplying STF by the window w<h-15%E_The results are
shown in Fig. 4.

It is clear from the graphs in Fig. 4, a and ¢ that the systematic error in determining L, and
L, with a rectangular window has a pronounced oscillating character. The period of rapid oscil-
lations is associated with the variation in L, resulting in a phase shift of the harmonic by 2z in
the sequence v(i). The period of slow oscillations is due to displacement of the parasitic side lobe
system relative to the frequency of the target maximum W(w).

Importantly, the oscillations were successfully reduced by five orders of magnitude for the
selected gap variation range using the synthesized window: this can be seen from comparing the
graphs in Fig. 4, a and b, as well as Fig. 4, c and d.

The window wcheb-1304B yields the same reduction (see Fig. 4, b and d), eliminating the drawback
of the standard window that consists in increased ENBW value, since no noise was introduced in
this simulation.

Experimental demonstration of the proposed approach

The proposed approach was tested through an experiment using the scheme discussed above
(see Fig. 1). Each EFFPI was constructed using two patch cords with SMF-28 fiber, spliced with
APC-type (tapered) connectors on one side and UPC-type (straight) connectors on the other.
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The straight ends of the patchcords were combined with a gap in a standard connector plug. Thus,
the reflection coefficients at the quartz/air boundary were R = %3.5. One of the patchcords was
connected to a 50:50 coupler, and the other was left free; the parasitic reflections of light from
this end of the patchcord were negligible (due to the tapered end). The first port of the coupler
was connected to the optical interrogator NI-PXIe-4844, which was capable of detecting STF
in the range of 1510—1590 nm with a uniform wavelength step of 4 pm. The appearance of the
experimental setup is shown in Fig. 5,a.

The gap of the first EFFPI was set to approximately L, = 664.8 pm during the experiment,
and subsequently left unchanged. The gap of the second EFFPI was slowly reduced from 906 to
861 um. The recorded STFs were then interpolated from a uniform wavelength scale to a uni-
form optical frequency scale with the range Af = 9.99 THz, the band center f, = 193.54 THz, the
frequency step A = 5 GHz and the number of readouts N = 2000. Fig. 5, b shows an example of
the obtained S(f) for the values L~ 664.8 um and L~ 906 pym. The mean value was found from
the obtained STF readouts; the sequence was then centered and its Fourier transform W(w) deter-
mined by DTF. Fig. 5,c shows an example of the resulting function |{(w)| for the same values of
L and L.

1 The pzositions L, and L, of the two main maxima |V (o)| were found for each dependence
Mw). The function V() was also determined for the STF multiplied by the synthesized window
w?" (the same as in the simulation), and the positions of the two main maxima L " and L, "
were found. The computational results are shown in Fig. 6,a and b.
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Fig. 5. Photograph of experimental setup (a) and examples of experimental data obtained:
dependencies S(f) (b) and |W(w)| (c) for L, = 664.8 ym and L, ~ 906 pm

Table
Error estimation: comparison of results
in the presence of noise-generated error
Window
(weight function) Opie M ENBW value
8.3. (noise only)
Rectangular 121 1.0000
Synthesized 9.0 1.0737
Dolph—Chebyshev:
60 dB 17.0 1.5180
—70 dB 13.4 1.6336
—80 dB 14.0 1.7432
-90 dB 15.0 1.8445
—100 dB 16.1 1.9414
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As seen from Fig. 6, a, the value of L, decreases from one STF to another; the reason for
non-uniform variation in L, is that the gap L, was decreased manually. As predrcted by the
simulation results, this decrease is accompanred by an oscillating error of finding the value of
L, , as can be clearly seen in Fig. 6, b. A synthesized window allowed to virtually suppress the
oscillating error, which follows from the nature of the L, ¥ curve in the same figure. Moreover,
suppression of the oscillating error is also clear from comparrng the L, and L, ®" curves (see the
inset in Fig. 6,a).

Unlike the simulation results, noise is observed in the experiment, which demonstrates the
advantage of the synthesized window over the standard ones.

Let us analyze the results obtained for suppressing the systematic error in the presence of
the noise-induced error. As noted earlier, the advantage of the synthesized window is a slight
increase in the ENBW value compared to standard windows. The analysis was carried out for the
values found for L . The RMS error of L, upon variation in L, (i.e., in the presence of oscilla-
tions due to systematrc error) with a rectangular window was o,, = 121 nm. The RMS error of
L, »" with the synthesized window was o Limsymt — 9 nm. Thus, the RMS error of the values of L,
found with varying L, decreased by 13 trmes starting to depend mainly on the noise from the
measuring equrpment

Only the noise error can be estimated for the region where the value of L, remained unchanged
(the first 100 STFs recorded). In this case, the values obtained are ¢ ,, = 8.2 nm and

= 8.7 nm, i.e., the noise increment is insignificant (by only 1.06 trmes) Recall that the
NBW value of the synthesrzed window is 1.07 times higher than that of the rectangular one.
These results are summarized in Table.

In addition to the presented analysis, let us compare the effectiveness of the approach using a
synthesized window with the standard one considering the example of the Dolph—Chebyshev win-
dow. To this end, we additionally defined the values of L, “"*using Dolph—Chebyshev windows
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with different levels of side lobes (three dependences of this type are shown in Fig. 6,c). As seen
from the figure, the systematic error prevails over the noise error at the level of -60 dB, becoming
less noticeable against the increased noise error at the level of -80 dB; it is not detected at all at
the level of -150 dB. The results for this analysis of the quantity L, <" are also given in Table.
The obtained data indicate that the minimum value of RMS error (G ,,) among the L, <" found
is observed for the level of -70 dB and is equal to 5, ., = 13.4 nm. ThlS level reﬂects "the trade-
off between systematic bias and noise figure. In this particular case, a synthesized window yielded
RMS deviations that were 1.49 times better than for the measurements carried out with a standard
Dolph—Chebyshev window at -70 dB. Notably, the ENBW value of the synthesized window was
lower by 1.52 times.

Fig. 6 shows that the values of L found experimentally have different constant offsets with
different windows, which was not observed in numerical simulations and, generally speaking, is
a factor of the constant error in demodulation. One possible reason for the difference is that the
noise present in the recorded STFs is not white; the other option is that additional parasitic har-
monics (for example, from parasitic interferometers in the fiber-optic channel) may be present in
the signal and exert some influence. However, search for the causes of this effect is a subject for
separate study and is beyond the scope of our paper.

Conclusion

We have analyzed the problems of signal demodulation in interferometric fiber-optic systems
with multiplexed interferometric sensors during spectral interrogation with the recorded STF
processed by DTF. Both simulation and experiments confirmed the presence of a considerable
systematic error in measuring the frequencies of harmonic components of STF. A specially syn-
thesized weight window is proposed as a solution for reducing the systematic error without a
significant increase in the noise error. A specific example was considered numerically and experi-
mentally to confirm the effectiveness of the proposed approach compared to the standard Dolph—
Chebyshev window. The procedure proposed can be used in any problems related to estimation
of frequencies and phases of polyharmonic signals.
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