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The paper presents the methods and results of numerical modeling of turbulent airflow in
a test room based on the vortex-resolving wall-modeled large eddy simulation approach. The
room ventilation is provided by a plain air jet at Re = 5233. The jet is supplied from a slit
placed at a side wall under the ceiling. The room geometry and airflow parameters correspond
to the experimental benchmark test by Nielsen et al. (1978), but with the periodicity boundary
conditions in the transverse direction. Calculations were carried out with the ANSYS Fluent
software using fine grids consisting of up to 6x107 cells. The paper presents detailed analysis
of parametric computations aimed at the evaluation of numerical simulation adequacy. In
particular, the grid dependency study was performed and the Kolmogorov scale was estimated.
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YUNCNEHHOE MOAE/IUPOBAHUE UUPKYNIAUUU BO3AYXA
B NOMELWEHUU NPU NOAAME U3 N1OCKOMH LLEJIA.
l. OTpa6oTKa NpMMeHeHUs BUXpepaspeLuialoliero nogxoaa
C MCNOJIb30OBaHUEM NEPHOANYECKONH MOCTAHOBKHU

M.A. 3acumoBa’, H.l'. U6aHOoB', []. MapKkoB?
1 CaHKT-MeTepbyprcknin NONIMTEXHUYECKMIN YHUBEPCUTET lMNeTpa Benukoro,
CaHkT-lMeTepbypr, Poccuiickas deaepauus;
2 Cochmicknin TexHmuecknit yamepcuteT, Codus, Bonrapus

IIpencraBieHbl MeTOAMKA M Pe3yJbTaThl YMCICHHOTO MOACIMPOBAHUSI TypOyJEeHTHOIO
TEYEHMSI BO3[yXa B TECTOBOM IIOMEILIEHUM Ha OCHOBE BUXpepa3pellaroliero mojaxona — MeToaa
MOJIEIMPOBAHMS KPYITHBIX BUXPEW C MPUCTEHHBIM MOJIEIMPOBaHEM. BEHTUIISAIIMS TOMEIEHUS
OCYILECTBIISIETCS TUIOCKOM BO3MYIITHOM CTPYeEld, TTo1aBaeMOii U3 pacTIOJIOKEHHOTO IO TTOTOJIKOM
Ha TOPIIEBOW CTEHKE IIEJEBOrO0 OTBEPCTHS, NpM 3HaYeHMU uucia PeitHonmbaca Re = 5233,
l'eoMmeTpusi moMelleHUsT U MapaMeTpbl TEYEHUS] COOTBETCTBYIOT KJIACCUMYECKOMY TECTOBOMY
skcrepuMeHTy (Nielsen et al., 1978), omHako 3amaya cTaBWJIACh KaK IepUOAMYECKAs], UTO
CIPaBEIMBO [ISI ITIOMEIICHUSI, CJIbHO BBITSIHYTOTO B IIOIIEPEYHOM HallpaBjieHUU. PacyeTsbl
B nporpammMHoM nakete ANSYS Fluent BbIMOJHEHBI C UCMOJb30BAHUEM BeCbMa MOAPOOHBIX
CETOK pa3MepHOCTHIO 10 6°107 stueek. [ToapoOHO OnKUcaHbl pe3yJIbTaThl METOANYECKHX PACUETOB,
HaIpaBJIeHHBIX Ha OIEHKY aJeKBAaTHOCTU BBHIMTOJTHEHHOTO YMCJIEHHOTO MOJCIUPOBAHMUS,
B YACTHOCTU IIPOBEIEH aHaJIM3 CETOYHON 3aBMCMMOCTM M JaHa OLEHKAa KOJMOIOPOBCKOIO
MaciiTaba sl pacCMaTpUBaeMOIo TeUEHUs.
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Introduction

One of the challenges posed in design and
modernization of buildings is configuring
the heating, ventilation and air conditioning
(HVAC) systems controlling the microclimate.
Comfort and safety are ensured in the living
quarters by maintaining the parameters of the
air (air velocity, temperature, concentration of
harmful impurities, etc.) within the required
range, which largely depends on the air supply
scheme for the ventilation system. In this regard,
improving the accuracy of assessing the quality
of the air provided by the ventilation system is
an issue that is steadily gaining importance.

Methods of computational fluid dynamics
allowing to carry out three-dimensional
simulation of turbulent jet flows have been
increasingly popular in the recent years.
Approaches that estimate the flow parameters
based on numerically solving the steady/
unsteady Reynolds-averaged Navier—Stokes
equations (RANS/URANS) have become
widely popular in engineering practice. The
RANS/URANS approaches were employed,
for example, for designing and/or modernizing
the ventilation systems for a swimming pool
[1], an ice rink [2], a university assembly
hall of historical and architectural value [3],
the interior of St. Isaac’s Cathedral in St.
Petersburg [4].

Methods of computational fluid dynamics
turn out to be even more important for
developing life support systems than ventilation
systems for buildings, since almost every
proposed solution is unique. An example of
solving such problems are the computations
of ventilation for crew and passenger cabins
of aircraft [5, 6]. Over the past two decades,
the RANS/URANS approaches have been
used to assess the performance and efficiency
of life support systems for spacecraft. In
particular, calculations of the atmosphere at the
International Space Station (ISS) were carried
out under standard conditions [7], as well as
after using a carbon dioxide fire extinguisher in
the US Orbital Segment of the ISS [8].
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Despite examples of successful solutions
to applied ventilation problems, the accuracy
of the calculation results for air distribution
in rooms obtained by the RANS/URANS
approaches remains an open question. The
degree of uncertainty in the results of RANS/
URANS calculations can be estimated either
by direct comparison of the calculated results
with the data of a physical experiment, or by
comparing the RANS/URANS results with the
data obtained by more accurate eddy-resolving
approaches to describing turbulent flows.

Direct Numerical Simulation (DNS) from
first principles can be used as an eddy-resolving
approach. Full Navier—Stokes equations
are solved within the DNS approach, which
allows to describe all scales of turbulence if
applied correctly. It is well known that the
DNS approach requires huge computational
costs and its application is limited to very
moderate values of the Reynolds number.
An alternative for numerical studies with
manageable computational costs is the Large
Eddy Simulation method (LES). The LES
approach involves solving filtered Navier—
Stokes equations, allowing to describe the
behavior of large eddies in combination with
semi-empirical simulation of small-scale
eddies. The LES method not only makes it
possible to carry out fundamental studies,
including those aimed at assessing the accuracy
of RANS simulation, but is also gaining ground
for solving applied problems [9], including in
modeling ventilation flows characterized by
relatively moderate Reynolds numbers, and
also, in most cases, fairly mild requirements for
near-wall resolution.

Different studies modeled HVAC systems
using the LES approach. Simulation of air
exchange by the LES approach was first
presented in [10], considering the ventilation
in a test room of a simple shape, with
experimental data available [11]. A more
complex problem of flow in a relatively
cluttered room equipped with a displacement
ventilation system is solved in [12]. Ref. [13]
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presents air distribution estimates carried out
by LES for the Columbus orbital module,
which is part of the ISS, equipped with a
multi-jet ventilation system; the calculation
results were also compared with experimental
data. Later, the LES approach was used to
determine the parameters of air exchange in a
university lecture hall [14] and in the premises
of a residential building [15].

The practical application of the LES
approach needs to further refined by solving
test problems. This study describes and
tests the procedure for applying the Wall-
Modeled LES approach (WMLES). The
well-known test problem of ventilation flow
in a room where a plain air jet is supplied
from a slit located under the ceiling [11] was
chosen as the object of research. Detailed
experimental data are available for this test on
the distributions of the velocity components
and their fluctuations, measured using Laser
Doppler Anemometry (LDA). The test room
in [11] was a rectangular parallelepiped with a
square cross section; however, in this study, we
formulated a three-dimensional problem with
periodic conditions imposed in the transverse
direction, which is to say that the side walls
were excluded from consideration.

This statement makes it possible to correctly
reproduce the flow structure only in the
central part of the room, without affecting
the three-dimensional structure of secondary

flows. The clear advantage of such a “quasi-
two-dimensional” simplified statement was
that it made it possible to carry out a series
of parametric calculations, considerably
optimizing the computational costs.

We present the results of systematic
calculations, and recommendations for
applying the WMLES method developed based
on these results.

The sidewall effect is considered in the
second part of this study, published as a separate
paper [16], providing a detailed comparison of
the calculation results in a complete statement,
without assuming periodic flow [11].

Problem statement

Room geometry. The air flow in a rectangular
region is considered (Fig. 1). The coordinate
system is chosen so that x is the longitudinal, y
the vertical, and z the transverse direction. The
origin of the coordinate system is at the corner
of the room. The height of the room, taken as a
length scale, is H = 3 m. The length of the room
is L =9 m, so L/H = 3. The room is assumed
to be infinite in the lateral z direction, while
calculations are carried out for three values of
the width W of the computational domain, so
that W/H is taken equal to 1/6, 1/3 and 1. Air
is supplied to the room through an inlet slit with
the height of 4, = 0.0564 = 0.168 m and the
width of W; this slit is located directly under the
ceiling on one of the side walls. The outlet slit

N

QOutlet

N

Fig. 1. The geometry of the computational domain for the aspect ratio of the room W/H = 1
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located near the floor on the opposite wall has
a height of 4, = 0.16 4 = 0.48 m and a width of
W. A channel with a length of 0.5 H adjacent to
the slit is included in the computational domain
to prevent the formation of return currents at
the outlet boundary of the domain.

Physical parameters of the environment and
boundary conditions. Isothermal motion of air
described by the model of incompressible fluid
with constant physical properties is considered:
the density p = 1.23 kg/m?, the dynamic vis-
cosity p = 1.79-107° Pa-s.

Air is supplied to the entrance to the room at
a mean flow velocity equal to V, = 0.455 m/s.
The Reynolds number computed from the height
of the inlet slit is Re = phm V. /u=5233. An aux-
iliary problem of air flow in a flat channel with a
height of 4, , also based on the WMLES method
was solved before imposing the boundary con-
ditions at the inlet. The transverse dimensions
of the computational domain in this case corre-
spond to the selected value of W/ H. The velocity
distributions in the section x/A, = 18 from the
entrance to the channel served as the velocity
profiles at the entrance to the room (a uniform
profile was given at the entrance to the chan-
nel), extracted from the time-averaged solution.
Additional calculations were carried out for the
case with the transverse size W/H=1/6, giving a
uniform velocity profile, as well as the inlet pro-
file extracted from the solution to the problem
of flow in the channel in the section x/4, = 60
at the entrance to the room.

Periodic boundary conditions were imposed
at the lateral boundaries along the z direction.
Soft boundary conditions were imposed at the
outlet boundary. The remaining boundaries of
the computational domain were solid walls on
which the no-slip conditions were imposed.

Turbulence simulation. Turbulent air flow
was simulated using the eddy-resolving WMLES
approach, which is based on solving the filtered
Navier—Stokes equations (see, for example, [9]).
The instantaneous variables fare replaced by the
sum of the filtered and subgrid-scale variables:

F=f+f"
The value of fis determined by the expression

Fle, 0= fV Gr=x ) f (0, (1)

where G(x — x, A) is the filter function
determining the size and structure of small-
scale turbulence (for example, a box filter); x is
the coordinate of the point under consideration,
A is the characteristic filter size (filter width).
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Eddies whose size is smaller than the filter
width are not resolved.

The filtered Navier—Stokes equations for
incompressible fluid with constant physical
properties can be written in the following form:

V-V =0;
a—V+V (VV) =
ot (2)

:—lv-p+2v(v-k_s*)—v-;SGS
p

where V is the velocity vector with the com-
ponents (V, V V); S is the strain rate tensor;
T, 1 the term resultlng from spatial ﬁltermg
of the equations.

The generalized Boussinesq hypothesis is
used to determine the subgrid-scale stresses:

1
SGS .
—1,0, =

T~ 3 . —2vSGSSl.j, 3)
where vy, m?/s, is the subgrid-scale turbu-
lent viscosity to be found using some subgrid
model.

The classical subgrid-scale model is the
algebraic Smagorinsky model, proposed back in
1963 [17]. Based on dimensional analysis, the
subgrid-scale viscosity in this model is expressed
in terms of filter size and the magnitude of the
strain-rate tensor:

Vygs = (CAYS,
where Cg = 0.2 is the empirical Smagorinsky
constant.

The computational grid acts as the filter in
practical implementations of the LES approach,
with A usually defined as the cube root of the
volume of the grid cell.

The WMLES S-Omega approach was used
in our calculations; its practical implementation
is based on the data given in [18]. Compared
with the classical Smagorinsky model, the
subgrid-scale viscosity is determined here using
a modified linear subgrid scale, a damping
factor (similar to the Van Driest factor in the
Prandtl model for the RANS approach), and
the difference |§ — Q| instead of the magnitude
of the strain-rate tensor .

Vias :min{ (de)2 , (CSA)2 }x

x| §-Q |( l—exp{ (—y*/25)3} ), @
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where Cg = 0.2 is the empirical Smagorinsky
constant; 5, s7', Q, s7!, are the magnitudes of
strain rate and vorticity tensors

§=(25,5)"%, Q= (2Q,0.)"%;

k = 0.41 is the Karman constant; 4, m, is
the distance to the nearest wall, y*is the nor-
malized distance from the center of the first
near-wall cell to the wall (y* = d u /v, while
u = (t,/p)"3, m/s, is the dynamic velocity, t_,
Pa, is the shear stress on the wall).

The filter size A included in expression (4),
defining the linear subgrid scale, is determined
by the formula

A = min{max(C,d,,
CwAmaX > Awn )’ Amax } >

where A, m, is the maximum grid cell size
(found as the maximum edge length for an
orthogonal hexagon); A , m, is the grid step
along the normal to the wall; C = 0.15 is an
empirical constant.

Since only averaged values were extracted
from the solution of the auxiliary problem on air
flow in a flat channel to impose the inlet boundary
conditions, one of the available synthetic
turbulence generators, the Vortex Method, was
used to determine the instantaneous fluctuation
characteristics (turbulent content) in the inlet
section [19]. When the synthetic turbulence
generator is activated, it is required to determine
the turbulence intensity at the inlet boundary.
The value 1 = 4% was taken in our calculations.

Computational aspects of the problem.
Numerical modeling was carried out in
the ANSYS Fluent 16.2* general-purpose
hydrodynamic code, with discretization of
the governing equations by the finite volume
method. The parameters selected for the
computational algorithm provided spatial and
temporal discretization with second-order
accuracy. The central differencing scheme was
used for approximating the convective terms in
the equation of motion.

The non-iterative algorithm corresponding
to time advancement by the method of
fractional steps (NITA) was used. The time
step Af, equal to 0.006 s, was chosen so that
the maximum value of the Courant number on
the finest grid was less than unity in all cells of
the computational domain. The computations
showed that increasing the time step from
0.006 to 0.010 s does not affect the averaged

)

* ANSYS Inc. ANSYS Fluent 16.2 User’s Guide, 2015.

characteristics of the flow; however, NITA
had to be abandoned when the local Courant
number turned out to be greater than unity.
The reason for this is that it proved impossible
to ensure the time evolution of the solution by
the method of fractional steps, as the residuals
began to grow indefinitely. The development
of unsteady flow was controlled by placing
specific monitoring points in the computational
domain, allowing to detect the transition to a
statistically steady flow regime.

Quasi-structured unrefined uniform grids
with identical cubic cells were built in the
ICEM CFD generator for the computations.
The number of cells was varied from 3 to 58
million. The data on the grids used in the
computations are given in Table 1.

The main series of computations for an-
alyzing the grid dependence of the solution
was performed for the narrowest region with
W/H= 1/6. The coarsest (initial) mesh con-
sisted of 3 million cells, where the size of each
cubic cell was A = 16.8 mm. Finer grids were
generated by gradually increasing the dimen-
sion of the initial grid by V2, 2, and 2+2 times
in each direction. Thus, the total number of
cells for four successively refined grids was 3, 8,
23 and 58 million cells (see Table 1, from the
1st to the 4th grids).

The average normalized distance y* from
the center of the first near-wall cell to the wall
of the initial grid with a total dimension of 3
million cells does not exceed unity, while the
maximum values located near the inlet slit
reach y* = 20.

The computations were carried out using the
resources of the Polytechnic Supercomputer
Center (http://scc.spbstu.ru). The problems
were run on the Polytechnic RSC Tornado
cluster with a peak performance of 943 tera-
flops. The cluster contains 668 dual-processor
nodes (Intel (R) Xeon (R) E5 2697v3), each
node containing 14 cores. A problem was run
on a maximum of 512 parallel cores, while it
took at least three weeks of real time (258,000
core hours) to accumulate unsteady statistics.

Computational results and discussion

Assessment of the relationship between
resolved and simulated turbulence. The validity
of applying the eddy-resolving approach was
established by estimating the ratio of the resolved
to the simulated components of the turbulent
energy spectrum. The value of subgrid-scale
(SGS) viscosity reflecting the contribution of
the simulated turbulence can be used for this

53



4St. Petersburg State Polytechnical University Journal. Physics and Mathematics 13 (3) 2020

_a
I
Table 1
Parameter values of computational grids used
. Parameter value for grid
Parameter Nottion 7™ T5:d | 3rd | 4th | 5th | 6h
Relative length of computational
domain along z axis WiH 1/6 173 1
N, 536 | 751 | 1070 | 1446 | 1070 | 751
Number of partitions
along coord?nate axis N, 179 | 252 | 354 | 482 | 354 | 252
N, 30 43 59 80 119 | 250
Total number of cells
(rounded), million NXNXN| 3 8 | 23 | S8 | 46 | 48
Cell size, mm A 16.8 | 12.0 | 8.4 6.2 84 | 12.0
x10° AH 56 | 40 | 28 | 2.1 | 28 | 4.0

estimation to some extent. Fig. 2, a—d shows
the ratios of instantaneous fields of SGS to
molecular viscosity, in several sections of the
room. The computational results are given for
the baseline (narrowest) computational domain
with W/H = 1/6 (on a grid of 8 million cells)
and for the case with the ratio W/H= 1. The
mean value of relative SGS viscosity for the
entire computational domain is approximately
equal to 3, while the maximum value does not
exceed 7. Notably, the distributions of vy /v for
different widths of the computational domain
differ qualitatively at small x (see Fig. 2,¢): the
spatial distribution of v, ,./v for the ratio W/H =
1 indicates a large transverse scale of turbulent
eddies compared with the longitudinal scale;
such eddies cannot develop when W/H= 1/6
because periodic conditions are imposed; the
dependence of the solution on the transverse
size of the computational domain is discussed
below.

a) wiH=1/6

The SGS turbulent kinetic energy simulated
can be estimated by the following formula [20]:

ko =2CA|S I,

where C = 0.1.

Fig. 2, e shows the distribution of the
instantaneous field of subgrid-scale turbulent
kinetic energy k... in a ratio to the mean

SGS
resolved turbulent kinetic energy <k>, defined as

do=[«(V." )+ <(Vy P+ (V)2

The contribution of subgrid-scale kinetic
energy to the total kinetic energy, equal to
do + kg, is less than 3% in the jet region. The
contribution of subgrid-scale kinetic energy
to the total kinetic energy is even smaller in
the backflow region, characterized by low
velocities, and does not exceed 1% on average.
In general, it can be concluded that the fraction
of simulated turbulence is small, and the main

contribution is made by resolved turbulence.

WIH =1

Vggs/V

Fig. 2. Fields of ratios of SGS to molecular viscosity in sections z = 0.25 m (@), y = 1.5 m (b), x= 3.0 m
(¢) and x= 6.0 m (d); (e) is the field of subgrid-scale turbulent kinetic to resolved turbulent kinetic
energy, in the section z = 0.25 m (the W/ H values are shown)
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Estimation of the Kolmogorov scale. The
Kolmogorov scale n (m) is an important
characteristic in simulation of turbulent flows,
reflecting the characteristic size of the minimum
eddies where Kkinetic energy dissipates due
to the action of viscous friction forces. This
scale determines the minimum requirements
to the spatial resolution in direct numerical
simulation, which must fully resolve the entire
turbulent energy spectrum. The magnitude of
the Kolmogorov scale is found by the formula

n= [V—J , 6)
e

where ¢, m?/s’, is the dissipation rate of
turbulent kinetic energy per unit mass; v, m?/s,
is the kinematic viscosity.

The local values of the Kolmogorov scale
for a near-ceiling jet take their minimum values
in the region of the near-wall boundary layer
in the initial zone of jet propagation. However,
the degree of eddy resolution in the region of
the near-wall boundary layer is not explicitly
considered within our study; below we confine
ourselves to discussing the quality of predicting
wall friction by comparing solutions obtained
on different grids. Quantitative estimates of the
Kolmogorov scale were primarily carried out for
the mixing layer whose degree of resolution is
extremely important for adequately predicting
the structure of the ventilation flow. Estimates
of n are carried out using the computed data for
the baseline (narrowest) computational domain
with W/H= 1/6, while two different methods
are used to determine the local dissipation rate
of turbulent kinetic energy.

a) v, m/

50 010203 04 0.5

Method I for estimating . This method for
determining ¢ to subsequently estimate the
magnitude of the Kolmogorov scale n relies
on the data from an additional steady RANS
computation. A quasi-structured grid with the
dimension of 141,000 cells clustered in the re-
gion of the mixing layer and to the walls of
the room, so that the value of y* was less than
unity (a grid-independent solution is taken
for this grid). A uniform velocity distribution
(V,,= 0.455 m/s) was set at the inlet boundary.
A semiempirical RNG k-¢ turbulence model
was used to close the RANS equations, allow-
ing to directly extract the field ¢ from the ob-
tained numerical solution.

As it turned out, there are pronounced
differences in the flow structures predicted by
the RANS and WMLES computations in the
baseline computational domain at W/H = 1/6.
This is confirmed by comparing the fields of
the mean velocity magnitude obtained by the
given approaches (Fig. 3, a and b). As revealed
below, the reason for the differences in the
flow structure is that the results of WMLES
computations at W/H = 1/6 largely depend
on the size of the computational domain
in the transverse direction. The distribution
of n, computed from such a ‘mismatched’
distribution of ¢, is shown in Fig. 3,c.

In addition, an auxiliary 2D RANS problem
was solved, where a ‘frozen’ velocity field,
extracted from the WMLES computation, was
given, considering the mean field in the central
section of the room, z= 0.25 m (see Fig. 3,b).
The equations of motion were not solved in
the ‘frozen’ statement; only the turbulence
characteristics were computed (also using the
b)

Ve ™S 070102 0.3 0.4 05

Fig. 3. Fields of mean velocity modulus magnitude, computed by RANS (a) and WMLES (b) models;
RANS computations of Kolmogorov scale distributions, obtained from the ¢ fields,
corresponding to two different flow patterns (c,d) ;

The dashed line in Fig. 3, b marks a part of the section for data analysis in the mixing layer
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RNG k-¢ model). The field of ¢ obtained by
this method was also used to calculate the field
of n (see Fig. 3,d).

It can be seen from Fig. 3, c that the lo-
cal value of the Kolmogorov scale in the dis-
tribution of n, computed from the field of ¢
corresponding to the combined RANS com-
putations of the distributions of velocity and
turbulent characteristics, varies from n_. = 0.42
mm in the region of the jet mixing layer up to
N~ 13.3 mm in the region of low-velocity
flow (see Fig. 3,c, bottom left corner). The dis-
tribution of the Kolmogorov scale constructed
from the field of ¢ corresponding to the ‘frozen’
WMLES velocity field is shown in Fig. 3,d. In
this case, the distribution of local values of n
differed considerably from the picture shown in
Fig. 3,c but the minimum value practically did
not change: n . = 0.43 mm; the localization of
the region of small values of n did not change
either, while the maximum value of n in this
case was n__ = 34 mm.

Thus, the dimension of the grid for direct
numerical simulation of the flow in the region
W/ H= 1/6 on a uniform grid of cubic elements
with a linear size n . should be at least 182 bil-
lion cells. A grid with the total dimension of at
least 1100 billion cells will be required for DNS
computations in the region W/H= 1, described
in the experimental study [11]; in this case, the
time step value should not exceed 1073s to en-
sure the Courant number values less than unity.
Importantly, these estimates do not take into
account the decrease in 1 in the boundary layer
of the near-wall jet, so grids of even higher
dimensions are required to perform DNS com-
putations in reality.

The results of the estimates are summarized
in Table 2, listing the ratios of the linear size
of the cell in the computational grid to the
local minimum and maximum values of the
Kolmogorov scale for the four cases considered.

Method II for estimating . This method for
determining ¢ directly uses the data obtained
by the LES approach based on interpreting the
equation for kinetic turbulent energy:

8k 7 8_k
o 8x

= oa o) ™

w2k i eh % o,

8 2 ax axj 8xj’

56

>

where the last term is exactly the expression for
its dissipation rate,

GV aV
e=Vv (8)
6x( 8x

The DNS approach allows to fully resolve
the turbulent energy spectrum; therefore, if the
dissipation rate is calculated directly by Eq.
(8), it is determined exactly. The dissipation
rate has a maximum in the high-frequency part
of the energy spectrum, and the high-frequency
part of the spectrum is simulated by the SGS
viscosity in the LES method, so the value of the
resolved dissipation rate calculated by Eq. (8)
is underestimated compared to the exact value
of . The value of ¢ increases in LES computa-
tions of successively refined grids that provide
a better resolution of the high-frequency region
of the spectrum Accordingly, the values of n
decrease, approaching the exact value.

The estimate of n, obtained by directly cal-
culating ¢ using Eq. (8), is illustrated in Fig. 4,
a,b, where the isolines correspond to the distri-
butions for the ratio of the linear cell size in the
grids, consisting of 8 and 58 million cells, to
the local values of the Kolmogorov scale. The
corresponding minimum values n_. for differ-
ent grids are given in Table 2: the value of the
Kolmogorov scale decreases by 33% as the grid
is refined from 3 to 58 million cells (the size of
cubic elements decreases by almost 3 times).

The dissipation rate of turbulent kinetic en-
ergy can be also estimated from the data of
LES computations according to the method
proposed in [22]; this procedure has already
been successfully applied in [23], considering
the problem of jet flow. According to the data
in [22], instead of directly estimating the value
of ¢ from the LES data, all the other terms
in Eq. (7) can be calculated, yielding an indi-
rect but more accurate estimate of ¢ (the sum
of all calculated terms should be substituted
into equation (6) to find n). The value of the
Kolmogorov scale obtained in this way should
not change substantially with the change in the
dimension of the computational grid.

To estimate n in the mixing layer, it is suf-
ficient to calculate only one component in the
generation term entering into Eq. (7), which
makes the dominant contribution to generating
turbulence in this region:
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Table 2
Values of Kolmogorov
scale estimated by methods I-1V

Calculated value

Grid Number Quantity

1L [ o [m [

n,..mm | 042 | 043 | 141 | 0.56
1§t N, MM 13.3 | 340 | 8.7 -
(A=16.8 mm) A | 40 | 39 | 12 | 30
A, | 13|05 | 19 | -

n,..mm | 042 | 043 | 127 | 0.63
ond N, MM 133 | 340 | 9.0 -
(A=12.0 mm) A, | 29 | 28 | 9 | 19
A | 090 | 035 | 130 | -

n,,mm | 042 | 043 | 1.14 | 0.64
3rd n,,, Mm 133 | 340 | 9.8 -
(A =8.4 mm) Am. | 20 | 20 | 7 | 13
A, | 060 | 025 | 090 | -

n,.mm | 042 | 043 | 1.06 | 0.64
ath n,omm | 133|340 | 92 | -
(A=6.2 mm) A, 15 | 14| 6 | 10
Am,.. | 050 | 018 | 070 | -

Notes. 1. About the methods: I, II determined the ratios of the cell
size A to the minimum (n_ ) and maximum (n_ ) values of the local
Kolmogorov scale (KS), calculated from the RANS computations of
the velocity field and turbulence characteristics (I), and in the ‘frozen’
WMLES velocity field (II); I1I, IV constructed the KS by the dissipation
rate resolved in the LES computation (8) (I1I), as well as according to
the dissipation rate estimated based on expression (9) (IV).

2. The numbering of the grids corresponds to Table 1.

a) b)
—_ —_
q D 5
= 8'_75 — —
6
c) d)

— —— | - e —) ;=
-@« ] % S,
6
O]

Ll

Fig. 4. Distribution of ratio of linear cell size to Kolmogorov scale, computed directly by the estimate
of € based on the data from LES computations (a,b), and by the estimate based on expression (9) (c,d).

Data are given for the jet region.
The dimension of the grids was 8 million (a,b) and 58 million (c,d) cells
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Fig. 5. Distributions of skin friction coefficient along the upper (a) and lower (b) walls;
velocity profiles along the lines A-4 and B-B (¢).
The dimensions of the grids used, million cells: 3, 8, 23 (long, medium
and short dashes, respectively) and 58 (solid line)

Calculating term (9) from the data of
WMLES computations allowed to obtain
one more estimate of ¢ and, accordingly, the
Kolmogorov scale. The distributions of the ra-
tios of linear cell sizes in the grids consisting of
8 and 58 million cells to the local values of the
field of n computed in this way are shown in
Fig. 4, ¢, d , respectively. The computed min-
imum values n_. for different grids are given
in the last column of Table 2: they practically
do not vary from grid to grid, tending to n_.
= (0.64 mm as the grid is refined. In this case,
a computational grid with the dimension of 51
billion cells is required to carry out valid DNS
computations for W/H = 1/6 (306 billion cells
for W/H=1).

Dependence of the solution on the
grid parameters. A series of parametric
computations estimating the degree to
which the inlet boundary conditions affected
the solution was also carried out for the
computational domain W/H= 1/6. Fig. 5,
a, b shows the time-averaged distributions of
the skin friction coefficient C, along the mid-
section of the upper and lower walls (with
no additional spatial averaging). Apparently,
the quantitative prediction of the skin friction
coefficient depends on the degree of spatial
resolution, especially on the upper wall. A
monotonic increase in friction is observed as
the grid is refined. The differences between
the solutions obtained on the initial (3 million

58

cells) and on the first refined (8 million cells)
grids reach 15%; with grid dependence grows
with further refinement. Some qualitative
influence of the spatial resolution on the
predicted flow structure is also observed, as
evidenced by the local differences in friction
distributions. For example, the near-wall jet
separates in the vicinity of the upper wall
at x > 7 m, generating a recirculation zone
(see Fig. 5,a). The position of the separation
point depends on the dimension of the
computational grid: separation on the coarsest
grid occurs approximately 1 m closer to the
entrance compared with the grid with the
most refined spatial resolution. The positions
of the points on the bottom wall where the
flow separates and reattaches also depend on
the grid to some extent (see Fig. 5,b).

Fig. 5,c shows the distributions of the
averaged longitudinal velocity along the
vertical lines located in the mid-section:
A-A with x/H = 1.0 and B-B with x/H = 2.0
(shown with in Fig. 1 with a dashed line).
The dependence of the velocities in the jet
on the spatial resolution can be observed:
the finer the grid, the higher the maximum
velocity in the jet, both in section 4-A (region
I) and in section B-B (region III). Some grid
dependence is also visible in the backflow
region (section B-B, region 1I).

The results of computations on the grids
consisting of 23 and 58 million cells are close



Simulation of Physical Processes

0 25l
02 0.25 03 035 04 0.3 025 0.2 -0.15 02 025 03 035
<V,>, m/s <V,> m/s <V,> m/s

ym I

ol ===
02 025 03 03 04 03025 02015 207 025 03 035

<V,>, m/s <V.>, m/s <V.> m/s

Fig. 6. Averaged flow structure (longitudinal velocity along lines A-A and B-B) depending
on different velocity profiles at the inlet (a), and on using a synthetic turbulence generator
(the data obtained when the generator was turned off is shown with long dashes)
for the same inlet profile x/h, = 18 (b);

(a) corresponds to the inlet velocity profiles: uniform (short dashes),
at x/h,= 18 and 60 (solid and dash-dotted lines, respectively)

to each other both in velocity profiles and in
the friction distributions. Thus, the solution
can be interpreted as almost grid-independent
for a grid with the dimension of 23 million
cells. The grid dependence of the solution is
more pronounced for cells with a linear size of
12 mm (a grid of 8 million cells); however, it
was decided to use these cells with increasing
transverse size of the computational domain.
If a finer grid with a linear cell size of 8
mm were used in the computations for W/H
= 1, it would consist of approximately 140
million cells, which was unacceptable with the
available computing resources.

Influence of inlet boundary conditions. A
series of parametric computations estimating the
degree to which the inlet boundary conditions
affected the solution was also carried out for
the computational domain W/H= 1/6 (a grid
with the dimension of 8 million cells). Three
different velocity profiles were considered
(homogeneous profile and profiles extracted
from the solution of the problem on the flow in
a channel in a section 18 and 60 calibers from
the entrance to the channel). An additional
alternative without a synthetic turbulence
generator was calculated for a profile taken in a
cross section of 18 calibers.

The influence of the inlet boundary
conditions is illustrated in Fig. 6, showing
the distributions of the averaged longitudinal

velocity component along the same vertical
lines A-A and B-B located in the mid-section.
The dependence of the averaged flow structure
on the velocity profile at the inlet is illustrated
in Fig. 6,a (all distributions given here
were obtained using a synthetic turbulence
generator). Evidently, the velocity in the jet
is somewhat higher when a well-developed
profile is given at the inlet: the differences
in the section A4-A (region I) are about 10%,
stratification of the velocity distributions is also
pronounced downstream. The backflow is also
characterized by a lower intensity for a uniform
profile (see Fig. 6,a, section B-B, region II).
Note that the two solutions obtained for two
inlet velocity distributions different from a
uniform profile are very close to each other.

A comparison of the velocity distributions
obtained for the same inlet profile with and
without a synthetic turbulence generator is
shown in Fig. 6,b. It can be seen that the
velocity in the jet core turns out to be somewhat
lower in the case when the turbulence generator
is not used, and the degree of the generator’s
influence approximately corresponds to the
transition from a uniform to a well-developed
profile. However, using a synthetic turbulence
generator has little effect on the description
of the general air circulation in the room,
including the level of velocities in the backflow
zone.
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Fig. 7. Fields of mean velocity magnitude in the longitudinal mid-section, obtained for two statements
of the problem: periodic (¢—c) and full, with side walls [16] (d). Values of W/H are shown
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Fig. 8. Computed (lines) and experimental [11] (symbols) profiles of mean longitudinal velocity
in four sections, obtained in a full statement with side walls [16] (solid lines)
and in a periodic setting (other lines) at different values of W/ H:
1/6 (short dashes), 1/3 (long dashes) and 1 (dash dotted line)

Influence of the length of the computational
domain in the transverse direction. It is a well-
known situation in simulation of periodic
flows using eddy-resolving approaches that
the solution can be significantly affected by
the insufficient length of the computational
domain in the periodic direction. A series of
computations was carried out to investigate the
effect of this parameter in the given problem,;
the relative width of the computational domain
was taken equal to W/H = 1/6 (the standard
case, for which the study of the grid dependence
and the influence of boundary conditions at the
inlet is presented above), W/H = 1/3, and 1.

The structure of the averaged flow obtained
in a periodic statement for the three indicated
values of W/H is shown in Fig. 7, a—c; Fig. 7,
d shows the flow structure computed in the full
statement, taking into account the side walls
[16]. Evidently, a two-vortex flow pattern is
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observed at W/H = 1/6 and 1/3: an intense
secondary flow occupies only the right half of
the computational domain, while a less intense
secondary eddy with the opposite direction of
rotation evolves in the left half. Increasing the
dimension of the computational domain in the
periodic direction changes the pattern of the
averaged flow: a pair of large eddies transforms
into a single one, occupying almost the entire
computational domain (see Fig. 7,c). Note
that the flow structure obtained in the periodic
statement at W/H = 1 practically coincides
with the flow pattern in the mid-section (see
Fig. 7, d), computed in the full statement, with
side walls.

The influence of the length of the
computational domain in the periodic direction
is also illustrated by the velocity profiles shown
in Fig. 8 in comparison with the experimental
data [11]. The lines located here in the
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mid-section were shown above by the dashed
line in Fig. 1: A-A and B-B are vertical lines;
C-C and D-D are horizontal lines with y/H =
0.972 and 0.028, respectively.

It can be seen from Fig. 8 that the profiles
obtained for W/H = 1 in the periodic and
full statements coincide almost completely.
These computations adequately reproduce the
flow pattern that was observed experimentally
[11] (the quantitative differences between the
computational results in the full statement
and the experimental data obtained for the
backflow region are discussed in [16]). It
should be concluded that the flow structure for
W/H > 1 is reproduced correctly for the region
that is infinite in the z direction. The periodic
conditions significantly affect the shape and
length of the eddies in the transverse direction
for a computational domain of a smaller
length, and a certain anisotropy is observed.
Eddy structures that are large-scale in the
transverse direction are observed at W/ H= 1
in the instantaneous fields of SGS viscosity
given above (see Fig. 2, ¢, d). It is impossible
to reproduce such eddies in the numerical
solution in simulations with a computational
domain of a smaller transverse size, which
leads to noticeable changes in the averaged
fields.

Even though the structure of the averaged
flow depends on the size of the computational
domain in the standard case with W/H= 1/6,
it reflects all the characteristic features of
the given flow, namely: the propagation of a
near-wall turbulent jet, the development of a
mixing layer and the formation of large eddy
structures governing the flow as a whole. Thus,
the computational results on the influence of
the grid and the inlet boundary conditions
obtained at W/H= 1/6 can be extended to all
of the situations considered.

Conclusion

Eddy-resolving WMLES approach was used
in this study for numerical simulation of turbulent
air flow in a room ventilated by a 2D air jet
supplied from a slit located under the ceiling with
the Reynolds number Re = 5:103. The problem
was posed in a periodic statement describing a
quasi-two-dimensional flow in a room strongly
elongated in the transverse direction. The
calculations were carried out in the ANSYS
Fluent general-purpose CFD code, providing
second-order spatial and temporal discretization.

The dependence of the solution on the
grid was analyzed in a series of calculations
performed on grids with the linear size of a
cubic cell ranging from 6 to 16 mm; a baseline
grid with a linear cell size of 12 mm was found
acceptable. Estimates of the Kolmogorov
scale revealed that the minimum values of
the Kolmogorov scale in the mixing layer are
locally about 20 times smaller than the linear
cell size for the standard grid.

We have found that using a synthetic
turbulence generator for imposing the inlet
boundary conditions has practically no effect
on the description of the general air circulation
in the room, including the level of velocities in
the backflow zone.

We have established that the length of
the computational domain in the transverse
direction noticeably affects the calculation
results if W/ H <1. In case of calculations in the
region with the length W/H > 1, the averaged
structure of a quasi-two-dimensional flow is
reproduced correctly in a room elongated in
the transverse direction.

The study was supported of the Program
for Increasing the Competitiveness of Leading
Universities of the Russian Federation (Project
5-100-2020).
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Canxm-Ilemepbype, Poccuiickas Pedepauus.

195251, Poccuiickas @enepanus, r. Cankr-Iletepoypr, [loaurexuudeckas yi., 29

zasimova_ma@spbstu.ru

MNBAHOB Huxkoxaaii I'eoprueBny — xaundudam usuxo-mamemamu4eckux Hayk, doyenm Boicuet
WKOAbl NPUKAAOHOT Mamemamuiky u evivucaumensvroli guzuxku Cankm-Ilemepbypeckoeo noaumexuuue-
ckoeo ynusepcumema Ilempa Beauxoeo, Cankm-Ilemepoype, Poccuiickas @edepauus.

195251, Poccuiickas @enepanus, r. Cankr-Iletepoypr, [loaurexuuveckas yi., 29

ivanov_ng@spbstu.ru

MAPKOB Jleremun — PhD, douenm Coguiickoeo mexruueckoeo ynusepcumema, . Cogusi, boaeapus.
1000, bonrapus, r. Codus, oyabBap KinumeHnra Opxujackoro, 8

detmar@tu-sofia.bg
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