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In the article, a basic mathematical model of new information dissemination in the society
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ordinary differential equations with square nonlinearity in the right parts. Two stationary solu-
tions furnishing quite logical interpretation for this system were found. Two areas with various
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MOAEJIb PACMPOCTPAHEHUA HOBOW
AHD®OPMALIUAN B OBLLECTBE

C.B. Tumogpees, A.l1. Cyxodonos
BaiikanbCckuil rocyAapCTBEHHbIN YHUBEPCUTET,
r. UpkyTck, Poccuiickas depepauus

B cratee cTpomTcd M mcciiemyeTcst 6a3oBass MaTeMaTHM4ecKas MOZICIb PacIpOCTPaHECHMUS
B obuiecTtBe HOBoi mHpopMmauuu. [lpennaraemass Mojeib NpeacTaBieHa CUCTEMON YeThbIpex
OOBIKHOBEHHBIX TU(M(depeHINATBHBIX YPABHEHUN ¢ KBaIPaTUIHON HEJIMHEHHOCTHIO B TIPABBIX
yacTsax. Jljiss JaHHOI CHUCTeMbl HaiiIeHbl OBa CTALMOHAPHBIX pEILIeHUs, IOIyCKaloLlue
BIIOJIHE JIOTMYHYIO MHTepIipeTalnuio. B mpocTpaHCTBe mapamMeTpoOB CHUCTEMbl BbIACICHBI IBE
00J1acTH, B KOTOPBIX CTallMOHAPHBIE pellleHUs 00J1aaatoT pa3HbIMU cBoMcTBaMU. C TTOMOIIIBIO
KauyeCTBEHHBIX METOIOB Teopnu IMddepeHINaIbHBIX YpaBHEHWI W3Y4YeHBI TJIOOAJTBHEIC
cBoiicTBa (Ha30BOTO TIOPTPETa ITOCTPOCHHOW IWHAMMYECKO CHCTeMbI. DTO ITO3BOJIMUIIO
BBIIEJINTL HECKOJIbKO BO3MOXKHBIX CIIEHAPMEB pPacIpoOCTpaHCHHUs HOBOII WHMopMamum B
o0I1IecTBe.

KaioueBbie ciioBa: pacrpocTpaHeHUe HOBOU MHGpOpMaLUK, CTALlMOHAPHOE PELIeHUE CUCTEMBbI,
WHBAapUAHTHOE MHOXKECTBO, aCUMITOTUYECKAST YCTONINBOCTD

Ccbuika mpu uutupoBanmm: Tumocdee C.B., CyxomonoB A.Il. Moaenb pacnpocTpaHEHUs
HoBOIl MHMopmanuu B obuiectBe // Hayuno-texumdyeckue Bemomoctu CIIOITTY. ®dusuko-
MaremaTudyeckue Hayku. 2019. T. 12. Ne 4. C. 119—134. DOI: 10.18721/JPM.12412
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Introduction

Mass media have a great influence on all
spheres of society, playing a major role in shap-
ing the public opinion. Every day people receive
huge amounts of new information affecting their
choices and preferences, regardless of whether
the media are perceived as a source of news, edu-
cational information, entertainment, or simply as
a means to keep in touch with the external world.

There is clear movement towards the so-
called information society. For example, this
phenomenon has already been given a definition
within Russian legislation. According to Article
3 of the Strategy of the Information Society
Development in the Russian Federation for
2017-2030, the information society is a society
where information, its applications and access to
it fundamentally affect the economic and socio-
cultural aspects of life!. Thus, information and
knowledge are the main resources in this type of
society [1]. The mass media play an increasingly
pivotal role in shaping public opinion and con-
sciousness. They are the original source of news,
providing the latest information from anywhere
in the world, sometimes in real time. People are
well within their right to trust or mistrust the in-
formation disseminated by journalists and their
assessments of what is happening. In the age
of advanced information technologies, any news
can be distributed in the society or its segment.
Modern technologies for influencing the public
consciousness through mass media can be used
with equal success for unifying and stabilizing
the society or for alienating and destabilizing it.
The decisive factors are the goals of those initi-
ating the information impact and the potential
of the objects of this impact, either willing to
accept these goals or to protect themselves from
external pressure [2]. Success in introducing a
new concept in society largely depends on the
positions of influential mass media capable of
shaping the public opinion (on the one hand),
and the subjects of society, such as expert com-
munities or executive bodies, capable of using
mass media to cover alternative viewpoints and
promote their own concepts in society (on the
other hand) [3]. This informational confronta-
tion is characterized by common factors; there-
fore, formalizing and studying the patterns gov-
erning this process is a challenging issue.

! On the Strategy of the Information Society Development in
the Russian Federation for 2017-2030. Decree of the President
of the Russian Federation of May 9, 2017 No. 203 // Collected
legislation of the Russian Federation. 2017. No. 20, Article
2901.
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Construction of the model

We have constructed and analyzed the basic
mathematical model for dissemination of new
information in society. We should note that the
model proposed is fairly generalized and should
be further refined. However, even in this form
it allows to combine the factors required for
promoting news information into a system and
may be useful for studying the overall picture.

We assume that the main factors for
dissemination of new information are the
following quantities, depending on the
time # N(7), C(9), A (1) and i(f). They express
the following concepts:

N (News) is the amount of news
information (different kinds of messages)
contributing to dissemination of a new concept
in society (or a segment of society);

C(?) (Censorship) is the number of entities with
their own information resources in the structure
of society (or a segment of society) interested in
preserving previously adopted concepts;

A(f) (Alternative view) is the amount of
information (different kinds of messages)
hindering dissemination (including on behalf
of agencies of censorship) of a new concept in
society (or a segment of society);

i(f) (index) is a relative characteristic for
acceptance of a new concept at time ¢,

/

i=1->—,

*

where I, %, is the characteristic of society fully
accepting a certain idea, which is replaced by
a new concept; I, %, is the corresponding
characteristic for acceptance of this idea in
dissemination of a new concept.

Evidently, i = 0 before dissemination starts,
and i = 1 as the new concept is fully accepted.

Let us construct the corresponding relations
for the model. The first equation describes the
dynamics of the number of messages N(f) in
mass media:

dN = PBNdt —yANdt.

The expression dN on the left-hand side
corresponds to the numerical change in news
information promoting dissemination of a new
concept in society over the time interval dr.
Non-negative parameters p, y characterize the
intensity of information dissemination through
mass media and the likelihood that the impact
of the message is neutralized by an alternative
point of view presented, respectively. Dividing
the ratio by df, we ultimately obtain the equation
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dN
= BN —vAN. 1
7 BN -7 (1)

The next equation describes the response of
different censorship agencies to new information
emerging, related to dissemination of new ideas
in society. It is assumed that the administrative
resource in the amount of C, is always used
to support concepts in the social environment.
Therefore, as new information is disseminated,
the activity of information protection agencies
C and, accordingly, the numerical value of the
resource may change compared with C,:

d(C—C.) = aANdt —(C - C,)dt.

The non-negative coefficient o characterizes
the reaction to the intensity of the confrontation
of alternative viewpoints; the positive parameter
u is the coefficient equal to the reciprocal of the
time that the additionally established agencies
operate.

Given that d(C — C,) = dC, we obtain:

dC
—=adN-p(C-C.).
7 B ) 2)

The third equation is used to calculate the
balance of the number of alternative news as
an opportunity for society to influence the
dissemination of a new, unfamiliar concept
through mass media. It is proposed to rely on
the following ratio:

dA = pCdt —yANdt — \Adt, 3)

where dA is the number of current news ap-
pearing in the information environment as an
alternative to news N in the time interval df;
the first term pCdt on the right-hand side de-
scribes the news produced in dt, while p > 0 is
the average rate of news from one information
agency C; the second term nyANdt describes
the decrease in the number of current news due
to targeted impact on news N for dt, n > 0 is
the average amount of news information A4 for
neutralizing the effect of message N; the third
term AAdt describes how the news information
is forgotten in dt, A > 0 is the coefficient in-
versely proportional to the time in which infor-
mation is forgotten.

Dividing the ratio (3) by dt, we obtain the
equation

A
— =pC —nyAN —)\A.
i pL —m.

To characterize the acceptance of a
new concept, let us consider the following
equation:

di .
—=0oN —-woi. 4)
dt

Eq. (4) indicates that the rate by which the
acceptance of a new idea changes is proportional
to the amount of new information N with a
proportionality coefficient ¢ > 0 given the
inertia and suspicion towards new information
with the corresponding coefficient describing
how the acceptance of the old concept is
restored, o > 0.

As a result, we obtain the following system
of nonlinear ordinary differential equations:

dN
=~ =BN —yAN,
= BN —v.

ac =aAN —u(C-C,),
dt

®)
dA
— =pC —nyAN — A,
r p ny.
ﬁ=c5N—o)i.
dt

From now on, we shall write system (5) in a
form that is more convenient for analysis:

dC
= —adAN-pu(C-C.),
7 r( )
ﬁ=pC—(K+nvN)A,
dt
AN (6)
= = (B-yA)N,
= (B—7v4)
£=GN—O)Z'.
dt

Let us combine this system of equations (6)
with the initial data at 7 = 7.

Cl1y)=C, 20, A(t,) = 4, 20,

N(t,)=N,=>0,i(t)) =i, >0, M
We shall define the system of equations
(6) with initial conditions (7) as the basic
mathematical model of propagation of new
information in society.
Since system (6) is autonomous, we take
t,= 0; the functions C(7), A(7), N(?), i(7) are
assumed to be continuous in their domain.
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Analysis of the model

Statement 1. If for all t > 0 there exists a
solution to system (6) with initial conditions (7),
then the set

={(C,4,N,i)e
eR4:C20,A20,N20,i20}

is invariant for this system.

Proof. Indeed, it follows from the third
equation of system (6) that the following
condition holds true for > 0

N(¢) = Ny expl j (B—yA)dt] > 0.

This condition preserves the function i(7)
non-negative with # > 0. In fact, if N(#) = 0,
then

i(t) =i, exp[-wt] = 0.

If N(¢) > 0, then i(7) > 0 near the point ¢ =
0. Indeed, if i, = 0,
di
Z'f*: oN >0,

i(f) increases in the vicinity of # = 0.b
Then, due to continuity, i(f) becomes
negative if there exists a point 7= 7, > 0, where

di

—,.<0.
dt

i(t1) = 0;

t=t

But this is impossible, since
di
dt

=oN(t,)-wi(t,)) =cN(t,) > 0.

=1

Similarly, it is easy to prove that functions
C(f) and A(f) are non-negative with initial
conditions (7).

Statement 1 is proved.

Corollary 1. If C,> C, for the conditions of
Statement 1, then the inequality C(t) > C, is
satisfied for all t> 0.

The solution of system (6) is non-negative,
which corresponds to the meaning of the
described process, since the variables of the
model are interpreted as quantities whose
values cannot be negative.

Similarly, it is easy to prove [4—7] that system
(6) has unique, infinitely extendable solutions,
continuously depending on parameters.

System (6) admits two stationary solutions:
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c.
X, =(C., A, N,.i)=(C, p

Ist> “71st? Lst>

0,0);

XZst = (C A N2st’ lZst)’

2st> “ 725t

where

_arAp-nw’C. B

ylop—pmy) Ty
_b@B-veC) . _onB-vpC)
O Blap—mmy) T of(ap—pny)

2st

Let us select two regions in the system pa-
rameter space, where X e R, i=1, 2

C.>AB, C.<AB,
o :{vp B 5 :{vp B
uny > op, uny < ap.

Interpretation: Here X can be defined as
the state of society in which a certain concept
dominates. The administrative resource C, with
the necessary amount of information pC,/A in
mass media is used to support the concept in
society. X, is characterized as a state of society
where the familiar old concept and the new
concept (represented by their shares) coexist,
and the relative characteristic of acceptance of
new ideas i, has a positive value.

To study ‘the stability of stationary solutions
of system (6), we linearize it in the vicinity of
stationary points X, i = 1, 2, and analyze the
characteristic equation of the system of its first
approximation:

- k (X’stt (x‘Ai.ct O
-k —nyd. 0

W(k) — p ny st — O’

0 Ystt 55—k 0

0 0 c a,, —k
where

ay =—W,ay = Ny =N,
a B yAzst ’ =-O.
For /Ylsr: (Clst’ Alst’ let’ lsr) we have

Wl(k):( ](k+k)(u+k)(m+k)=0.

For X, = (C,, A,, N.

250 7250 258 2st 2

W, (k) = (0+k)(k +ak> + bk +¢) =0,

respectively,

where
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a=p+nyN,, +A,

b=pMmyN,, +X)—(ap+nyB)N,,,,
c=BN,,(op—pny).

Statement 2. The stationary solution X, of
system (6) is asymptotically stable in the param-
eter domain Q,, and the solution X, , is unstable.

Proof. The roots of the characteristic
equation for the stationary solution X, have the
following form:

®)

k=-0<0,k, =—n<0,
k3: pr*
A

However, k, < 0 in the parameter domain
Q,. Therefore, the roots of W (k) are negative,
which actually means that the solution X is
asymptotically stable in the linearized system
and, therefore, in system (6).

For W,(k) in the parameter domain Q , the

free term
¢ =BN,, (ap—pny) <0,

which means there is a positive root for
the corresponding characteristic equation.
Consequently, the stationary solution X, of
system (6) is unstable.

Statement 2 is proved.

Statement 3. The stationary solution X, of
system (6) is unstable in the parameter domain
Q,, and the solution X, is asympiotically stable
under the additional condition ba — c¢ > 0.

Proof. The roots of the characteristic
equation for the stationary solution X, have the
following form:

ki =—0<0,k, =—pn<0,

vpC.
—

However, k, > 0 in the parameter domain Q,.
Thus, there is a positive root for W,(k), and,
therefore, the stationary solution X,  of system
(6) is unstable.

We have k, = —wo < 0 for W,(k). To study the
remaining roots of the characteristic equation,
let us consider the polynomial

P(k)=k> +ak® + bk +c

with coefficients from expressions (8).
Since

ky, =

a=p+nyN,, +A>0,

2st

¢ =pN,, (ap—uny)>0

in the parameter domain Q,, then the condition

ba—c>0 )

of Statement 3 implies that b > 0. Along with
condition (9) itself satisfied, the Hurwitz
criterion [8] can be used to conclude that
all real roots and real parts of complex roots
of the polynomial P(k), and, therefore,
the characteristic equation W(k) = 0, are
negative. Thus, the stationary solution X, is
asymptotically stable in the linearized system
and, therefore, in system (6).

Statement 3 is proved.

Remark 1. Notably, the variable i(f)
appears only in the last equation of system (6),
therefore, it makes sense to carry out analysis
only for the system

dcC
= =gAN -p(C-C,),
% u( )

(10)
dA
Ao y
= pC—(A+nyN)4,
dN
7—([3 YA)N,
C(t,)=C, >0, A1) = 4, >0, D
N(t,) =N, >0,

extending the conclusions and results to the
variable (7).

Stationary solutions of system (10), (11)
have the form:

C.
lst ( 1st> lst’ lst) (C p )’

XZS[ 2st b AZst’ NZYt)

:(MB—nw C.p u(m—vpc*))
v(ap—pmy) "y Blap—pny)

Analysis of model (10), (11)
in the parameter domain Q .

The properties of the auxiliary two-
dimensional system of differential equations are
largely used for analysis of three-dimensional
system (10), (11)

A
%=pC—(7»+nvN)A,

aN (12)

—= =(B-v4N,

obtained from subsystem (10) at a = 0 and
C()=C,at t>0.
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Interpretation. This system (12) simulates
a situation when the information protection
agency do not respond to new information
introduced, assuming the previously required
amount of administrative resource to be
sufficient for supporting familiar concepts and
neutralizing the reaction to new information
appearing in mass media.

Evidently, system (12) has unique, infinitely
extendable solutions continuously dependent
on parameters, and the set

R} ={(4,N)e R :420,N >0}

is invariant for system (12).
System (12) has the following stationary
solutions in the parameter domain Q :

C*
let - (Alvt’ Nl?t) (p}\l ’Oja

2st_(A2st’N23‘t) (B MJ
Yy Bny

lying in R?,, where X| _is a stable node, and X,
is a saddle.

Using well-known techniques for qualitative
analysis of two-dimensional systems of differential
equations [9] and the result of Theorem 4.1 given
in [10], we constructed and studied the phase por-
trait for the trajectories of system (12) (Fig. 1).

Based on construction and the studied
properties of the trajectories, we can identify
for this phase portrait the following areas of the

subspace R%:
le{(A,N)eR2 %S oo,OSNSNM},

B<A<oo szSN<°O}
Y

Four separatrices adjoin the saddle point X,
of system (12) in the parameter domain Q: sta-
ble p(#), q(¢) and unstable r(7), s(f); in this case,
pe(eQ,q(eQ,withr>0,and p(7), q(t) —
X, with 1 — + o0, (1) € Q,, 5(1) € Q, and (1), s(1)
— Xm with 7 — — . Q,, Q, are invariant sets
with respect to system (12). The curve com-
posed of stable separatrices p, g of the saddle
X, is the boundary of the domain of attraction

ofsthe stable node Xm.
116

Since analytical description of the curves
representing the separatrices p(f) and g(7) is
difficult, the proposed statement gives the fol-
lowing estimate of the domain of attraction X,
whose equivalent is given below for system (10)

Statement 4. Let us give the sets

Ql* :Ql \{XZSt}:
Q;={(A,N)EQ2 :OSA<E,
Y

&)
pC.y pC.

The set Q= QU (O, in the parameter domain
Q, is the estimate of the domain of attraction of
the asympiotically stable stationary solution X,
of system (12).

Proof. Since Q]is an invariant set of sys-
tem (12) lying in the domain of attraction of
the stable node X , it follows from the fact
that X, = (4,, N)) € Q] that X(z, X)) ¢ O, for all
t>0, and X(z, X)) — X at t — +oo.

Let us prove that if

X, =(4,Ny) €0,
then there is a point in time 7 when
X(t*’XO)EQ:'

Let N = N(A) be the integral curve of the
differential equation obtained from system (12):

AN __ BN
dA pC.—(A+myN)4

0<SN<N,, exp(

N), (13)

and G = G(A) the solution of the equation

&G __ B-G G
A~ pC-(rmyNy 4 pc. Y

Obviously, for any point (4, N) € Q,,

BN
S(4, N)<pC*

therefore, in accordance with the Chaplygin
theorem on differential inequalities [11], if

N(4,) <G(4,),
(4y, N(4y)) € O,,
(4y, G(4)) € O,
then,
N(A) < G(A4)
for those A > A, for which (4, N, (4)) € Q.
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Fig. 1. Phase portrait of system (12)

Let G(0) be a point on the axis ON, starting
from which the curve G(A) passes through the
point (4, , N, ). It follows from Eq. (14) that

G(A4) = G(0) exp[B—g],

*

251

therefore, if G(A 2w = N 2 then

GO)=N,, exp( _g J

*

Based on the Chaplygin theorem, any
integral curve of equation (13) falls into the
set @, with increasing A4 if N(0) < G(0), and,
therefore, tends to the stationary solution X, .
Thus, each point of the set O, belongs to the
domain of attraction X, , and the set 0 = Q" U
0, is its estimate.

Statement 4 is proved.

Interpretation. Fig. 1 is a clear illustration of
the situation evolving in the absence of proper
attention to information leaks. If there are few
messages about the new concept in mass media
or the reaction of society to them is weak, the
initial administrative resource may be sufficient
to prevent new ideas from entering the public
consciousness. However, if there is a substantial
amount of new information, the traditional
activity of information protection agencies
may not be insufficient for neutralizing the
public reaction. Without coordinated response
from mass media, the new concept becomes
dominant in society, because, as evident from

Fig. 1, not every reaction to suppression of a
new idea leads to success.
Turning now to system (10), (11), we obtain
a similar result. Let us prove the theorem.
Theorem 1. The set D= D, U D, of the phase
space {C, A, N} of system (10) in the parameter
domain Q,, where

D,={(C,A,N):C,<C<w,

ESA<00,0SNSN*},

Y
D, ={(C,4,N):C.<C<0,0< A<D,
Y
2
OSNSN*exp{iJeXp(B_AJ ,
NFM,
Bny

is the estimate of the domain of attraction of an
asymptotically stable stationary solution X, of
system (10), (11).

Proof. It follows from Statement 4, the
first and third equations of system (10), (11)
that the set D, is invariant.

D,={(C, 4, N)edD,: N =0},

where 0D, is the boundary of the set D, is also
obviously invariant for the solution of system
(10), (11), and if
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X, :(CovAosNo)eas

then X(7, X)) —X, with t — +oo, since system

(10) is given by linear equations on the set D,
dC dA
—=—w(C-C,),—=pC-2A,
dt dt (15)

N(t,X,)=0,

for which the singular point X, is globally
uniformly asymptotically stable.

Let X, e D/ \D,, aX(t, X)) be the solution
to system (10), (11) starting at X;. According to
the third equation, the inequality with t > 0 for
the component N(z, X)) of the vector X(¢, X)),
and only at an isolated point on the time semi-
axis [0, «), where

C(t,XO):C*,A(t,XO):E,
Y
N(t,X,)= N..

Since the point (C*, E, N*J eD,
Y

is not singular for system (10), (11), there exists
such a point in time 7, > 0, when we have N(,
X)) < 0 for all #>¢ _, for the non-negative
function N(z, X). But then

lim N(t,X,) =0,

t—>+0

and, therefore,
X(t, X)) > D,at t — +oo.

It follows from the theorem on continuous
dependence of the solutions of system (10),
(11) on the initial data (see [12]) that

X(t, X)) =X, , with t — oo,
since every solution of system (15) has this
property.

Let us consider the behavior of the trajectory
of system (10), (11) on the set D,. According to
the above, when

X,eD,: C=C,

we have C(7) > C, for all > 0.
Let us consider a system of two equations:

dN,
=(B-=vA)N. 16
7 B-v4)N,, (16)

dA
7; =pC(t)—(A+MmyN)) 4,
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which is equivalent to the equation
dN, _ (B-v4)N,
dd,  pC(1) —(A+myN))4,

(17)

It follows from Egs. (17) and (13) in the
region D, that

(B—v4 )N <
pC() —(A+myN )4
(B-—v4)N

" pC—(A+MyN )4

It follows from the Chaplygin theorem
on differential inequalities [11] that if only
N,(0) < N(0), then the inequality N (7) < N(?)
holds true for all > 0 in the set D2 for systems
(16) and (12). Therefore, if X, ¢ D, for system
(10), (11), then the solution X(t, X)) € D, for all

A< E However, since the derivative A(7) > 0

in the set D), and the variable C(7) is bounded,
then X(z, X)) falls into the region D, in a finite
period of time. Therefore, if X € D, then any
solution

X(t, X)) =X, , with 1 — +oo0,

if only X € D.

Theorem 1 is completely proved.

The following stronger theorem holds true.

Theorem 2. Let system (10) be given, whose
parameters belong to the domain Q,. Then for the
unstable stationary solution X, , there is a sepa-
ratrix surface W, which is the exact boundary
of the domain of attraction of the asymptotically
stable stationary solution X ..

Proof. Indeed, since the parameters of sys-
tem (10) belong to the region Q, a stable sep-
aratrix surface WA(X, ) passes through the un-
stable stationary solution X, . Then, confirming
that conditions A1—A3 of Theorem 4.1 given in
[10] hold true, we obtain the result formulated
in the theorem.

Theorem 2 is proved.

Interpretation. The results obtained indicate
that with the relations given for the system pa-
rameters in the space {C, 4, N}, there is a re-
gion from which the system tends to the steady
state X, . In this state, the society (or its seg-
ment) is completely dominated by the familiar
old concept. Therefore, a trajectory falling into
the described domain can be achieved, theo-
retically, at any moment in time, by carefully
controlling the system parameters.
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A=B/y

Fig. 2. Set G (see Eq. (20)) in phase space of system (10), (11)

Analysis of system (10), (11)
in the parameter domain Q,

According to Remark 1, system (10), (11)
is a reduction of system (5), (6). Therefore,
by virtue of expression (3), the stationary
solution X, st of system (10) is unstable in the
parameter domaln Q,, and the solution X,
asymptotically stable pr0v1ded that addltlonal
condition (9) holds true. It is of interest to
study the domain of attraction for the stationary
solution X, _of system (10), (11).

Let us consider a surface in the space
{C, A, N}, where A(?) is equal to zero:

C A
N=P=_~ (18)
mA ny
We introduce an additional relation:
pC.(pa+nPy)—Anp+p)=0 (19)

and consider the following set (shown in Fig. 2):
:{(C, A, N):0< N <p(C-C,),

20
A,<A< oo} 20)
where
p—const:}'l (P =pCPy) <p <P
pC.a np

Fig. 2. Set G (see Eq. (20)) in phase space
of system (10), (11)

Statement 5. Let condition (19) be satisfied
for system (10), (11) in the parameter domain
Q,. Then the set G is invariant for this system.

Proof. Let us find the direction of the vec-
tor field on the surface N = p(C— C,), defined
in relation (19).

Scalar product of vectors

—[a—N;a—N,—lj=< L0;- 1)
dC dA
and

o _(dC a1 av)

dt dt’ dt’ dt

has the form
p(C-C) [(op + )4 — (n+B)].
This expression is greater than zero for

As BB 7
op +vy

which means that the trajectories of the system,
given such A from the plane

N=p(C-C%),

fall in the set G. However, 4, < A in this set.

In other words, COIldlthIl A < A, should
be satisfied for the set G to be invariant. But
given p from expression (20), the condition
holds true only if relation (19) is satisfied (see
Remark 2 below). The vector field on some
part of the plane A = A,  belonging to the set G
is directed inside this set, since, given that N >

0, the inequalities hold true
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—l ., >p(C-C,)—/8—>0.
77 | p( ) i

Therefore, all trajectories of this system from
the boundary 4 = A4, fall in the set G. Since
the plane N = 0 is invariant, the trajectories
cannot fall to this plane from the set G (the
theorem on uniqueness is violated otherwise).

Statement 5 is proved.

Remark 2. The restriction that the
parameter p be bounded from below follows
from the fact that the inequality 4 < A,  holds
true only for

pA+(AB—pCPy) _ p.
pC.o

The restriction that the parameter p be
bounded from above is required later in
Statement 6. _

If p, condition A < A4, from expression (20)
is indeed satisfied only with relation (19). The

expression %+ (B pCpy)
+ - *
g+ -t =0,
np pC.a

q € (0;1)
describes the interval

(MM(?LB—pC*BY) P j
pC.a np
Then, provided that condition A < A,

pe[w(w—paﬁy)ij
pC.o np

takes the form
gp’C.a+ (1= gmPBlur + (AP —pCy)]+
+pC.nPy > AnP(u+p).
This implies the inequality
(g -D[p’Cooa—nB(ur +AB—pCy)]+
+pCnPy +p’Coo—AnB(u+p) >0,

which is equivalent to the inequality satisfied
qlpC.(pa+nPy)—AnP(n+p)]> 0.

Statement 6. Let condition (19) be satisfied for
system (10), (11) in the parameter domain Q,.
Then the trajectories of this system are bounded
on the set G.

120
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Proof. Let us prove the statement in two
stages.
Stage 1. Let G, be a subset of G, where

A4,<A< E
Y
Let us confirm that the trajectories of the

systems are limited in the subset G,.
For this purpose, let us consider the plane

ad-C+b=0 21
with the normal n, = (- 1; a; 0). Let us select
the coefficients a, b > 0 so that plane (21) in-
tersects the subset G,. Let us consider the vec-
tor field on this plane in G,

4 _(dC da v

dt dt’ dt’ dt
of system of equations (10). Namely, let us find
the part of plane (21), where the scalar product

of the vectors n, and dX/d is greater than zero.
This product has the form:

w(C—-C,)—aAdN +apC -
—alA —anyAN >

>p(C—C*)—ocEN+
Y

+apC —aid - anyE .
Y

Given this estimate and equation of plane
(21), the scalar product is guaranteed to be
positive with

N M@ptu-d) o y(uC —abp)
Plany +a.) Blany +a)

Let us find the ratio for which this product
is greater than zero at any point on plane (21)
from the subset of the G,. For this purpose, let
us find the intersection of the plane

N=p(-C)

with plane (21). The equation of this straight
line has the form:

N=pad +pb-pC.. (22)

If the coefficient at 4 in the equation for line
(22) is less than the corresponding coefficient
of the line

yod@ptu—4)  y(uC —abp)
Pany+a) Pany+a)

(23)
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f(a)

Fig. 3. Plotted function f{a)

then it is possible to find such a constant b
in Eq. (21) that straight lines (22) (23) will

intersect at point 4 and with the condition

4, <a<B
Y

the vector of system on the plane (21) in the subset
G, will be co-directed with the vector n, from the
plane (21). This will mean that for any trajectory
from the set G with the condition (24) there is a
“partition”, which does not make possible for it
to extend to infinity on the subset G,.

It remains to prove that it is always possible
to select a such that for the the relationship

<v@p+u—%)
Blany +a)

24)

will hold true for the coefficients with 4 in
equations (22), (23).
Qualitative behavior of the function

(ap+un—»1)
f(a)="L32PTHA)
Blany +a)
is shown schematically in Fig. 3. It is evident
from its analysis that there exists any
0<a<ow:fla)>p

for p < p/np.
Thus, after falling into the set G with the

condition (24), the trajectory of system (10),
can extend to infinity, if only it crosses the
plane A = B/y.

Stage 2. Beginning in the subset of set G,
where 4 > B/y, trajectory also cannot extend to
infinity. Actually, with A > B/y it follows from
the third equation of system (10) that N(z) < 0.
Therefore, if we rely on the reasoning similar
to that used to prove Theorem 1, it is possible
to confirm that the relationship

lim N(¢,X,)=0

t—>+0

holds true for the component N(z, X)) of the
vector X (¢, X 0 only if X belongs to this subset.

In other words, the trajectory of system for the
final time interval falls into the sufficiently small
neighborhood of the plane N = 0. However,
there are no solutions which become infinite
on this plane. Therefore, the theorem about the
continuous dependence on the initial data (12)
guarantees that the trajectory on this subset also
cannot extend into infinity. Consequently, if we
assume the existence of this trajectory, then it
must fall in G, via the plane 4 = B/y

Stage 3. The reasoning of the previous stages
makes it possible to draw the conclusion that if a
trajectory which becomes infinite is located in the
set G, then it must intersect the plane 4 = B/y an
infinite number of times. Suppose that such a
trajectory exists. Let us note in this case that in
view of expression (18), the intersection of plane
A = B/y towards the decrease in A(?) occurs with

because the straight line
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NoPC_ M

np  ny

is the intersection of surface (18) with the plane
A= B/y (see Fig. 2)) and with N<p (C — C)).
Because p < p/nB, the straight lines

N=PC_* N_pic-C)

intersect at the endpoint of plane A = B/y. In
this case a precompact set

S:{(C,A,N)EG:A:%

E—L<N<p(C—C*)}
np ny

is formed in the set G.

Let us compose a sequence {x,jof such in-
tersection points of the trajectory of plane
A = B/y, from which let us isolate a converging
subsequence. Let us denote its limit as x*. Then
the trajectory falls from the point x"into the
subset G, where A < B/y, from where, accord-
ing to what was proved during the ﬁrst stage,
it intersects the plane 4 = B/y towards an in-
crease in A(z) at the endpoint.

As a result, there is contradiction with the
assumption that the trajectory becomes infinite.
Consequently, all given trajectories of the sys-
tem are limited in the set G.

Statement 6 is proved.

Theorem 3. If condition (19) is satisfied for
system (10), (11) in the parameter space Q,, the
set G, determined by expression (20), is the esti-
mate of the domain of attraction of the asymptot-
ically stationary solution X,

Proof. Let us give a Lyapunov function on
the set G (recall that it is invariant according to
Statement 5):

V(X,t)=yAN —BN —y[ AN dx.

0
By virtue of system (10), (11), its derivative
has the following form:

I./(X,t):yNAﬂ(;‘lN—BN—y;‘lN:
= N(yA-B) =—(B—y4)’ N <0.

Let us prove that the function WX, ?) is
bounded from below. The term yAN — BN is
bounded from below because the trajectories
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of the system are limited on the set G. The last
term of function V(X, t) on a set where 4 < 0
is positive. On a set where 4 > 0 , the term can
be estimated thus:

—yj‘/i Ndt> —yj/i N, . dt=
0 0

LA~ A0)]2
Z max 14\1‘18)( + meax A(O)

Therefore, the function VX, 7) is bounded
from below. Obviously, the derivative V(X, ?) is
also bounded from below. Thus, according to
Statement VIII.4.7, given in (13), it is possible
to claim that

(X, £) with ¢ — + oo.

This means that the trajectory of the system
tends to its w-limit set

M, eMz{(C,A,N)eG:A:%}.

According to the property of w-limit sets for
autonomous systems, M, is invariant by virtue
of system (10), (11). However, M, is only
invariant on the plane A = p/y when M = {X,_}.
Therefore,

X(t, X)) — X, with  — + .

Thus, G is the estimate of the domain of
attraction for )(2 .
Theorem 3 is proved.

Theorem 4. Let the condition (19) and the

relationship
poL—uny >pny. (25)

be satisfied for system (10), (11) in the parameter
space Q,.
Then the entire space

={(C.4.N)eR*:C20,420,N >0}

is part of the domain of attraction of the
asymptotically steady stationary solution X, .

Proof. Let us confirm that all trajectories
which originate in R*, fall into the set G, from
where, according to theorem 3, they tend to
the statlonary solution X, with f — +oo.

The right-hand side of the equation for C(2)
of system (10) guarantees that a trajectory with
the initial data from R* falls into the invariant
subspace, where C(#) > C, Therefore, let us
consider in this subspace. Let us break it into

two subsets:
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={(C,A,N)eR :C=C., 4= 4,,},
T,={(C,A,N)eR :C2C.,0<4<4,,}.

Let a point in the trajectory be located in 7\ G.
Then, for a certain number g > 0, this point,
according to relation (21), lies on the plane

N=p(C-C,) +gq.

Consequently, trajectories from this plane
fall into the set G, or into the subset 7, Let us
prove now that all trajectories from 7, fall into
the region where

Nka

np ny

(see Fig. 2) and, therefore, 4 > 0.

Let us give a function V;, = 4 in the subset 7,
and consider the sign of its derivative, taking into
account the properties of system (10) on the surface
V(X)) = 0. In view of expressmn (18), we have:

V — 4 = pC m/NA—
C A
(p - ](pa uny —pny +ny’4) +

+puC, —ApA.
If relationship (25) is fulfilled in the subset 7,
Vi, (X) > 0.
X:Vp, (X)=0
If V;,(X) <0 in a certain part of the space
T,, the study of the sign of the derivative of
Vp(X) is reduced by virtue of system (10) to

calculating the sign of the derivative on the sur-
face V;, (X) 0, since

V. (X) —d =pC-0A-

X:Vp, (X)<0

—ny];/A—nyfi N2>

This means that all trajectories from 7, fall
into the region where 4 > 0 and, therefore, also
into the region G, from which they tend to the
asymptotically stationary solution X,

Theorem 4 is proved.

Interpretation. In this section we have
obtained the relations for the parameters of the
systems characterizing the readiness of society
together with the existing concept to accept
new ideas. Therefore, any new idea which was
appeared in the media finds response. Over
time, old and new ideas come to co-exist with
their shares of acceptance in the society.

Conclusion

The study carried out allows to formulate
the following main results.

1. We have found the generalized factors
and patterns describing how new information
propagates in society, constructing a basic
mathematical model for the dissemination of
new information. The obtained model is the
system of four ordinary differential equations
with quadratic nonlinearity in the right-hand
sides.

2. Using methods of qualitative analysis, we
considered the global properties of the phase
portrait of the constructed dynamic system.

3. We have given an interpretation of the
key findings, allowing to isolate several possible
scenarios of the course of events and to
influence them.

The results obtained in this study continue
the systemic studies started in [14] and further
developed in [15—18]. Our focus was the
study of media systems as one of the most
important and high-speed dynamic systems.
Mathematical methods are fundamental tools
making it possible to carry out in-depth media
studies with novel scientific value. Methods
of nonlinear dynamics provide the means for

. . . comprehensive analysis of the structure and
2pC-—myNA=Vr(X) >0. properties of processes in the mass media

Xi¥ (X)=0 system.
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