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The comparison results of different methods of detector’s distortion elimination have been
presented. The following methods were taken: bin-by-bin correction method, migration matrix
inversion one, the one of maximal likelihood with Tikhonov regularisation (TUnfold), the one
of singular value decomposition of the migration matrix (SVD), the one of D’Agostini itera-
tions. The comparison of selected methods was performed through Monte Carlo simulation
of hadron dijet production in proton-proton collisions at center-of-mass energy of 2.76 TeV
and the simulation of a response of the CMS detector at Large Hadron Collider. The optimal
scheme of unfolding was chosen for the measurement under study. Practical recommendations
for building of unfolding procedure were given.
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AHAJIU3 METOOB OGPATHOMN CBEPTKM
SKCNEPUMEHTAJIbHbIX AAHHbIX MPU USMEPEHUMU
CEYEHUMU POXXOEHUA NAP AAPOHHbIX CTPYHA

A.1O. Ezopos, A.A. bepdHukos, B.A. bakaes, .M. HukumuuHa
CaHkT-MeTepbyprckuii MONMTEXHUYECKUI YHUBEPCUTET lNeTpa Benukoro,
CaHkT-lMNeTepbypr, Poccuiickas ®eaepauus

[IpencraBieHbl pe3yabTaThl CPAaBHEHUSI METOAOB YCTPAHEHMSI ACTEKTOPHBIX MCKaKCHMIA.
PaccMoTpeHBl ciienytolre METOAbl: MOIMPaBOYHBIX KOIMDOUIIMEHTOB, oOpallleHUus MaTpUIlbl
MUTpalMU, MaKCUMM3aluu (YHKLMM mpaBaononodus ¢ peryiasgpusauueit TuxoHosa (TUn-
fold), cuHTyNIsIpHOTO pasmoxkeHUsS MaTpuibl Murpaunu (SVD), wurepaumii JI’ArocTwHu.
CpaBHeHHE BBIOpAaHHBIX METOMOB OCYIISCTBIISZIOCh Ha MpUMEpe OOpabOTKM pPe3yIbTaTOB
U3MEPEHUs CeUYeHUI POKACHUS Iap agpOHHBIX CTPYH B IMPOTOH-TIPOTOHHBIX CTOJKHOBEHUSIX
MpY SHEPIUU CUCTEMBI LIEHTpa Macc MpoToHoB 2,76 ToB Ha netekrope CMS (Compact Muon
Solenoid) Ha BoabioMm agpoHHOM Koyutaiaepe. B pesyabTaTe cpaBHEHMSI METOJOB BbIOpaHa
OINITUMaJIbHAsT CXeMa YCTpaHEHWS IEeTeKTOPHBIX MCKaXXeHWU B JAHHOM WM3MEPEHUM W JaHBI
PEKOMEHIAIINM T10 TTOCTPOCHUIO MPOLEAYPHl KOPPEKIIMU JETCKTOPHBIX MCKAXKCHUA.
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Introduction

Aphysical device (e.g., a detector) measuring a
physical quantity often presented as a distribution
or a histogram inevitably introduces distortions
related to finite resolution, reconstruction
efficiency and systematic effects. Detector
effects is a general term describing all possible
distortions introduced during measurements.

The detectors currently used in high-energy
physics are multi-level systems that include
thousands of sensors, complex electronics and
millions of channels. Examples of such detectors
are ATLAS (A Toroidal LHC ApparatuS) [1]
and CMS (Compact Muon Solenoid) [2]
experiments at the Large Hadron Collider.
Detector effects are in these experiments result
from a large number of stochastic processes and
can lead to significant distortions.

Unfolding is the common name for a class of
procedures aimed at correcting for the distortions
introduced during measurements.

The measured distribution distorted by the
detector is called the reconstructed data. On
the other hand, the distribution that could be
generated by an ideal detector is called the
true distribution. The true distributions for the
experimental data are unknown. Unfolding is
intended to restore true distributions based on
reconstructed data. Unfolding is necessary during
analysis of reconstructed data for obtaining
measurement results that are independent of
the details of the experiment and can be used
outside the laboratory.

There are different unfolding methods, each
with their own advantages and limitations. The
specific method can be chosen depending on
whether it is applicable to the given measurement
task. The reason for this is that mathematically
speaking, unfolding is essentially an ill-posed
problem. A unique solution cannot be found.
Moreover, the problem is often unstable, i.e.,
small fluctuations in the reconstructed data can
lead to large fluctuations in the reconstructed
distribution. It is especially important for the
solution to be stable because the measured
distribution has statistical fluctuations that
can be amplified during unfolding. Different
regularization techniques can be applied to
stabilize the solution.

Even though unfolding is a mathematically
ill-posed problem and the optimal method
depends heavily on the specific measurements,
it is still possible to develop an algorithm for
analyzing the applicability of different unfolding
methods to the given measurements, so that an
optimal unfolding scheme can be constructed.
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We have analyzed the applicability of
different unfolding methods to measuring the
cross-sections for dijet production in proton
collisions using a CMS detector at the LHC
[2] at center-of-mass energy of Vs = 2.76 TeV.

The goal of this study consisted in
constructing an optimal unfolding scheme for
these specific measurements. An additional
goal was to develop practical recommendations
for analyzing the applicability of different
unfolding methods in measurements.

Measured physical quantities

The accuracy of different methods was
assessed by measuring the differential cross
sections for dijet production

0”’“, GMN, Gexcl and Gexc/ vem’

where o™ is the inclusive cross section for di-
jet production, o™N is the cross section for the
production of Mueller—Navelet dijets, ¢ is
the cross section for the production of “ex-
clusive” dijets, o*“ " is the “exclusive” cross
section with a jet veto (their characteristics are
given below).

The given differential cross sections are
measured as functions of rapidity separation
between the jets

Ay =1y, — y),

where y,, y, are the rapidities of the first and
second jet in the dijet, and y is the rapidity
expressed as

y=(1/2) In[(E + p)/(E — p)].

Here E is the energy of the jet, p_is the mo-
mentum along the beam of colliding hadrons.

A collision of protons producing two or
more jets with a momentum p transverse to
the beam exceeding the threshold of 35 GeV/c
is called an inclusive event. All pairwise com-
binations of hadron jets with a transverse mo-
mentum p, > 35 GeV/c in an inclusive event
contribute to the inclusive production cross
section for hadron jets ¢™.

The cross section for the production of
Muller—Navelet (MN) dijet describes a pair
consisting of a jet with the maximum rapid-
ity and a jet with the minimum rapidity in an
inclusive event among jets with the transverse
momentum p, > 35 GeV/c. Thus, MN events
belong to the inclusive subclass.

A subclass of inclusive events where strict-
ly two jets with the transverse momentum
P, > 35 GeV/c are produced is called exclusive
(o is the production cross section). A pair of
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jets produced in an exclusive event is called an
exclusive dijet.

Exclusive vetoed events are a subclass of ex-
clusive events where jets additional to the ex-
clusive dijets, with the transverse momentum
P, 2D = 20 GeV/e (s is the exclusive
production cross-section with veto).

The width of the rapidity range Ay depends
on kinematic constraints and varies from 0 to
8.0.

The definitions given above allow to assess
possible distortions.

Firstly, jets can migrate at transverse mo-
mentum thresholds of 35 and 20 GeV/c because
the resolution of the detector is limited by this
parameter. Such migration affects the number
of events in different classes. Decreased num-
ber of events in a class is interpreted as limit-
ed acceptance for this class. Increased num-
ber of events in a class is interpreted as the
background. These distortions in turn affect the
shape and size of the measured cross section.

Secondly, jets can migrate in rapidity
because the resolution of the detector is limited
by this parameter. As a result of such migration,
events from one cell of the true distribution
over the rapidity range contribute to other cells
of the reconstructed distribution. This affects
the shape of the measured cross section.

Unfolding procedure

Hadron collision samples obtained with
Monte Carlo (MC) generators are used for un-
folding. The distributions obtained from MC
collision samples before detector simulation
correspond to the true distributions. These MC
distributions are also called generator distribu-
tions. Reconstructed MC distributions are ob-
tained after detector simulation.

MC simulation allows to estimate the loss of
events due to efficiency and limited acceptance
of the detector, the contribution from back-
ground events (events simulating the signal),
and the migration of contributions between
histogram cells due to limited resolution of the
detector. Migration of events between histo-
gram cells is described by a migration matrix.
The distribution at the generator level, the re-
constructed MC distribution and the migration
matrix are the input data necessary for per-
forming the unfolding procedure.

We used two MC models to analyze the
accuracy of different unfolding methods:
PYTHIAS8 (8135) [3] with Tune 4C [4] and
HERWIG++ (2.7.1) [5] with Tune UE-EE-3C
[6]. Generator events are processed with a CMS

detector model built in the GEANT4 software
package [7]. By using two different MC mod-
els, we can make a cross-check, i.e., unfolding
the simulation results of the first MC generator
with the second one. The results obtained using
the first generator act as the reconstructed data.
Cross-checking allows to compare the result of
unfolding with the generator distribution. The
accuracy with which the generator distribution
is reproduce depends both on the unfolding al-
gorithm and on the adequacy of the physical
models embedded in the generators.

The following convolution methods were
compared in this study:

bin-by-bin correction factors;

inversions of migration matrix;

maximizing the likelihood function using
Tikhonov’s regularization (TUnfold) [8];

singular value decomposition of the migra-
tion matrix (SVD) [9]

D’Agostini iterations [10].

Regularization can be used with the TUn-
fold, SVD, and D’Agostini iteration methods.

Regularization type (by absolute value, reg-
ularization of the first and second derivative)
and the value of the regularization parameter
t can be chosen in the TUnfold method. The
optimal value of this parameter can be selected
automatically by minimizing the global correla-
tion p . or using the /-curve method [8].

Regularization by the SVD method is done
by discarding some singular values of the mi-
gration matrix. The singular values to be dis-
carded can also be done automatically using
the parameter d, [9].

Finally, limiting the number of iterations
acts as regularization in the D’Agostini method.

Notably, increasing the size of histogram
cells can also serve as regularization of the
problem. However, this can introduce a bias
into the unfolded distribution compared to
the generator level. Performing unfolding in
this study, we considered the accuracy with
which the generator distribution is reproduced
depending on the cell size selected.

There are different methods for including
background events (i.e., events mistakenly
identified as signal) and reconstruction
efficiency (acceptance).

The first method is called expanding the
migration matrix. Background events and events
that were not detected due to limited efficiency
and acceptance are added to additional rows and
columns of the migration matrix in this method.

The second method involves subtracting the
background. Acceptance is taken into account
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using correction coefficients. This method
is used for uncorrelated background, when
background events occur due to independent
processes with the final state imitating a signal.
The third method involves correction
factors for taking into account background and
acceptance. It is used when background and
acceptance are correlated with the signal.

Results and discussion

As noted above, we have analyzed the
applicability of unfolding for different methods.

Different values of regularization parameters
were set manually and using methods for optimal
value search. Each of the methods for taking
into account background and acceptance was
used for each of the unfolding methods.

We have obtained cross-checked results for
all cross section and all methods. The proportion
of background events increases with extending
rapidity range from 40% at Ay = 0 to 90% at Ay
= 8. The proportion of events not included as

>

a result of limited efficiency and acceptance is
from 20% at Ay = 0 to 40 % at Ay = 8. Event
migration between the cells in the rapidity range
Ay does not exceed 10 %, remaining almost
constant in the entire rapidity range. Events
mostly migrate to neighboring cells, which
makes the migration matrix almost diagonal.
Cross-checking indicates that introducing
correction factors for taking into account
background and acceptance is the only method
allowing to reconstruct the cross sections at the
generator level. Other methods for taking into
account background and acceptance generate
a strongly biased unfolded distribution.
Background and acceptance in the given
measurement appear due to the migration of
hadron jets relative to the transverse momentum
thresholds, equal to 20 and 35 GeV/c. Thus,
background and acceptance depend on the
number of events in the signal and are,
therefore, correlated with the signal level.
Unfolding methods yield the same results
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Fig. 1. Cross-check for differential cross sections ¢ (a), ¢® (b), cMN (c) and o (d).
Cross sections (2) at the detector level were obtained using the HERWIG++ generator. The results obtained using
TUnfold (3), SVD (4), D’Agostini iterative method (5), correction factors (6), migration matrix inversion (7)
were compared with the cross section for particle level obtained with HERWIG++ (/). Unfolding was performed
using the PYTHIAS generator. The ratios of the unfolding results to the particle-level cross sections (result/

particle level), i.e., at the
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after background and acceptance have been
taken into account by the method of correction
factors. Using  different  regularization
parameters, we found that the optimal solution
has either minimal or no regularization, which
follows from the fact that the migration matrix
is close to diagonal.

Fig. 1 shows the cross-checking results for
different unfolding methods with correction of
background and acceptance using correction
factors and optimally selected regularization
parameters.

As follows from the figure, unfolding
reproduces the distribution at the generator
level with an accuracy of 20%. Analyzing the
accuracy of unfolding as a function of the size of
histogram cells, we can see that the result does
not depend on the cell size chosen. Additional
studies indicate that unfolding results deviate
from the generator distribution because the
detector model has different responses to hadron
jets obtained using HERWIG++ and PYTHIAS
generators. Apparently, the reconstructed
experimental data cannot be unfolded with a
single MC generator; two should be used, and
the difference between the results can serve as
an estimate of the systematic error resulting
from the specific MC model chosen.

The analysis carried out led us to choose the
TUnfold method. Acceptance and background
are taken into account using correction
factors. The method was selected because its
implementation in the ROOT framework [11]
seems better developed than implementations
of other methods; it is well documented and
has the greatest flexibility in adjusting and
controlling the unfolding process.

Practical recommendations

Unfolding should be applied after
calibrating the detector and reconstructing all
objects necessary for analysis (i.e., charged
particle trajectories, calorimeter towers,
particles, jets). Additional corrections, for
example, for energy and resolution can be
introduced (preferably, before unfolding) in
experiments even after reconstructing the
objects. Phase space and selections should
be determined and applied identically for
experimental data and MC simulation. Since
the unfolding problem is ill-conditioned from
a mathematical standpoint, the applicability
of different unfolding methods should be
checked. The approaches described in

this study are not the only ones currently
available.

After completing all preparatory operations,
namely,

reconstructing and correcting data;

running MC simulation in several models;

reconstructing MC objects;

selecting the experimental data and MC models;

selecting the unfolding methods, methods
for including background, efficiency and
acceptance

the applicability of different methods is
analyzed in the following order.

1. Select a physical quantity for applying
unfolding (not necessarily coinciding with the
measured physical quantity).

2. Select the size of histogram cells.

3. Construct distribution at the generator
level, the reconstructed level and the migration
matrix for MC models.

4. Test different unfolding methods using
cross-checking with MC samples of events.

5. Choose best method.

6. Analyze residual bias of the unfolding
results relative to the generator level.

7. Determine the effect of the histogram cell
size selected on the unfolding results. If a new
cell size is selected, the procedure is repeated
for this new size. If the residual bias is due to
the MC models used for unfolding, the residual
bias is used to estimate the model-dependent
systematic uncertainty of unfolding.

8. Perform unfolding using all MC models.

9. Calculate (using different MC models)
the reconstructed distribution, statistical and
systematic uncertainties based on unfolding
results.

Conclusion

Analyzing different unfolding methods
for measuring the cross-sections for dijet
production in proton-proton collisions at s
= 2.76 TeV using the CMS detector, we have
selected the optimal unfolding scheme for
processing the experimental data obtained by
the given measurements. We have provided
practical recommendations for constructing
an algorithm for analyzing the applicability of
different unfolding methods.

The results of this study were obtained within
the framework of State Task of the Ministry of
Education and Science of Russian Federation
3.1498.2017/4.6.
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